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Foreword

Less than two years ago, superconductivity—total loss of resistance to elec-
tricity—could be achieved only at temperatures near absolute zero. Since the dis-
covery of high-temperature superconductivity (HTS), research laboratories around
the world have pushed the temperature limits steadily upward, opening the way
to commercial applications with potentially revolutionary impacts. The scientific
race is becoming a commercial race, one featuring U.S. and Japanese companies,
and one that the United States could lose. Indeed, American firms may already
be falling behind in commercializing the technology of superconductivity.

Japanese companies have been more aggressive in examining possible applica-
tions of HTS, and what it might mean for competitive strategy. While payoffs on
R&D may lie a decade or more in the future, managers in Japan have been willing
to take the risks, Although a number of U.S. companies have also begun major ef-
forts in HTS, most American managers, under pressure to show short-term profits,
have been more inclined to wait and see.

So far, the U.S. Government has supported the development of HTS in its tradi-
tional way—by putting money into R&D, mostly through the mission agencies. Fed-
eral agencies moved quickly to channel money to HTS when news of the discov-
eries broke. The breadth and depth of the response in government agencies and
Federal laboratories, and in the university system, shows the continuing vitality
of the scientific enterprise in the United States. Although Federal dollars will help
support a technology base that the private sector can build upon, the U.S. Govern-
ment is not providing direct support for commercialization. Nor have we any pol-
icy or tradition for this kind of support—unlike countries such as Japan.

Postwar U.S. technology policy coupled R&D funding with indirect measures,
such as tax policy, to stimulate commercial innovation. So long as American com-
panies remained well ahead of the rest of the world in technical skills and manage-
ment ability, this approach proved successful. With the continuing decline in com-
petitiveness across many sectors of the U.S. economy, it no longer seems good
enough,

The Senate Committees on Governmental Affairs, Energy and Natural Resources,
and Commerce, Science, and Transportation, together with the House Committee
on Science, Space, and Technology requested the assessment of which this report
is part. OTA’s Energy and Materials Program is also conducting a more compre-
hensive examination of the science and technology of high-temperature supercon-
ductivity, and the future research agenda, as the second part of this assessment.
Their report will appear in 1989.

OTA is grateful for the assistance provided by many people inside and outside
of government during the preparation of this report. Full responsibility for the con-
tents rests with OTA.

oéu/é/foétf&mJ

JOHN H. GIBBONS
Director
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of its contents.

Many other people reviewed various drafts of this report. Special thanks are due to
H. Kent Bowen, Duane Crum, Simon Foner, Donald N. Frey, Henry H. Kolm, and

OTA appreciates and is grateful for the assistance and thoughtful critiques provided
by all the reviewers, none of whom, however, necessarily approve, disapprove, or
endorse this report. OTA assumes full responsibility for the report and the accuracy
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Chapter 1
Summary

During 1987, high-temperature superconduc-
tivity (HTS) became a symbol—of the new and
unexpected, of what was right and wrong in
U.S. science, technology, and industry, of U. S.-
Japan competition in high technology. In De-
cember of the preceding year, two scientists
at IBM’s Zurich research laboratory caught the
world’s attention with their discovery of super-
conductivity in the range of 35 to 40 ‘K (degrees
Kelvin, i.e., degrees above absolute zero)—
nearly double the record temperature for total
loss of resistance to electricity. Within 2
months, transition temperatures had doubled
once more—to over 90 “K—with near-simultan-
eous discoveries of a second family of ceramic
superconductors in the United States, China,
and Japan.

In March 1987, thousands of scientists
jammed a hotel ballroom in New York to hear
the latest findings—a meeting dubbed the
Woodstock of physics. The race to higher tem-
peratures was on. With it came warnings that
the United States could lose out to foreign com-
petitors in commercializing a technology with
potentially revolutionary impacts. Indeed, one
of the principal findings of this assessment is
that American companies may already have be-
gun to fall behind. Japanese firms have been
much more aggressive in studying possible ap-
plications of HTS, and have more people at
work, many of them applications-oriented engi-
neers and business planners charged with
thinking about ways to get HTS into the mar-
ketplace.

In the midst of the excitement, four congres-
sional committees—the House Committee on
Science, Space, and Technology, and the Sen-
ate Committees on Governmental Affairs,
Energy and Natural Resources, and Commerce,
Science, and Transportation-asked OTA to ex-
amine a series of questions that ranged from
public and private sector responses to HTS
(here and abroad) to the advantages and dis-
advantages of a new Federal agency for sup-
porting the development of commercial tech-
nologies.

This special report begins with a look at U.S.
strengths and weaknesses in technology devel-
opment and commercialization (ch. 2), both in
general and for HTS. The analysis then goes
on (in ch. 3) to the strategies of U.S. and Japa-
nese companies, as managers in each country
look ahead to the new opportunities. The fourth
chapter presents 20 policy options for congres-
sional consideration; the context is U.S. tech-
nology policy as a whole, with HTS as a spe-
cial case. Most of the policy options deal, in
one way or another, with the management of
the Federal R&D budget. Chapter 5, the last,
considers three broad alternatives for speed-
ing commercialization.’

App. B, at the end of this report, summarizes the technol ogx

of superconductivity, including prospective applications, wit
estimates of time horizons for commercialization. (The glossary
in app. A includes many of the specialized terms that apply to
superconductivity.) OTA will follow this special report with a
more detailed examination of the science and technology of su-
perconductivity, the research agenda, and potential applications,
to be published in 1989.

COMMERCIALIZATION: PUBLIC AND PRIVATE DIMENSIONS

U.S. competitiveness in both smokestack and
high-technology industries has been slipping
for years. Loss of technological advantage has
been one of the reasons (box A). On the face
of it, this seems paradoxical. The U.S. Govern-
ment spends more on R&D than government
and industry together in Japan. Federal R&D
dollars help create a vast pool of technical

knowledge that the private sector (including for-
eign firms) can draw upon. Beyond this, U.S.
technology policies have relied heavily on in-
direct incentives for innovation and commer-
cialization by industry.

This approach — leaving R&D priorities
largely to the mission agencies, trusting to in-

3



direct policies to stimulate commercialization—
worked well in the earlier postwar period, when
American corporations were unchallenged in-
ternationally. On the evidence of steadily

declining competitive ability across much of
the U.S. economy, it no longer works well
enough. In recent years, many U.S. companies
have had trouble turning existing technical



knowledge into successful products and proc-
esses, and getting new technology out of the
laboratory and into the marketplace (ch. 2).

Of course there is more to commercialization
than R&D and technology development. Gov-
ernment policies affect business decisions and
competitiveness, not only through technology
and science policy, but also through sector-
specific measures (e.g., Government funding
for the microelectronics consortium Sematech),
and regulatory and macroeconomic policies.
U.S. financial markets, for example, have been
steadily deregulated. Among the results: greater
pressures on industry for short-term investment
decisions.

OTA has examined the broad range of pol-
icy influences on U.S. competitiveness in many
other assessments. Here, the analysis focuses
on those linked more or less closely to technol-
ogy itself. They fall into two groups:

. policies that affect innovation and com-
mercialization directly, notably the Federal
R&D budget;

. those with indirect impacts.

Federal R&D helps create a technology base
that private firms draw on during commerciali-
zation. Sometimes companies start develop-
ment projects because of new research results;
other times, they find they need critical pieces
of knowledge, perhaps from earlier R&D, to
complete a project, or to solve a manufactur-
ing problem. Federally funded projects in low-
temperature superconductivity (LTS), for ex-
ample, laid the foundation for applications of
superconducting magnets in medical imaging
equipment.

The second group of policies works indi-
rectly-through incentives (or disincentives) for
private firms. Some of these policies reduce fi-
nancial or technical risks, or increase rewards
for successful innovators. Tax treatment of cap-
ital gains, for instance, affects decisions by pro-
spective entrepreneurs; R&D tax credits make
a difference for companies with profits that can
be offset. Other such policies work through
their influence on demand. Governments pur-
chase military systems and computers, cars and

trucks, consulting and construction services.
Sometimes, they regulate prices or allocate pro-
duction among suppliers (as the U.S. Govern-
ment has done for years in agriculture).

With the knowledge base ever larger and
more specialized, the great majority of Amer-
ican firms, large and small, can no longer ex-
pect to be self-sufficient in technology. The pace
and complexity have simply outstripped their
ability to keep up. Industry depends more heav-
ily than ever before on the huge Federal R&D
budget-3$60 billion, about half of all U.S. R&D
spending. Nonetheless, the U.S. Government
has left most questions of R&D funding to the
mission agencies, with their focused interests
and immediate needs. While other countries
have crafted policies for direct support of com-
mercial technologies, the United States has not.
policy makers here have argued that direct
measures lead to harmful economic distortions.
Instead, many say, deregulation—removing the
roadblocks to innovation—will tap reservoirs
of American ingenuity and entrepreneurial
vigor that would otherwise be stifled, But most
of the roadblocks have come down over the past
15 years, while U.S. competitiveness has con-
tinued to slip.

To be sure, Federal agencies are paying more
attention to the impacts of day-to-day decisions
on competitiveness than during the 1970s. An-
titrust enforcement reflects global, rather than
simply domestic, competition. The national lab-
oratories—particularly those overseen by the
Department of Energy (DOE)—have been seek-
ing ways to work more effectively with indus-
try. With recognition spreading that military
R&D spending may not offer the spinoffs and
synergies of earlier years, Congress has been
debating the merits of a change in direction for
technology policies. But it is fair to say that in-
ternational competitiveness still plays a minor
role in U.S. policies compared with those of
countries that have learned to export as effec-
tively as Japan, West Germany, or South Ko-
rea. The United States is still searching for
workable approaches to competing in a rela-
tively open international economy, one in
which American companies no longer have big
advantages in technology or management skills.



HIGH-TEMPERATURE SUPERCONDUCTIVITY: U.S. AND JAPANESE RESPONSES

Why all the excitement over HTS? The me-
dia have held out the promise of more efficient
generation and transmission of electric power,
magnetically levitated trains, electromagnetic
launchers for space weaponry. Perhaps more
important, HTS-based electronics could even-
tually become building blocks for more sensi-
tive medical diagnostic systems, and faster,
more powerful computers. The most important
impacts will probably be those that cannot yet
be anticipated-the point maybe facile, but it
is true.

Even at liquid nitrogen temperatures—far
below room temperature but far above the oper-
ating temperatures of older LTS superconduc-
tors—the prospects have attracted as much at-
tention as any scientific development since the
laser or gene splicing. Although no one had
made a practical conductor or electronic de-
vice from the new materials, the Nobel Prize
committee gave its 1987 physics award for the
Zurich discoveries—the quickest in history.
Early 1988 saw the discovery of several more
families of HTS ceramics. Yet the ultimate
prize—superconductivity at room tempera-
ture—lies ahead, and no one knows whether
it can be achieved, even in theory.

Activity has been feverish on the policy front
as well as in the research laboratory. Within
a few months of the initial discoveries, Federal
agencies redirected $45 million in fiscal 1987
funds from other R&D to HTS (ch. 4, table 8).
The scientific breakthroughs prompted a dozen
bills during the first session of the 100th Con-
gress, proposals ranging from study commis-
sions to a national program on superconduc-
tivity. All reflected, in one way or another,
concern over commercialization.

The policy drama reached a peak in July 1987,
when President Reagan brought three ranking
cabinet officers to the Federal Conference on
Commercial Applications of Superconductiv-
ity; in an unprecedented appearance, he an-
nounced an n-point initiative for the support
of HTS (box B, ch. 2). In a similarly un-
precedented move, the Administration closed

the meeting to all foreigners except represen-
tatives of the press. Although the President’s
message focused on executive branch actions,
he stated that the Administration would also
be proposing new legislation.

The following months brought a sense of an-
ticlimax, with no sign of the promised legisla-
tive package. Questions of R&D funding then
came to the fore, as the end of the fiscal year
passed with no resolution of the budget impasse
between the President and Congress. Only at
the end of the calendar year—several months
into fiscal 1988—did Federal agencies know for
certain how much money they would have for
HTS R&D.

Taken together, Federal agencies will spend
nearly $160 million for superconductivity R&D
in fiscal 1988, over half ($95 million) on the new
materials (and the rest for LTS). The Depart-
ment of Defense and the Energy Department
together account for three-quarters of the HTS
budget, and received most of the increase. DOE,
for instance, will have nearly twice as much
HTS money as the National Science Founda-
tion (NSF). With NSF a primary patron of
university research, the government’s priori-
ties seemed rather haphazard, given the great
strength of the Nation’s universities in basic
research. Most of the Federal HTS money will
go to government laboratories, contractors, and
universities that are well removed from the
commercial marketplace.

The President’s legislative package, which
reached Congress in February 1988, did not ad-
dress R&D funding. Consistent with the Admin-
istration’s emphasis on indirect incentives for
commercialization, the package included pro-
visions that would further liberalize U.S. an-
titrust policies, and extend the reach of U.S.
patent protection.

On the industry side, most American firms—
viewing payoffs from HTS R&D as uncertain
and distant—have declined to invest heavily (ch.
3). A few major corporations—e.g., Du Pont,



IBM, AT&T—are mounting substantial efforts.
A number of small firms and venture startups
have also been pursuing the new technology.
By and large, however, American companies
have taken a wait-and-see attitude. They plan
to take advantage of developments as they
emerge from the laboratory—someone else’s
laboratory—or buy into emerging markets when
the time is right. Unfortunately, reactive stra-
tegies such as these have seldom worked in in-
dustries like electronics over the past 10 to 15
years, while many American firms seem to have
forgotten how to adapt technologies originat-
ing elsewhere.

Corporate executives in Japan, in contrast,
see HTS as a major new opportunity—one that
could set the pattern of international competi-
tion for the 21st century. Japanese companies
have made substantial commitments of people
and funds, pursuing research and applications-
related work in parallel. Firms in more lines
of business are at work than in the United
States. Steel companies and glassmakers, as
well as chemical producers and electronics
manufacturers, are seeking new businesses,
ways to diversify. Japanese managers see in
HTS a road to continued expansion and export-
ing, and are willing to take the risks that fol-
low from such a view.

For years, the claim was common that Japa-
nese firms got a free ride from U.S. R&D. More
recently, Americans have realized that Japanese
corporations have no need to imitate or to be
followers; they have highly competent and crea-
tive technical staffs, fully capable of keeping

up or taking the lead in fields ranging from au-
tomobile design to gallium arsenide semicon-
ductors, opto-electronics, and ceramics. Giv-
ing the Japanese the credit they deserve has
intensified U.S. anxieties over commercializa-
tion. Only in science—in basic research—do
Japan’s capabilities remain in question. For the
Japanese, HTS presents an opportunity to show
the world—and themselves—that they can be
leaders there too.

Companies like IBM and Du Pont—or Hitachi
and NEC—have R&D budgets exceeding a bil-
lion dollars. They have skilled engineers and
scientists to put to work on the technical prob-
lems of HTS, money to bet on new opportuni-
ties. But these firms are a small minority in both
countries, and the competition will not depend
on them alone.

Photo credit: IBM

Conducting strips of HTS material
deposited on substrate.

PRINCIPAL FINDINGS

Federal Funding for HTS R&D

It would be hard to criticize the magnitude
of U.S. Government spending on HTS. Federal
agencies have about $95 million for HTS R&D
in fiscal 1988, more than twice the 1987 total.
Although little of this represents new budget
authority, the U.S. Government will spend more
this year on HTS than Japan’s Government has
budgeted for HTS and LTS together.

With the Administration seeking $135 mil-
lion for HTS in fiscal 1989, current and pro-
posed spending might seem more than enough
to support rapid commercialization. But totals
can be misleading. After all, the United States
spends far more on R&D than competing na-
tions, yet U.S. industry has been unable to keep
a useful lead in technology. There are many
reasons, some of them having to do with the
allocation of R&D funds. Nearly 70 percent of



Federal R&D spending goes for national de-
fense; some of this money helps build the tech-
nology base for commercial industries, some
does not. The story will be the same in HTS.

1. Of $95 million that the U.S. Government
has budgeted for HTS R&D during fiscal
1988, the Department of Defense (DoD) will
spend $46 million and DOE $27 million.
NSF is next at $14.5 million. No other
agency has more than about $4 million.
R&D funded by DoD and DOE will help sup-
port commercialization, but a dollar spent
by one of these agencies will probably buy
substantially less in terms of the Nation’s
technology base than a dollar spent by NSF.

A good deal of DoD’s R&D will go for
specialized applications in defense
systems—including the Strategic Defense
Initiative—with limited potential for com-
mercial spinoffs; defense missions shape
even the basic research supported by the
Pentagon. DOE will distribute most of its
money to the national laboratories; rela-
tionships between DOE laboratories and
the private sector have begun to change—a
trend to be applauded—but the laboratory
system has yet to demonstrate the ability
to transfer technologies rapidly and effec-
tively to the private sector. (See Policy Op-
tions 1,2,4 in ch. 4, and discussion in chs.
4 and 5.)

2. While the Federal R&D total for HTS may
seem impressive, little of it represents new
money. This was necessarily the case in
fiscal 1987, when agencies had no choice
but to redirect existing funds. For fiscal
1988, given the pressures on the Federal
budget, agencies have continued to take
money from other R&D categories to pay
for HTS. Congress may wish to examine
the trade-offs necessary at the agency level
to finance HTS R&D, and consider ap-
propriating new money for fiscal 1989. (Op-
tions 1, 2, 3, 9))

3. R&D priorities and funding decisions—
often made at relatively low levels in the
agencies—have major and lasting impacts
on commercialization. So do mechanisms
for inter-agency coordination. The pres-

sures on the Federal budget make good
management of agency resources even
more important. (Options 1, 2, 3, 6, 8)

But getting the most out of the Federal
investment in HTS R&D will take more
than inter-agency coordination and effec-
tive technology transfer. Successful com-
mercialization will require continuity in
R&D funding so that people and organiza-
tions can plan ahead. The United States
will need graduate-level scientists and engi-
neers educated in fields ranging from ma-
terials processing to the physics of electron
devices. Most of these people get their
training in university programs that de-
pend heavily on Federal support. Likewise,
the national laboratories and Federal mis-
sion agencies must know where they are
going, and how much money they can ex-
pect along the way. Industry needs to know
whether and when it can look for new re-
search results from Federal R&D. Multi-
year R&D planning and budgeting for HTS,
on a trial basis, could help set patterns for
the future. (Options 2, 3, 4, 5))

R&D and Commercialization

No one can say whether superconductivity
at room temperature will be possible in the near
future or in the distant future. Regardless of
progress in finding materials with higher su-
perconducting transition temperatures, 5 to 10
years of R&D probably lie ahead before the tech-
nology base will be able to support substantial
commercial development.

Successful commercialization, in any case,
takes more than R&D. It depends on market
conditions—on a company’s ability to antici-
pate or create demand, and to exploit it. Link-
ing engineering development, marketing, and
manufacturing—somethin Japanese compa-
nies excel at—is crucial. So is management
commitment to the long term.

1. Processing and fabrication methods will
be critical for applications of HTS. Amer-
ican companies have fallen down in man-
ufacturing skills across the board; the more
heavily process-dependent HTS turns out



to be, the more difficult it will be for U.S.
firms to keep up with the Japanese. A
strong processing emphasis in Federal R&D
could help compensate for low priorities in
American corporations, a major source of
U.S. competitive difficulty. (Options 2, 6,
15, 16 in ch. 4)

The Defense Advanced Research
Projects Agency (DARPA) solicited zoo
proposals on HTS during the summer of
1987, hoping to have $50 million to spend
on processing-related R&D. When the fi-
nal 1988 budget figures came down (in De-
cember 1987), DARPA found itself with
only $15 million. Nonetheless, even at this
lower level the program should be able to
make a substantial contribution to com-
mercialization, if well managed and sus-
tained over a number of years. (As this re-
port went to press, the Defense Department
had just imposed a freeze on new outside
R&D, including this program.)

. HTS R&D funded by defense agencies will
help American companies, but the poten-
tial for commercial spinoffs will diminish
as military requirements become more spe-
cialized and diverge from commercial
needs. The list of new technologies and
new industries that has emerged from
DoD-sponsored R&D is an impressive one:
computers; semiconductors; lasers; much
automated manufacturing know-how. Why
should things be any different with HTS?
Because both the United States and the rest
of the world have changed. The defense
sector has grown apart from the rest of the
U.S. economy; DoD money has less impact
as other countries focus more of their re-
sources, both public and private, on com-
mercial technologies. At the least, continu-
ing attention to technology transfer from
defense contractors and Federal labora-
tories will be necessary to take commercial
advantage of DoD (and DOE) spending. (Op-
tions 11, 12, 13, 14, 15))

. Just as for technologies like microelec-
tronics, commercializing HTS will require
contributions from many disciplines—
physicists, chemists, materials scientists,
electrical, electronic, and chemical engi-

neers. Multidisciplinary research works in
industry because it must, but does not come
easily in universities (here or in other coun-
tries). Federal policies that help establish
multidisciplinary R&D within the univer-
sity system will contribute to strong foun-
dations for HTS and other technologies.
(Options 9, 10.)

NSF has embarked on a renewed attempt
to stimulate multidisciplinary R&D through
its program for Engineering Research
Centers, and its proposed Science and
Technology Centers. Consistent support
will be required for these centers to take
hold and become a permanent feature of
the R&D landscape.

4. HTS will demand a good deal of trial-and-
error development (as was true in LTS).
With U.S. difficulties in commercialization
much more a matter of technology than sci-
ence, Federal policies that increase support
for engineering research—even more, that
seek to redirect research and education in
engineering toward practical industrial
problems—could have substantial long-
term significance. (Options 4, 5, 9, 19))

HTS in the United States and Japan

Japan’s Government took the better part of
a year to shape its policy response to HTS—a
response that, when it emerged, looked not at
all like the highly centralized program some
Americans had expected. Much of the effort
has been directed at getting the three parts of
the R&D system—industry, the universities,
Japan’s national laboratories-to work effec-
tively together. The Japanese see HTS as a test
case for their turn toward basic research, and
are giving it high priority. Moreover, lacking
energy reserves, they have strong incentives for
R&D (in LTS as well as HTS) promising sav-
ings in electric power consumption.

Japanese firms compete aggressively at home
and abroad; they get consistent government
support—for instance, from national labora-
tories that work effectively with the private
sector—but succeed in international markets
on their own merits. In some if not all indus-
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tries, Japanese companies turn R&D into new
products and processes faster than American
firms. They target markets effectively, linking
R&D to market needs better than many U.S.
companies, and manage their factories at least
as well as they manage their R&D laboratories.
These strengths will pay off in HTS.

1. A few large American companies are put-
ting substantial resources into HTS. But
the list is short: AT&T, IBM, Du Pont, a
few others. The financial criteria that drive
decision-making in American corporations
work against a technology like HTS— one
with uncertain prospects, and profits that
lie well in the future; the short-term view
fostered by U.S. financial markets could
put American companies behind the Japa-
nese within 2 or 3 years, if they are not be-
hind already.

A handful of small U.S. companies and
startups with venture funding have also
been moving into HTS. Although smaller
U.S. firms may well develop creative solu-
tions to some of the practical problems of
the new technology, these companies do
not have the production and marketing ca-
pabilities necessary for a major role. They
will have a difficult time growing and com-
peting with integrated Japanese multi-
nationals.

2. American managers, by and large, believe
HTS should remain in the laboratory until
more scientific knowledge is in hand. They
emphasize the uncertainties—admittedly
great—and the lack of evidence promising
quick returns from R&D investments. To
them, uncertainty urges caution rather
than signifying opportunity. American
firms have not made commitments to HTS
that compare to those in Japan in terms of
scale (as indicated by people at work) or
scope (as indicated by people assigned to
applications-related projects).

Many American companies with the
technical skills and the money to pursue

compete when applications begin to ap-
pear. Others will be left behind.

. Most Japanese managers believe HTS to

be closer to the marketplace than do their
American counterparts. Seeking growth
and diversification, they have assigned
more people to HTS than U.S. firms, and
may also be spending more money. The
Japanese have committed funds, not only
to research, but to evaluating prospective
applications. Executives there see HTS as
a vehicle for creating new businesses,
while Americans are more likely to view
it in terms of existing lines of business. And
if American managers have been reluctant
to commit resources to HTS, the Japanese
seem confident that investments now will
pay off—some time and in some way.

The Japanese could be wrong. In spend-
ing money on feasibility studies and engi-
neering analyses, they may miss other
opportunities. But given the scale of cur-
rent investments—in the range of $200 mil-
lion dollars in each country (including both
government and industry R&D), small com-
pared to overall corporate R&D spend-
ing—there is much to be said for taking the
risks. OTA’s analysis suggests that com-
mercialization of HTS will proceed some-
what faster than many American managers
anticipate, though not so fast as many in
Japan expect. If this proves the case, Japa-
nese companies could well come out ahead
in the race to commercialize HTS.

. Japan’s Government will spend about $70

million for superconductivity R&D (high
temperature and low) in 1988.°Although
ministries and agencies spent much of 1987
jockeying for position, Japan now has in
place a set of policies intended to compen-
sate for the bottlenecks and weaknesses in
the country’s R&D system: universities
with only a few islands of excellence; na-
tional laboratories which, although some

HTS have taken a wait-and-see attitude.
Typically, they have a few people track-
ing progress in the field. Some of these
companies may be able to catch up and

‘Comparisons with U.S. Government spending must be treated
with caution: fiscal yearsin the two countries are 6 months out
of phase; Japanese budget figures leave out salaries for research
workers in universities; national defense has little influence in
shaping Japan's HTS R&D.
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have enviable reputations, cannot claim the
breadth or depth of their U.S. counterparts.

If their system as a whole still shows
weaknesses, in superconductivity, Japan’s
R&D is broadly based and high in quality.
With R&D centered in major corporations,
government policies aim to strengthen the
infrastructure for developing HTS, and
stimulate greater cooperation and interac-
tion among industry, universities, and the
national laboratories.

5. Japanese officials view international coop-
eration in HTS research as a potential com-
plement to their country’s own efforts.
Much more than a matter of image, they
see in internationalization a means of stim-
ulating creativity in Japan’s universities
and government laboratories. In turn, U.S.
industry stands to gain by testing Japan’s
willingness to open up its research system.
(Options 18, 19, 20 in ch. 4.)

HTS and U.S. Technology Policy

Japanese companies place high priorities on
technology as a competitive weapon; it is not
only in HTS that U.S. companies risk falling
behind. Business-funded R&D in Japan totals
2.1 percent of gross national product, compared
with 1.4 percent here. Fewer high-level
managers in American firms have technical
backgrounds; they may not fully appreciate the
role of R&D in business strategy and interna-
tional competition. To executives fighting a
takeover, research may look like a luxury; af-
ter a merger, it may seem expendable.

Gaps in the U.S. technology base open where
neither Government nor industry has immedi-
ate requirements for R&D results. The very un-
expectedness of the discoveries in HTS points
to the need for ongoing Government support
of long-term research. Failure by the private
sector to invest in generic R&D, much of it in-
cremental, or in risky projects with potentially
big payoffs, throws more of a burden on the
Federal Government.

1. Many areas of science and technology, al-
though vital for U.S. competitiveness, get
adequate financial support from neither

Photo credit: National Bureau of Standards

Synchrotron ultraviolet radiation equipment, used for

studying electronic structure of HTS materials.

public nor private sources. American cor-
porations have been turning away from
long-term, high-risk R&D-the kind of work
called for in commercializing HTS. Knowl-
edge that could help American firms com-
pete is not available when needed. Under-
investment has been most serious in fields
that lack glamour—e.g., manufacturing.
(Options 6, 7, 8, 15, 16 in ch. 4))

. Like industry, the Federal Government

spends most of its R&D dollars on devel-
opment. Government money goes primar-
ily for mission-oriented projects. When
Federal agencies pay for R&D on civilian,
commercial technologies, they have often
made poor choices—particularly when the
R&D goals are well removed from agency
missions. Without substantial changes in
U.S. technology policies, industry can ex-
pect only limited help from the Federal Gov-
ernment in the commercialization of HTS
and other new technologies. Recently, some
State Governments have been more active
than the Federal Government in stimulat-
ing industrial technology development.
(Options 6, 8, 15, 16, 17.)

. Federal funding aimed at filling gaps be-

tween fundamental research and prod-
uct/process development could help speed
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utilization of new technologies, including
HTS. Funding for long-term, high-risk
projects with potential commercial appli-
cations could be even more important. But
policies during the 1980s have been mov-
ing in the opposite direction; with the
Administration cutting budgets for civil-
ian applied research, the overall thrust of
U.S. technology policy has turned away
from support for commercial R&D. In-
stead, the Government has relied on in-
direct measures for stimulating industrial
innovation and technology development.
OTA's analysis suggests that the indirect
approach, emphasizing measures such as
looser antitrust enforcement and stronger
patent protection, does not, by itself, go far
enough.

Direct support for commercial technologies
has never had a fair trial in the United States.
Indirect measures certainly have a place: for
example, incentives for corporate basic re-
search could help U.S. competitiveness. So

could a supportive climate for cooperative R&D
ventures (and, perhaps, Federal cost sharing).
Even so, given that policies such as the R&D
tax credit (in place since 1981) have had little
apparent effect in filling the holes in the Na-
tion’s technology base, it seems at least as im-
portant for the Federal Government to recon-
sider direct funding of applied industrial R&D.

When it comes to commercial technology de-
velopment, the needs are two-fold:

. support for generic, pre-competitive tech-
nologies—those that can help a wide range
of companies compete more effectively,
without giving any one of them a big advan-
tage; and

. support for long-term, high-risk projects.

Much of the generic R&D would be relatively
straightforward—incremental research with a
strong engineering focus. The long-term, high-
risk thrust could be modeled to some extent on
the work DARPA undertakes for the military.

FEDERAL GOVERNMENT STRATEGIES

The last chapter of this report discusses three
strategies for commercialization. These strat-
egies imply choices going well beyond the in-
dividual policy options referred to above and
discussed in detail in chapter 4-most of which
are discrete and relatively narrow.

The first of the three strategies—flexible re-
sponse—the current, de facto approach, builds
on the proven strengths of the U.S. system.
These strengths include diversity in funding
and conducting R&D: NSF, with its mandate
for financing high-quality university research
regardless of field; defense agencies, with their
unmatched budgets; national laboratories,
reservoirs of skilled professionals.

Despite its acknowledged strengths, the flex-
ible response strategy seems unlikely to pro-
vide adequate support for HTS. The funding
picture summarized above for HTS and dis-
cussed in detail in chapter 4 shows the draw-
backs of the flexible response approach. Most
of the Federal dollars for HTS will go to mis-

sion agencies with little experience in commer-
cialization—to DoD and DOE. NSF—primary
sponsor of untargeted university research in
science and engineering—has not had the
money to fund many of the highly rated
proposals it has received. No one in Govern-
ment has an overview of Federal support for
HTS. Few mechanisms exist for debating and
determining priorities.

Congress could, of course, choose a more ag-
gressive response to HTS—the second of the
three strategies analyzed in chapter 5. Three
elements set this strategy off from the current
approach:

+ more money to NSF for basic research on
HTS (and perhaps for one or more inter-
disciplinary university centers), an insur-
ance policy against missed opportunities;

+ Federal Government cost-sharing in col-
laborative R&D programs organized and
guided by industry (with the Federal money
extending the R&D time horizons, ensur-
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ing more support for generic work and
high-risk research); and

. a working group of experts drawn from
universities, industry, and Government to
help shape consensus on HTS R&D priori-
ties, and make decisions on Federal cost-
sharing.

This second strategy would direct Federal
funds into HTS R&D that might otherwise be
underfunded, and particularly into industry.
The added cost would be modest—$20 million
or $30 million per year, well spent, should make
a big difference.

The last of the strategies goes beyond HTS,
taking up the question of direct Federal sup-
port for commercial technology development.
As part of such a strategy, OTA considers the
merits of increased funding for engineering re-
search, along with the advantages and dis-
advantages of a Federal technology agency.

The analysis emphasizes the problems of
defining an acceptable mission for such an
agency—one charged with supporting indus-

trial technologies—and of avoiding special-
interest hand-outs. Without a mission statement
that can impose discipline over the agency’s
decisions, both day-to-day management and the
establishment of broad priorities pose real
difficulties. Nonetheless, a Civilian Technology
Agency might be able to provide useful sup-
port for commercialization if its activities were
centered on generic R&D, intended to fill holes
in the Nation’s technology base, and on a menu
of long-term, high-risk projects.

The three strategies in chapter 5 are by no
means exclusive of one another. As Federal pol-
icies shift in response to the new competitive
circumstances of American industry, and as
the science and technology of superconduc-
tivity continue to evolve, Congress and the
Administration—along with private industry—
will need to remain flexible and open to new
ideas. Technological innovation may demand
policy innovation. Uncertainty makes planning
difficult for both public and private sectors—
one of the reasons for a strategic framework
to aid in the many decisions that lie ahead.
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Chapter 2

Commercialization: Government and Industry

SUMMARY

The United States invents and Japan commer-
cializes. So say some. Is it true? If so, this would
suggest not only that American companies fail
to capitalize on technologies developed here,
but that Japanese firms get a free ride on Amer-
ican R&D. Furthermore, if this has happened
in other industries and with other technologies,
it could happen with high-temperature super-
conductivity (HTS).

Has American industry really had that much
difficulty in commercialization—in designing,
developing, manufacturing, and marketing
products based on new technologies? Yes—in
some industries and with some kinds of tech-
nologies. In other cases—for example, biotech-
nology or computer software—American firms
continue to do better at commercialization than
their overseas rivals. Nonetheless, the competi-
tive difficulties of American semiconductor
firms have long since shown that continuing
U.S. advantages in high technology cannot be
assumed. And sectors like consumer elec-
tronics demonstrate that, when it comes to engi-
neering, if not science, Japan has been a for-
midable presence since the 1960s.

Commercialization is the job of the private
sector. Government plays a critical role in two
respects:

1. R&D funding. Federal agencies will spend
some $60 billion on R&D in 1988. Govern-
ment dollars create much of the technol-
ogy base that companies throughout the
economy draw on. In 1988, the U.S. Gov-
ernment will spend some $95 million on
HTS R&D. This is about as much as the
American firms surveyed by OTA say they
will spend on superconductivity R&D (LTS
as well as HTS) in 1988. (See ch. 3, box F).

2. The environment for innovation and tech-
nology development. A host of policies—
ranging from regulation of financial mar-
kets, to protection for intellectual property,

and education and training—affect com-
mercialization by companies large and
small.

Private firms use scientific and technical
results—more or less freely available, includ-
ing knowledge originating overseas—in their
efforts to establish proprietary advantages.
Universities and national laboratories create
much of the science base. Some industrial re-
search contributes to the storehouse of scien-
tific knowledge. All three groups—universities,
government laboratories, industry—contribute
to the larger technology base (which includes
science but goes well beyond it).

Much technical knowledge remains closely
held—protected by patents, by secrecy (classifi-
cation for reasons of national security, trade
secrets), or simply as proprietary expertise.
Much proprietary information resides in peo-
ples’ heads, in organizational routines, man-
agement styles, as tacit know-how. Companies
also write down some of their organizational
knowledge: in product drawings and specifica-
tions; in process sheets, manuals, and computer
programs for running production lines and en-
tire factories. The manufacturing skills that
helped Japanese semiconductor manufacturers
outstrip their American competitors depend
heavily on proprietary know-how, much of it
embodied in the skills of their employees—skills
that people often cannot fully articulate or
explain.

Commercialization of HTS will depend on
scientific knowledge, much of this available to
anyone who can understand it. It will also de-
pend on know-how, hard-won learning and
experience—making good thin films, orienting
the grains in superconducting ceramics to in-
crease current-carrying capacity. Knowledge
of markets will count too.

Government contributes directly through
support for the technology and science base.

17
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Federal agencies may spend their HTS R&D
budgets wisely, or not. National laboratories
may transfer technologies to the private sec-
tors quickly, or only after long bureaucratic
delays.

Government policies also affect commerciali-
zation indirectly. Patents and legal protection
of trade secrets help firms stake out proprie-
tary technical positions. Education and train-
ing policies (and immigration policies) affect
the labor pool from which companies hire peo-
ple who can understand the science of HTS,
envision new computer architectures based on
superconducting electronics, grasp the market
opportunities created by the new materials.

No one anticipated superconductivity at 90
or 125 K. No one can predict what will come
next. More likely than not, 5 to 10 years of
R&D—much of it supported by Federal agen-
cies—lie ahead before HTS markets will have
much size or begin to grow rapidly. A few niche
products could come sooner. So could some
military applications. New discoveries could
change the picture radically. The ways in which
the Federal Government spends its R&D dol-
lars matter right now. Policy makers may have
a bit more leisure to review the other channels
of policy influence on commercialization of
HTS. The stakes are high—for the private sec-
tor, and for government decisionmakers.

Potential for dramatic breakthroughs, cou-
pled with great uncertainty, makes for difficult
decisions. OTA sees no reason to rule out the
possibility of room-temperature superconduc-
tivity (next month, next year). Room-tempera-
ture superconductivity—in a cheap material,
easy to work with—has almost unimaginable
implications. Companies with proprietary tech-
nical positions could reap huge rewards. The
risks of inaction are high; on the other hand,
progress could stall. High expectations and me-
dia hype could be followed by disillusionment,
difficulty in raising capital, inaction on the pol-
icy front. Biotechnology has already lived
through several such waves. HTS probably will
too.

Early applications of new technologies tend
to be relatively specialized, of modest economic

significance. The public may lose interest, fi-
nancial markets downgrade the prospects. No
one can know, at this point, whether HTS could
turn out to be a solution in search of a problem.
The laser—invented in 1960—never seemed to
live up to expectations. And yet solid-state
lasers eventually made fiber-optic communica-
tions possible—an innovation with vast impacts
on a worldwide scale (including, for example,
a new source of competition for satellite com-
munications systems). It was not that the pos-
sibilities went unrecognized.'Prospective ap-
plications of the laser to eye surgery and optical
communications got immediate attention; but
while ophthalmologists quickly began using
lasers, little progress was made in communi-
cations for 15 years. It took, not only solid-state
lasers, but low-loss glass fibers to make optical
communications a reality.

In the early years of laser technology, no one
fully anticipated the possibilities for fiber-optic
communications networks; they snuck in through
the back door. The same could happen with
HTS. One of the tasks for public policy is to
bring stability to the early years of new tech-
nologies, building a base for later commerciali-
zation. Industry will not do this alone, absent
the potential for near-term profits.

OTA’s analysis suggests that commercializa-
tion of HTS will proceed somewhat faster than
many American companies expect, though not
as fast as the Japanese companies that have been
making heavy investments seem to anticipate.
(Ch. 3 outlines U.S. and Japanese business strat-
egies toward HTS.) As American companies
move down the learning curves that mark out
accumulated knowledge and experience in
HTS, federally funded R&D will provide criti-
cal support for the technology base that all
firms—but particularly smaller companies—
draw from.

*The Maturation of Laser Technology: Social and Technical
Factors,” prepared for OTA by ].L. Bromberg, The Laser His-
tory Project, under contract No. H3-5210, January 1988, pp. 7-9.
Theodore Maiman, who built the first laser in 1960, stressed the
communications possibilities—multi-channe! capability, low cost
per channel—at the press briefing announcing his invention.
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highly specialized and diverge from com-
mercial needs.

+ Indirect policy measures—intended to re-
move the roadblocks to commercialization

The analysis in this chapter leads to the fol-
lowing conclusions:

. Small, entrepreneurial firms will be well

placed to develop commercial applications
of HTS. The conditions are right: a new
science-based technology; synergistic links
with existing industries, including low-
temperature superconductivity (LTS) and
electronics; venture capital for good ideas.
But while small companies have been a ma-
jor source of U.S. strength in high technol-
ogy, few can assemble the financing, the
technological breadth, or the production
and marketing capabilities to grow as fast
as their markets.

. Larger American corporations may find
that they are starting out behind some of
their Japanese rivals. The new HTS mate-
rials are ceramics, Japanese firms have a
useful lead in both structural and electronic
ceramics. Some of this expertise will trans-
fer to HTS. So will a good deal of know-
how developed for fabricating microelec-
tronic devices—another field where Japa-
nese firms have demonstrated themselves
to be at least as good and sometimes bet-
ter than American companies.

. Processing and fabrication techniques will
be critical for commercialization. Amer-
ican companies have fallen down in man-
ufacturing skills across the board; the more
heavily process-dependent HTS applica-
tions turn out to be, the more difficult it
will be for U.S. firms to keep up with the
Japanese.

. Product as well as process technologies
will demand much trial-and-error develop-
ment. Japanese engineers and Japanese
corporations are good at this. American
companies are not. To the extent that com-
mercialization of HTS depends on step-by-
step, incremental improvements—brute-
force engineering-U.S. companies will be
in relatively poor positions to compete.

« R&D funded by the U.S. Government will
help American companies in commercial-
izing HTS, but the spinoffs from defense-
related R&D may not be large or long-
lasting if military requirements become

and increase the rewards for innovators
and entrepreneurs—can also help. But the
indirect approach alone will not be an ade-
quate response to the coming international
competition in HTS.

What about U.S. commercialization in gen-
eral—the backdrop for the statements above?

« Mobility among scientists, engineers, and

managers has spurred rapid growth and
technological innovation in postwar U.S.
high-technology industries ranging from
computers and semiconductors (starting in
the 1940s and 1950s) to biotechnology (be-
ginning in the late 1970s). Venture capital
for small, high-technology firms, likewise,
has been a consistent source of competi-
tive strength, one that will continue to work
to U.S. advantage in HTS.

Many larger American companies have
pulled back from basic research and risk-
ier technology development projects. Ease
in establishing new small firms compen-
sates in part for these relatively conserva-
tive investment decisions; indeed, negative
decisions on proposed R&D projects some-
times spawn startups that go on to com-
mercialize new technologies. Some of this
will probably happen in HTS.

With few American firms self-sufficient in
technology, a lack of long-term R&Din the
private sector, and managements that look
for home-run opportunities rather than
building technologies and markets step-by-
step, the Federal Government has, by de-
fault, become a primary source of support
for technology development. As yet, agen-
cy missions do not reflect this new role.
Despite the onslaughts of foreign firms
since the late 1960s, many American com-
panies have not yet made the changes in
their own organizations necessary to com-
pete more effectively. Paying little more
than lip service to well-known engineer-
ing methods such as simultaneous prod-
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uct and process design, they fail to give
manufacturing high priority. Neither man-
agers nor engineers in the United States
have learned to take advantage of technol-
ogies originating overseas.

. Industry cannot justifiably blame the U.S.
Government for its failures. Compared
with most other industrial economies, U.S.
policies create a favorable environment for
innovation and commercialization.

The indirect policy approach the U.S. Gov-
ernment has traditionally relied on to stimu-
late innovation and commercialization worked
well for many years. Today, with foreign com-
petition stronger than ever before, it seems time
to explore new directions. The Federal R&D
budget has grown rapidly over the postwar
period. Management practices in government
agencies, mechanisms for setting priorities, for
ensuring an adequate technology base, have not
kept pace.

The climate for innovation can always be im-
proved, the barriers reduced. But the barriers
are low already, and limited scope remains for
policies intended simply to unleash American
industry to compete more effectively. Indeed,
the short-term perspectives of U.S. corpora-
tions, many of which have been unwilling to
keep pace with foreign investments in new tech-
nologies, stem in part from the removal of
another set of barriers—deregulation in U.S. fi-
nancial markets.

Unless the United States learns to match the
kinds of supports for commercialization that
have proven effective elsewhere—topics treated
in more detail in later chapters—only small im-
provements can be expected. U.S. industry
could fall behind in HTS, and in the uses this
new technology will find.

THE GOVERNMENT ROLE

HTS is fresh from scientific laboratories, but
many commercial innovations begin with ex-
isting knowledge, gleaned from textbooks, de-
sign manuals, the schoolhouse of experience.
The work of commercialization centers on engi-
neering: development of new products and new
manufacturing processes. Companies support
their development groups with marketing peo-
ple, and in some cases with research. Some-
times new science is part of commercialization,
but not always.

The process may begin with an idea that is
old, but has never been reduced to practice be-
cause of gaps in the technology base. The auto-
mobile, the airplane, and the liquid-fueled
rocket all had to await needed pieces of tech-
nical knowledge. The Wright brothers learned
to steer and stabilize their flying machine. De-
spite years of trial and error (and centuries of
speculation), they were the first to find a way
around these technical barriers.

Superconductivity itself, discovered in 1911,
has a long history as a specialized field of
physics, and a shorter history—beginning about

1960—as a technology that private firms sought
to exploit. Appendix B, at the end of this re-
port, summarizes the science and technology
of superconductivity at both low temperatures
(e.g., where liquid helium commonly provides
cooling) and high (above the boiling point of
liquid nitrogen).

Support for Industry: Direct and Indirect

What does this have to do with government?
Today, governments finance much of the R&D
that provides the starting point for commerciali-
zation. Companies everywhere start with this
publicly available pool of technical knowledge
in their search for proprietary know-how and
competitive advantage. Second, public policies
influence the choices companies make in fi-
nancing their own R&D, and in using the knowl-
edge available to them. Tax and regulatory pol-
icies encourage or discourage investments in
commercial technology development. Patents
create incentives, high capital gains taxes dis-
incentives.
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Smaller companies depend heavily on exter-
nally generated knowledge; many manufactur-
ing firms with hundreds of employees have few
if any engineers on their payrolls. But if smaller
companies have the greatest needs, science and
technology move so fast today that big compa-
nies also rely heavily on government R&D.
Moreover, pressures for near-term profits have
forced many larger U.S. corporations away
from basic research. In the United States, a few
hundred large companies account for the lion’s
share of industry-funded R&D—three firms
(IBM, AT&T, General Motors) for more than
15 percent.

Half of all U.S. R&D dollars come from the
Federal treasury. The fraction is smaller in most
other countries, but in all industrial economies
public funds pay for a substantial share of na-
tional R&D. The reasons begin with health and
with national defense, but competitiveness has
been one of the rationales: the first government
research laboratories, established in the early
years of this century in Britain, Germany, and
the United States, were intended to help do-
mestic industries meet foreign competition.

Foreign firms have access to many of the re-
sults of federally funded R&D, just as U.S. firms
can tap some of the technical knowledge gen-
erated with foreign government support. Gov-
ernments seek to use technology policy to help
domestic firms compete, while commercial en-
terprises seek to take advantage of the world
store of technical knowledge. Technology pol-
icy begins with R&D spending—setting broad
priorities, making funding decisions at the
project level, agency management. Other tools
include intellectual property protection, which
can help domestic firms establish and protect
a technological edge. Of course, many coun-
tries also provide direct funding for commer-
cially oriented R&D.

The U.S. Position in Technology

Past OTA assessments have examined U.S.
competitiveness in a number of industries, and
linked technological position with competitive-
ness; the most recent found signs of slowdown
in U.S. R&D productivity, as well as evidence
that newly industrializing countries have made

surprising gains in technology.*Principal find-
ings from these earlier assessments include:

« Technology is vital for competitive success
in some industries (including services like
banking). In others, it may be secondary.
But in all or nearly all sectors, the techno-
logical advantages of American firms have
been shrinking for years. The United States
may be able to retain narrow margins in
some technologies. Parity will be the goal
in others. Regaining the advantages of the
1960s will, in the ordinary course of events,
be impossible.

« In newer technologies, those that have de-
veloped since the 1960s, the Japanese have
been able to enter on a par with American
firms, and to keep up or move ahead. Ex-
amples include optical communications,
and both structural and electronic ce-
ramics. European firms, in contrast with
the Japanese, have had trouble turning
technical knowledge into competitive ad-
vantage.

+ Today, U.S. military and space expendi-
tures yield fewer and less dramatic spinoffs
than two decades ago. The U.S. economy
is vast and diverse. Defense R&D—increas-
ingly specialized when not truly exotic—
cannot provide the breadth and depth of
support needed for a competitive set of in-
dustries.

« Japan and several European countries
place higher priorities on commercial tech-
nology development than does the United
States. R&D spending by Japanese indus-
try reached 2.1 percent of gross domestic
product in 1986, compared with 1.4 per-
cent here.

Productivity, Innovation, Competitiveness,
Commercialization

Import penetration in steel and consumer
electronics, going back two decades, marks the
beginnings of the wave of concern over lagging

2International Competitionin Services (Washington, DC: Of-

fice of Technology Assessment, July 1987), ch. 6. Also see “De-
velopment and Diffusion of Commercial Technologies: Should
the Federal Government Redefine Its Role?" staff memorandum,
Office of Technology Assessment, Washington, DC, March 1984.
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U.S. productivity growth and competitiveness.
Commercialization is simply the latest catch
phrase for problems that are all of a piece. The
ongoing policy debate has centered on the
proper mix of policies in the United States,
where government has been reluctant to inter-
vene as directly or as deeply in the affairs of
industry as, say, in Japan or France.

During the Carter Administration, an inter-
agency task force, supported by a panoply of
private-sector advisory committees, labored for
18 months to produce a Domestic Policy Re-
view of Industrial Innovation (DPR). The rec-
ommendations included:’

« easier licensing of federally owned patents;

+ stronger ties between universities and in-
dustry;

* help for small, entrepreneurial firms through
small business innovation research grants;

« removal of unnecessary regulatory bar-
riers;

+ signals to industry that antitrust policy did
not bar cooperative R&D;

+ tax incentives for R&D and innovation.

Plainly, the focus was on indirect policies. In
one form or another, most of these steps have
been taken.

Other recommendations of the Carter DPR,
dealing with direct support for technology de-
velopment, were not implemented. After Con-
gress passed the Stevenson-Wydler Technology
Innovation Act in 1980, the Reagan Adminis-
tration declined to act on the central provisions
of the legislation, which called for a network
of Centers for Industrial Technology charged
with supporting commercial technology devel-
opment.4

*For a brief summary, see J. Walsh, “What Can Government
Do for Innovation?' Science, July 27,1979, P 378, together with
N. Wade, “Carter Plan to Spur Industrial Innovation,” Science,
Nov. 16, 1979, p. 800.

In addition to agency participants, several hundred people from
outside government took part in the Carter DPR; for the reports
of the private sector committees and subcommittees, see Advi-
sory Committee on Industrial Innovation: Final Report (\Wash-
ington, DC: Department of Commerce, September 1979).

Section 6 of the Stevenson-Wydler Technology Innovation Act
of 1980 (Public Law 96-480)hdirected_the Secretary of Commerce
to “provide assistance for the establishment of Centers for In-
dustrial Technology.” Section 8 extended this authority to the

The Reagan White House began its own study
of the problems in mid-1983, creating a Com-
mission on Industrial Competitiveness headed
by John Young, president of Hewlett-Packard.
When the Commission delivered its findings
a year and a half later, many of the recommen-
dations were familiar: “balance” in regulations;
better labor-management cooperation; stronger
protection for intellectual property.’Although
its leadoff recommendation called for a new
Department of Science and Technology (which
got a frosty reception from an Administration
committed to scaling back the Federal bureauc-
racy), the Young Commission, like the Carter
DPR, stressed the indirect influences of Fed-
eral policies on technology development. The
Commission helped turn the spotlight on tech-
nology transfer from the national laboratories,
and urged use of the tax system to encourage
private-sector R&D.

During the 1980s, then, the environment for
technology development continued to evolve
along the lines mapped out by the Carter DPR.
Congress included an R&D tax credit in the
1981 tax bill, and extended it—although at a
lower level-—in 1986. In 1982, Congress passed
the Small Business Innovation Development
Act, requiring Federal agencies to set aside 1.25
percent of extramural R&D budgets exceeding
$100 million for awards to smaller companies.
With the executive branch adopting a much-
relaxed enforcement policy for antitrust, the
National Cooperative Research Act of 1984 ex-
plicitly permitted certain forms of joint private-
sector R&D, while limiting private antitrust
suits to actual (rather than treble) damages. The
Administration also began negotiations with
the governments of several foreign countries

National Science Foundation, The centers were envisioned as
supporting generic technologies at the pre-competitive stage—
those that could benefit many companies and industries. Com-
monly cited examplesincluded R&D on welding processes, or
0N steelmaking. See Implementation of P.L. 96-480, Stevenson-
Wydler Technology Innovation Act of 1980, hearings, Subcom-
mittee on Science, Research, and Technology, Committee on Sci-
ence and Technology, U.S. House of Representatives, Jul ?/ 14,
15, 16, 1981 (Washington, DC: U.S. Government Printing Office
also International] Competition in Services, Op. Cit., pp. 364-365.
sGlobal Competition: The New Reality, vols.I and 11 (Wash-
ington, DC: U.S. Government Printing Office, January 1985). Most
of the 30 members of the Y oung Commission were businessmen.



23

where pirating of U.S. intellectual property has
been at its worst.

At the same time, Federal laboratories—
particularly those funded by the Department
of Energy (DOE)—were seeking tighter linkages
and better working relationships with private
industry. During the early 1980s, the Federal
laboratory system had come in for some rather
harsh scrutiny.” An outside review panel (headed
by David Packard, one of Hewlett-Packard’s
founders and a former Pentagon official) called
for closer interactions with the private sector,
setting the stage for efforts still underway to
open up the laboratories and place their rela-
tionships with industry on a new footing (ch.
4). Meanwhile, State Governments began tak-
ing more active roles in technology policy.

President Reagan’s proposed Superconduc-
tivity Competitiveness Act (box B) continues
the stress on indirect policies. The draft leg-
islation—which would further relax U.S. anti-
trust policy, while extending the reach of pat-
ent protection—would apply quite generally to
U.S. industry: there is little that is specific to
HTS.

R&D Funding and Objectives

If the weight of explicit shifts in U.S. tech-
nology policy during the 1980s has been on the
indirect side, the direct role of the Federal Gov-
ernment has also changed—though not in the
direction of support for commercial technol-
ogy development. Government R&D has grown
under the Reagan Administration, but much
of the expansion has been for defense. Support
for commercially oriented R&D has lagged, and
in many cases been cut back.

sSee, for example, P.M. Boffey, “National Labs Reel Under
Criticism and Investigation,” New York Times, Aug. 24, 1982,
p. cl.

The Packard report, below, appeared as Report of the White
House Science Council Federal Laboratory Review Panel (\Wash-

ington, DC: Office of Science and Technology Policy, May 1983).

For more recent perspectives, see F.V.Guterl, “ Technology
Transfer Isn't Working,” Business Month, SeEter_nber 1987, p.
44; and E. Lachica, “Federal Labs Give Out Fruit of More Re-
search For Commercial Uses,” Wall Street Journal, Feb. 1, 1988,

p. 1.

Department of Defense (DoD) R&D went from
$20.1 billion in fiscal 1982 to $37.9 billion in
1988 (table 1). DoD R&D, plus the defense-
related portion of DOE spending (about half the
Department’s R&D), account for nearly 70 per-
cent of all Federal R&D (figure 1); the great
majority consists of applied research and the
engineering of weapons systems.

As figure 1 suggests, the U.S. Government
has not paid much attention, relatively speak-
ing, to R&D of interest to companies outside
the defense, aerospace, and health sectors. And
in the 1980s, Federal agencies have backed
away even further (e.g., from energy R&D). The
Reagan Administration has held that govern-
ment has no business supporting commercial
technology development. Fundamental research,
yes, but anything more would be a subsidy—
unjustified and likely to create harmful eco-
nomic distortions.

The basic research portion of the DoD bud-
get does contribute quite directly to the Nation’s
store of commercially relevant technical knowl-
edge. The Pentagon, for example, provides
nearly 40 percent of Federal support for univer-
sity research in engineering.’In constant dol-
lars, however, DoD basic research (budgeted
at $892 million for fiscal 1988) remains at
roughly the same level as in 1967, while the to-
tal DoD R&D budget has been steadily expand-
ing in real terms.

Based on 1987 obligations, the Federal R&D
budget breaks down as follows into the three
broad categories of basic research, applied re-
search, and development:

Basicresearch...................... $ 8.8 billion
Appliedresearch. ................... 9.0 billion
Development....................... 38.7 billion

$56.5 billion

The Nationa Science Foundation follows, at about 30 per-
cent. Universities carry out half of all DoD-sponsored basic re-
search. See Directions in Engineering Research: An Assessment
of Opportunities and Needs (Washington, DC: National Acad-
emy Press, 1987), pp. 46 and 63. Recently, the military has spent
alittle more than 2 percent of its R& D budget on fundamental
resel?rch; 5 percent of private industry’s R&D total goesfor basic
work.
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Many agencies subdivide these categories
further.®

*No figures for 1988 were available as this report was being
completed. Distinctions between these catg_or_ies are necessarily
arbitrary; for the Federal Government definitions, see Science
Indicators: The 1985 Report (Washington, DC: National Science
Board, 1985), p. 221. DoD subdivides its R&D budget into six
subcategories, designated as follows:

6.1 Research
6.2 Exploratory Devel opment

Basic research itself covers a wide range of
activities. Some of this really is “untargeted”
science—work that could be called pure re-
search, Nobody expects that astrophysics or the

6.3 Advanced Development

6.4 Engineerin% Development
6.5 Management  Support
6.6 Operational Systems Development
Severd of these are further subdivided,
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Table 1 .—R&D Budget by U.S. Government Agency,

1988"
Obligational Percentage of
authority total
(billions of Federal R&D
dollars) budget
Department of Defense
(military functions only) .. $37.9° 63.20/0
Department of Health and
Human Services . . . . .. .. 7.2 12.0
Department of Energy . . . .. 51 8.5
National Aeronautics and
Space Administration . .. 4.8 8.0
National Science
Foundation . . . .......... 15 2.5
All others. . . . .. ... ... ..... 35 5.8
$60.0 100 "/0

dExciudes $2 billion in obligations for R&D Tfacilities.
bThe three services expect to commit a total of $29.4 billion in fiscal 1988-$15.2

billion for the Air Force, $9.5 billion for the Navy, and $4.7 billion for the Army.

Adding in the rest of the DoD R&D budget (e.g., spending by agencies such
aS the Defense Advanced Research Projects Agency) brings the total to $37.9
billion.

SOURCE: Special Analyses: Budget of the United States Government, Fiscal Year
1989 (Washington, DC: U.S. Government Printing Office, 1988), pp. J-3,
J5.

Figure 1.—U.S. Government R&D by Mission, 1988
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Superconducting Super Collider will lead to re-
sults of much practical use in the foreseeable
future. Understanding is the motive.

Other projects, likewise defined as basic re-
search for budgetary purposes, nonetheless
bear quite directly on agency missions. Almost
all the R&D funded by the National Institutes
of Health (NIH, part of the Department of Health
and Human Services) could be termed directed
research. NIH supports much fundamental sci-
ence—e.g., in molecular biology—but it does so
with a view toward eventual improvements in
health care; many NIH-sponsored projects have
quite specific objectives such as a cure for
AIDS, or better understanding of the growth
of cancerous cells.

Likewise, DoD and DOE R&D serve agency
missions. Research in physics laid the founda-
tions for nuclear weapons, with DOE inherit-
ing much of the ongoing support for physics
from the Atomic Energy Commission. When
the armed services or the Defense Advanced
Research Projects Agency (DARPA) sponsor
work in the behavioral sciences, they seek in-
sights into the responses of fighter pilots to sen-
sory overloads, or knowledge that will help
make artificial intelligence a practical tool for
battle management.

Research carried on in industrial laboratories,
almost by definition, has a practical orienta-
tion. So does engineering research in univer-
sities and nonprofit laboratories. Plainly, dis-
tinctions such as that between untargeted and
directed research will always be arbitrary.
Nonetheless, such distinctions help in think-
ing about R&D and how it supports commer-
cialization.

Within directed research, further distinctions
can be made. Incremental work, for example,
takes a step-by-step approach toward reason-
ably well-defined goals. The problems may be
technically difficult, but the territory has been
at least partially explored. Much of the work
on synthesis of new materials that laid the
groundwork for the discovery of HTS (box C)
falls in this category, as does the many years
of R&D aimed at improving the properties of
LTS materials.
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Most research serves the needs of govern-
ment or industry. Military needs, social objec-
tives such as health care, and industrial com-

petition have driven the scientific enterprise
at least since the end of the 19th century.

COMMERCIALIZATION

Both industry and government support di-
rected research. Promising results lead natu-
rally into development. Research and develop-
ment then go on in parallel, with research
outcomes suggesting new avenues for devel-
opment, and problems encountered in devel-
opment defining new research problems.

While the U.S. Government has a long tradi-
tion of support for basic research and mission-
oriented R&D, it usually leaves pursuit of com-
mercial technologies to the private sector. This
policy worked well for many years. For in-
stance, continued development of fiber-rein-
forced composite materials-lighter and with
greater stiffness, strength, and toughness than
many metals—builds on a technology base that
has been expanding at a rapid rate since the
1950s.°The primary stimulus came from the
military, where composites found their first ap-
plications in missiles, later in manned aircraft.
penetration into commercial aircraft followed.

When it comes to technologies where Fed-
eral agencies have been less active, U.S. firms
have often fallen behind. Although the U.S.
Government has spent several hundred million
dollars for R&D on structural ceramics since
the early 1970s (app. 2A, at the end of the chap-
ter), the effort has been a small one compared
with fiber composites. Japan, meanwhile, has
established a useful lead in structural (as well
as electronic) ceramics. In semiconductors,
American firms established a commanding lead
during the 1950s and 1960s, when military
procurement provided much of the demand (ch.
4). In later years, as production swung towards
civilian markets, Japanese firms closed the gap.

*Advanced Materials by Design: New Structural Materials
Technologies (Washington, DC: Office of Technology Assess-
ment, June 1988).

Four Examples

In addition to summarizing Federal programs
on ceramics, appendix 2A outlines the evolu-
tion of the video-cassette recorder (VCR)—a
quite different case from any of those men-
tioned so far. The appendix also reviews the
development of magnetic resonance imaging
(MRI) systems, a relatively new product of the
medical equipment industry, and LTS magnets.
Magnets wound with niobium-titanium alloy—
the most widely used LTS conductor—find uses
not only in MRI, but in scientific research.

The examples in appendix 2A illustrate some-
thing of the range and complexity of commer-
cialization. Sometimes government R&D sup-
port is critical (LTS magnets), sometimes nearly
irrelevant (the VCR—although much of the
underlying technology of magnetic recording
did benefit from ongoing government-spon-
sored R&D). Sometimes governments try to
push a technology, to little avail (ceramics for
gas turbine engines). For MRI, the major pol-
icy impacts had little to do with R&D: commer-
cialization depended on regulatory approvals,
as well as Medicare and Medicaid payment
policies.

The starting point may be new science, cre-
ating new opportunities (MRI, LTS magnets),
or it may be the prospect of a huge market if
development problems can be solved (VCRS).
Inter-firm competition may be intense and in-
ternational (MRI, VCRs), or it may be largely
irrelevant (LTS magnets, where much of the
work was undertaken within Federal labora-
tories).

Government agencies supported R&D on LTS
magnets as part of larger, ongoing programs:
high-energy physics research, nuclear fusion.
Development of niobium-titanium wire for these
magnets has been mostly a matter of painstak-
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Photo credit: University of Kansas Medical Center

Magnetic resonance image of human face.

ing engineering. Federal funds paid for much
of the work."”

The U.S. Government pushed structural cer-
amics technologies for different reasons. Most
recently, DOE has supported work on ceramics
for gas turbine engines, hoping to overcome
their efficiency limitations; with greater fuel
economy (and low enough manufacturing costs),
the hope was that turbines could compete with
gasoline and diesel engines for automotive ap-
plications. While these objectives are consist-
ent with DOE’s mission, there has been little
pull from the marketplace.

w“Superconductive Energy Storage,” val. IV, DOE/ET/26602-

35, Final Technical Regﬁrt, January 1976 to October 1981, pre-

pared by the ,aAdpplled perconductivity Center, University of

\{\é%onﬁr}-lll\/l ison, for the U.S. Department of Energy, July
, ch. 111

Inputs to Commercialization:
Technology and the Marketplace

Product or process development—whether
adapting LTS magnet technology for medical
imaging systems, or generic techniques for
computerized process control to steelmaking—
depends on at least two inputs from outside the
development group itself. The first of these is
knowledge drawn from the technology base,
including science, engineering, and shopfloor
know-how (figure 2). The second input is knowI-
edge of markets—what potential customers
want and need. Steelmaker may improve their
process control systems because their custom-
ers want better formability, which requires
more precise control of melt chemistry. The
purchasers of steel maybe seeking to provide

Figure 2.—The Process of Commercialization
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SOURCE: Office ofTechnology Assessment, 19SS.
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their own customers with products (automo-
bile fenders, dishwashers) that have better-
looking painted surfaces.

R&D and Marketing

Innovations follow their own paths. Figure
3 summarizes the later stages for MRI—those
after initial research and feasibility demonstra-
tion. Science came first, the complete chronol-
ogy beginning in 1936 with theoretical predic-
tions of the underlying phenomenon of nuclear
magnetic resonance. Experimental demonstra-
tions followed a decade later, with the first two-
dimensional images (e.g., of a wrist) in 1973.

Heavy continuing involvement by physicians
and scientists made MRI something of an ex-
ception. Normally, commercialization is a job
for engineers, supported on the one side by
knowledge flowing from the technology and sci-
ence base, and on the other by information on
customer, wants, needs, and perceptions.

Much of the early work in HTS will be un-
dertaken by multidisciplinary groups includ-
ing physicists, chemists, materials scientists,
and ceramists, along with electrical, chemical,
and mechanical engineers. The known HTS
materials are oxide ceramics—>brittle and dif-
ficult to work with. Learning to use them means
drawing where possible on past R&D—work un-
dertaken earlier and for other purposes on
structural and electronic ceramics, as well as
processing, fabrication, and design techniques
from microelectronics.

As applications come into view, companies
will call on marketing tools ranging from fea-
sibility studies (which may include detailed pro-
jections of manufacturing costs) to consumer
surveys. Technical objectives shift as prospec-
tive markets emerge; some firms use “technol-
ogy gatekeepers” to help match research results
and market needs. This is an area where U.S.
and Japanese strategies in HTS contrast
markedly, with Japanese companies much
quicker to begin thinking about applications
and the marketplace (see ch. 3).

Judging market prospects can be harder than
judging prospects for technical progress. Fur-
thermore, market prospects often depend on

technological capabilities. Early efforts by Mat-
sushita and Toshiba to design VCRs for house-
hold use failed: production costs were high;
recording times were short. Not many people
would pay upwards of $1000 for a machine
limited to 30 minutes per cassette. But improve-
ment was steady. RCA’s VideoDisc died in the
marketplace in part because the company mis-
calculated the speed with which VCR manu-
facturers could reduce their costs to match
RCA's target price (initially, $500 at retail). RCA
also underestimated the weight consumers
would place on off-the-air recording capabil-
ity, and, failing to grasp the implications of rap-
idly growing rentals of videotapes, prohibited
rentals of its discs.

HTS Markets

It is too early to reach many conclusions
about markets for HTS. The more obvious high-
current, high-field applications—magnets, elec-
tric generators, coil and rail guns for the
military—have all been analyzed for feasibil-

Photo credit: Argonne National Laboratory

HTS wire, flexible before firing,
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Figure 3.—Development Stages for Magnetic Resonance Imaging (MRI) Systems
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ity, but no one knows much about making prac-
tical wire, cables, or current-carrying tapes
from the new materials (app. B). These will need
higher current densities than yet in view.

Good thin film fabrication methods, the pre-
condition for applications to sensors and elec-
tronics, will probably be easier to achieve. Even
so, as of mid-1988, there had been no public
announcements of reproducible HTS Joseph-
son junctions (JJs). Many of the technical ques-

tions on which practical applications depend
will not be answered until R&D groups learn
to fabricate Js easily.

Later sections of the report discuss these tech-
nical matters in more detail. Here the point is
simply that, until the technological prospects
come into sharper focus, it will be impossible
to do more than speculate about markets. And
even then, uncertainty will remain high. No
one—scientists, engineers, marketing special-
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ists, science fiction writers—can predict with
much accuracy how a new technology like this
will eventually be applied. Nor can potential
customers say what they might want, or be will-
ing to pay, if they cannot imagine the possibil-
ities. It is the unexpected that will probably have
the greatest impact.

Success and Failure

What makes for success or failure in the mar-
ketplace? Product and process engineering,
marketing skills, luck, sometimes research re-
sults. No one has a recipe, any more than a rec-
ipe for room-temperature superconductivity.

Costs are central for some products, but for
others — MRI is one — competition revolves
around non-price features. Many hospitals will
readily pay a premium of several hundred thou-
sand dollars for an MRI system with superior
imaging performance. At the same time, small
private clinics or rural hospitals make up a
niche market for which a number of manufac-
turers have designed low-cost systems.

Products may come out too late or too early.
A company may fall behind its competitors and
never get much market penetration. Early in-
novators in the semiconductor industry have
sometimes failed and sometimes succeeded.”
The pioneer minicomputer manufacturer, Dig-
ital Equipment Corp., whose PDP-8 established
this part of the market, went onto become the
second largest computer firm in the world, On
the other hand, the microcomputer pioneers—
Altair, Imsai, polymorphic Systems—disap-
peared. Toshiba invented helical scan record-
ing but the company ended up licensing Sony’s
Betamax technology (which itself has lost much
ground to VHS).

Cost and Risk

As firms move further along the development
path, mistakes become more costly. Only one
often projects launched at the R&D stage ever

nSee, for example, International Competitiveness in Electronics
gWashin ton, DC: Office of Tet_:hnolo%y Assessment, November

983), IE)pendlx C: Case Studies in the DwdoPmmt and Mar-
keting of Electronics Products, Semiconductors: The 4K Dynamic
MOS RAM," pp. 524-531.

brings in profits. Before reaching the market-
place, half of all R&D projects fail for techni-
cal reasons; poor management or financial
stringencies kill two or three more. Of those
that do enter production, some never earn
enough to cover development costs.

The vast majority of project budgets go for
product engineering, process design and de-
velopment, tooling and production start-up, and
test marketing. Introducing an MRI system
means investments of $15 million and up for
R&D alone; pilot production and field trials re-
quire much larger financial commitments. Sel-
dom does research account for more than 10
percent of total project outlays, although the
distribution of costs varies a good deal from
project to project and industry to industry. The
distribution also varies between the United
States and Japan.

As table 2 shows, Japanese companies (for
the industries and time period examined) spent
a bit less on R&D than the average American
firm, and much less on manufacturing startup
and product introduction. They budgeted more
in gearing up for production—on facilities, tool-
ing, and special manufacturing equipment (a
difference that may also reflect higher projected
volumes). Japanese firms no doubt have lower
startup costs because they invest more in front-
end process development. Yet a substantial
difference remains. Adding the percentages for
tooling and equipment to those for manufac-
turing startup gives a total of 40 percent for the
U.S. companies, 54 percent for the Japanese.
The greater proportion of total project expenses
for tooling and equipment reflects the higher
priorities Japanese managers place on manu-
facturing as an element in competitive strategy.

Such priorities will make a difference in com-
mercialization of HTS, which will depend crit-
ically on process know-how. U.S. firms have
underinvested in process technology for years—
one reason for competitive slippage in indus-
tries ranging from steel to automobiles to elec-
tronics.
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Table 2.—Distribution of Costs for Development and Introduction of New Products and Processes®

Percentage of total project cost

Research,
development Prototypeor Tooling and Manufacturing Marketing
and design pilot plant® equipment startup startup
U.S. companies . . . ............ 26940 23% 17% 17%
Japanese companies . . . .. ...... 21 44 10 8

agyrvey figures from 1ggs for 50 matched pairs of u.s. and Japanese firms, The total of 100 included 36 chemical companies, 30 machinery, 20 electrical and electronics,

and 14 from the rubber and metals industries

bFor cases of product development, the Costs are for prototyping; for process development, they include investments in pilot plants.

NOTE: Totals may not add because of rounding.

SOURCE: E. Mansfield, “The Process of Industrial Innovation in the United States and Japan: An Empirical Study,” unpublished seminar paper presented Mar. 1, 1988

in Washington, DC.

Competitive Advantage

What does it take to use technology effec-
tively? The examples mentioned above, and
others, point to the following common factors:

. Appropriate use of technology and science,
new and old—whether a company gener-
ates the knowledge internally, or gets it
elsewhere. Much of the science base for
HTS will be available to everyone. To estab-
lish a competitive advantage, companies
will have to develop proprietary know-
how, and do it ahead of their competitors.

. Effective linkages between engineering
and marketing. Customers for many of the
early applications of HTS—in military sys-
tems, electronics, or perhaps energy stor-
age—will be technically astute. Marketing
will count, but not so heavily as for con-
sumer products.

. Effective linkages between product devel-
opment groups and manufacturing—a
point already stressed for HTS.

Z Managerial commitment to risky and un-
certain R&D projects. The next chapter ex-
plores this dimension more fully for HTS.

What are the conditions under which Amer-
ican firms have trouble in commercialization—
in the effective utilization of technical knowl-
edge, new or old? Under what circumstances
do American firms perform best? Effective pol-
icies depend on the answers to such questions.

Generally speaking, OTA assessments have
found the problems to be most acute when it
comes to applications of existing technology
by firms in older industries—and particularly
when it comes to shopfloor manufacturing tech-
nologies. In the earlier years of high technol-
ogy, the United States had potent competitive
advantages: entrepreneurship and venture cap-
ital; a decentralized science infrastructure with
many centers of excellence both inside and out-
side the Nation’s universities; flexible labor
markets, with high mobility among engineers,
scientists, and managers. These strengths have
begun to wane. In many industries, Japanese
companies are out-engineering American
firms. Even in high technology, the Japanese
have been able to move quickly from the lab-
oratory to the marketplace. The days when U.S.
companies could take their time in commer-
cializing R&D are past.

STRENGTHS, WEAKNESSES, AND STRATEGY

What does the discussion above (and in app.
2A) imply for U.S. abilities in commercializa-
tion? The first point is simply that taking a new
product into the marketplace is always diffi-
cult. In their efforts to penetrate the U.S. mar-
ket, Japanese automakers suffered from many

problems they failed to anticipate. Powertrains
, wore out quickly in long-distance driving. Com-
panics like Honda found themselves trying to
sell cars with fenders that would rust through
after one or two northern winters. Federally
mandated recalls were frequent.
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Product/Process Strategies

Japan’s automakers overcame these difficul-
ties. They redesigned their products to suit U.S.
needs and tastes, establishing deserved repu-
tations for quality and reliability. They built
strong dealer organizations that helped them
understand American consumers. In contrast
to European manufacturers, the Japanese be-
gan developing vehicles specially tailored to the
U.S. market—small pickup trucks, four-wheel
drive vehicles, sports and luxury models. Most
were variants on products sold in Japan and
other foreign markets, but a few—such as Nis-
san’s Pulsar—were designed primarily in the
United States to appeal to Americans.”

Japan’s automakers learned many lessons
from their American rivals, and learned them
well. The credit goes to the industry, which ben-
efited from government policies, but not nearly
so directly as, say, Japanese computer manu-
facturers. In the past several years, with their
upmarket moves and new brand names, Japan’s
automakers have taken another leaf from Alfred
Sloan: in turning their automobiles into high-
fashion products, they have introduced new
models much more quickly than American or
European firms—a necessary capability for im-
plementing such a strategy.

Design/development/tooling cycles for Japa-
nese automakers have shrunk to little more than
half those in the United States; Honda’s model
cycle is down to 40 months, while American
firms take 5 or 6 years.”U.S. automakers have

1], Yamaguchi, “ Quick-change open-top car matches closed
coilggin body rigidity, " Automotive Engineering, February 1987,
p, 167.

When Toyota models got poor ratings on U.S. crash tests, the
company quick(lgl made design changes that u(gp_ed their scores—
L. McGinley, “Car Crash Rankings. Safety Guide Or Numbers
That Don't Add Up?" Wall Street Journal, Dec. 1, 1987, p. 39.

|’ Honda's R&D Mastermind,” Automotive Industries, Novem-
ber 1987, p. 52, More generally, see H. Takeuchi and I. Nonaka,
“The new new product development game,” Harvard Business
Review, January-February 1986, ». 137; J. Bussey and D.R. Sease,
“Manufacturers Strive To Slice Time Needed To Develop Prod-
ucts, ” Wall Street Journal, Feb. 23, 1988, p. 1; R. Poe “ American
Automobile Makers Bet On ciM To Defend Against Japanese
Inroads,” Datamation, Mar. 1, 1988, p, 43; K.B.Clark and T.
Fujimoto, “Overlapping Problem Solving in Product Develop-
ment,” working paper, Harvard Business School, April 1988,
Part of the Japanese advantage may come simply from putting

looked to computer-aided engineering to nar-
row the gap. The Japanese, however, appear
to succeed through quite conventional ap-
proaches to engineering development, carefully
managed. Certainly they do not have the lead
in such computer-intensive techniques as nu-
merical analysis of vehicle structures, aero-
dynamic modeling and simulation, or analyti-
cal predictions of vehicle ride, vibration, and
handling.

The high-fashion, product differentiation
strategy is new for Japanese companies only
in the automobile industry. It is one the Japa-
nese have used in the past in cases like con-
sumer electronics and motorcycles. Success-
ful targeting of markets—whether for consumer
goods, for capital equipment (machine tools),
or for intermediate products (semiconductor
chips)—has been a hallmark of Japan’s competi-
tive success.”

As discussed in the next chapter, Japanese
companies have already put a good deal of ef-
fort into thinking about new applications of su-
perconductivity; they may well locate some of
the possible market niches before American
firms. The Japanese have often carved out sub-
stantial markets by starting from small niches;
large, integrated Japanese firms have been more

more engineers to work: GM, Ford, and Chrysler employ a total
of 30,000 engineers, Toyota, Honda, and Nissan more than
40,000—J, McElroy, “Outsourcing: The Double-Edged Sword, ”
Automotive Industries, March 19g88, p. 46.

While it takes much longer for American firms to introduce
new products in some industries, according to a recent survey,
the U.S.-Japan difference in design and development times does
not hold across the board—E. Mansfield, “The Process of In-
dustria Innovation in the United States and Japan: An Empiri-
cal Study, ” unpublished seminar paper presented Mar. 1, 1988
in Washington, DC. Professor Mansfield’s survey does show that
Japanese companies were generally much quicker than Amer-
ican firms when product development efforts began with licensed
technologies. Moreover, Japanese firms willingly absorb substan-
tially higher costs to shorten their development cycles.

“On the Japanese approach to product planning and market-
ing, see].K. Johansson and |. Nonaka, “Market research the Jap-
anese way,” Harvard Business Review, May-June 1987, p. 16;
P. Marsh, “The ideas engine which drives Japan, " Financial
Times, May 25,1987, P. 14; P. Marsh, “wWhy research is i, th,
driving seat,” Financial Times, June 2, 1987, p. 12; C. Lorenz,
* *Serum and Scramble’ —the Japanese Style, ” Financial Times,
June 19, 1987, p. 19; P.S. Leven, “Repatriate product Design,”
Across the Board, December 1987, p. 39; C. Rapoport, “How
Honda research runs free and easy, ” Financial Times, Feb.16,
1988, p. 10.
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aggressive than their American counterparts
in pursuing specialized products, including ad-
vanced materials. Japanese companies are will-
ing to start with small-volume production and
grow with their markets—a strategy likely to
prove successful in HTS, indeed one that may
prove necessary.

How do companies based in Japan do so well
at defining and attacking market segments, par-
ticularly in countries foreign to them? Most Jap-
anese companies do use market research tech-
niques, although table 2 showed they spend less
on this than American companies. As some
U.S. firms also realize, the best marketing re-
search often remains as informal today as it was
50 years ago—a matter of good judgment from
within the company more than consulting
firms, focus groups, and consumer surveys.

Japanese firms in many industries have also
capitalized on the quality of their goods. Lag-
ging quality not only leaves customers unhappy,
it raises manufacturing costs. Quality and relia-
bility problems have plagued American indus-
tries ranging from automobiles to semiconduc-
tors. Careful control of the production process
will be necessary for fabricating the new HTS
materials, as it is for high-technology electronic
and structural ceramics, or for integrated
circuits.

The primary point is this: by the 1960s, Amer-
ican firms had come to think of their skills in
engineering and marketing as far and away the
best in the world. If this was true then, it is true
no longer. Many U.S. companies have not yet
faced up to the need to do better. Others peri-
odically rediscover such well-known manage-
ment and engineering practices as simultane-
ous engineering, design for production, or
guality engineering, but fail to follow through
with actions that institutionalize them. Some
still look to techniques like quality circles for
miracle cures.

Research, Development, and Engineering:
Parallel or Sequential?

Simultaneous engineering means nothing
more than tackling product and process devel-
opment in parallel, with overlapping respon-

sibilities in design and manufacturing groups,
if not a fully integrated approach. Simultane-
ous engineering may be hard to achieve in a
modern American corporation, but in princi-
ple is nothing but common sense. A hundred
years ago, technology was simpler and no one
had discovered any need to separate design and
manufacturing.

The chain can be extended back to research.
But given the uncertainties that accompany the
search for new knowledge, and the high costs
of downstream development, many U.S. execu-
tives have come to view research, development,
and product planning as sequential processes.
Only when consistent, verifiable, and poten-
tially useful results begin to emerge from the
laboratory do American companies think about
incorporating engineers into the effort. Even
at this point, research may remain separated
from development: the scientists pass along
their findings, but the two groups continue to
work independently. Under these circum-
stances, the entire process can become almost
purely sequential—running from applied re-
search to product planning and development
to manufacturing engineering, with little
overlap.

Technology-based Japanese companies, in
contrast, have developed simultaneous or par-
allel processes to a high level. Many are now
busy integrating backward into research-a task
they see as necessary for commercializing high
technologies like HTS. Already, they do a bet-
ter job of responding to design and marketing
requirements through incremental, applied re-
search.

Japanese managers, moreover, tend to be op-
timistic about research in general and about
HTS specifically (ch. 3). Perhaps because they
mix development and engineering personnel
into project groups at an early stage, the belief
seems pervasive that useful results of one sort
or another will inevitably emerge from HTS
R&D. Japanese managers have strong convic-
tions on these matters. They believe it wrong
to think about technical developments as pro-
ceeding more-or-less linearly from basic re-
search to applied research, then to development
and product design, and finally to process engi-
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neering. More to the point, they are acting on
these beliefs in HTS.

American managers know just as well that
many of the steps should take place in parallel.
But for reasons ranging from trouble in learn-
ing to manage parallel processes effectively (one

reason for longer product development cycles),
to the characteristics of U.S. financial markets,
they do not always act on this knowledge, When
it comes to HTS, American managers have been
relatively cautious; they want to see results from
the laboratory before taking the next step.

COMMERCIALIZING HTS

There is a bright side. The United States re-
tains major sources of strength in commer-
cializing new technologies. Table 3—which
draws heavily on past OTA assessments of
competitiveness—summarizes advantages and
disadvantages of U.S. firms. Table 4 outlines
the implications for HTS. Later chapters ex-
pand on many of the points in these two tables,
particularly where the Federal Government has
policy leverage.

Table 3 has a simple message: the United
States has a number of areas of advantage, cou-
pled with several serious handicaps. Those
handicaps—emphasis on short-term financial
paybacks, low priorities for commercial tech-
nology development and for manufacturing—
have put U.S. firms at a severe disadvantage
in competing with Japan. Some of the conse-
guences can already be seen in HTS.

On the other hand, American firms have often
been successful—at least in the past—when new
science has led to new products and new in-
dustries, especially where fast-growing and
volatile markets promise rich rewards (table 3,
factor 1). American companies perform less
well, and often poorly, at incremental innova-
tion—more-or-less routine improvements to ex-
isting products and processes. These kinds of
problems have been much more prevalent in
steel than in chemicals, in machine tools than
in computer software, in automobiles than in
commercial aircraft.

Most of the success stories came in the years
before U.S. industry had much to worry about
from international competition. Table 4 sum-
marizes the lessons that past performance and
events thus far hold for HTS, and compares the
strengths and weaknesses of American com-
panies with those in Japan. Some of the U.S.

entrants will be new companies, started spe-
cifically to exploit HTS and staffed by people
with strong credentials in related fields of sci-
ence and technology. Other firms will move in
from a base in LTS. Both kinds of companies
should be able to respond effectively to the prob-
lems and opportunities that emerge in the early
years of HTS—with good ideas and a strong
science base, together with venture capital and
entrepreneurial drive, leading to success in spe-
cialized products and niche markets.

The picture could change as the technology
stabilizes and financial strength becomes more
important. When production volumes increase,
manufacturing capabilities will grow more im-
portant. Companies will have to carefully tailor
products to emerging markets, and find capi-
tal for expansion. U.S. industries that flourished
as infants have run into difficulty as competi-
tors—primarily the Japanese—caught up and
pulled ahead in the race to capitalize on new
approaches to factory production or new knowl-
edge concerning electron devices; in the years
ahead, the biotechnology industry could stum-
ble, just like the semiconductor industry.”

Microelectronics, and Other Precedents

A decade ago the semiconductor industry still
seemed a bastion of U.S. strength. The Japa-
nese were nibbling at the margins, no more.
Today, the Federal Government finds itself put-
ting money into the new consortium Sematech,
trying to help American firms regain a techno-
logical lead lost seemingly overnight.

158 far, however, there has been little sign of such dippage.

See New Developments in Biotechnology: U.S. Investment in
Biotechnology (Washington, DC: Office of Technology Assess-
ment, July 1988).



36

Table 3.—U.S. Strengths and Weaknesses in Commercialization

U.S. strengths

U.S. weaknesses

Comments

Factor 1. Industry and market structure: market dynamics.

In the past, U.S. firms performed well in rapidly
growing industries and markets, especially
during the early stages in R&D-intensive in-
dustries.

American companies have had trouble coping
with slow growth or contraction. Although new
technologies promising greater productivity
might improve competitive Performance in in-
dustries like steel, 'corporate executives fre-
quently choose to invest in unrelated busi-
nesses. Where foreign firms might take a more
active approach to managing contraction,
American companies sometimes let troubled
divisions struggle along, without new invest.
ment, until profits disappear. Then they shut
the doors.

Other countries frequently look to public pol-
icies to help companies and their employees
adjust to decline.

Factor 2. Blue and gray collar labor force.
High labor mobility helps American companies
attract the people they need.

Many development projects depend on crafts-

In the past, U.S. wage rates worked to the dis-

men who can fabricate prototypes and modify advantage of American firms, while creating in-

them quickly based on test results and field ex-
perience. In some U.S.
skilled labor—e.g.,
—have begun to slow commercialization.

centives for investments in R&D and new man-

industries, shortages of ufacturing technologies that could raise
technicians, modelmakers productivity. Today, international differences in

labor costs are less of a factor than in the

U.S. apprenticeship programs have been in de- 1970s.

cline. Vocational training reaches greater frac-
tions of the labor force in nations like West Ger-
many; large Japanese companies invest more
heavily in job-related training for blue- and gray.
collar employees than do American firms.

Factor 3. Professional and managerial work force.

Mobility among managers and technical pro-

American companies underinvest in process

fessionals has stimulated early commercial- (as opposed to product) technologies. This is

ization in high-technology industries. New part of a bigger problem: too many managers

products have reached the marketplace more and engineers in the United States avoid the
quickly because people have left one company factory floor:

and started another to pursue their own ideas. .for managers, marketing or finance has been

Deep and well-integrated financial markets— the road to the top.

e.g., for venture capital—have helped. * engineers—schooled according to an applied
science model—have been insensitive, not
only to role of manufacturing, but to the sig-
nificance of design and marketing. Put sim-
ply, the engineering profession has divorced
itself from the marketplace, and the needs
and desires of potential customers (particu-
larly when it comes to consumer products).

Compounding these problems, many American
companies underutilize their engineers. Finally,
many U.S. firms provide little support for con-
tinuing education of their technical employees.

Managers and professionals in the United
States sometimes place individual ambition
over company goals. Competition among indi-
viduals may make cooperation within the orga-
nization more difficult (e.g., between product
engineering and manufacturing).

More upper level managers in Japanese and
West German firms have technical back-
grounds than in the United States; they appear
more sensitive to the strategic significance of
manufacturing, and in at least some cases to
new technological opportunities.

Factor 4. Industrial Infrastructure (also see Factor 6 below).

American companies can call on a vast array of U.S. competitiveness in capital goods like ma-
vendors, suppliers, subcontractors, and service chine tools has slipped, compounding the prob-
firms for needs ranging from fabrication of pro- lems in manufacturing technology.

totypes to financing, legal services, and mar Arms-length relationships between American
keting research. Few Other countries have a firms and their vendors and suppliers may not
comparable range Of capabilities so easily be as conducive to commercialization as the

available.* relationships found in Japan (relations which
might be classified as close and cooperative,
or perhaps with equal accuracy as coercive and
dependent).

At present, the independent computer software
and services industry is perhaps the preemi-
nent illustration of U.S. infrastructural strength.

80n the importance of specialty firms for the U.S. microelectronics industry, particularly those supplying semiconductor manufacturing equipment, sdnternational
Competitiveness in Electrons (Washmgton DC: November 19S3), rp. 144-145. On service inPuts, see international Competition in Services (Washington, DC: July

1987), pp. 3234 and 5
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Table 3.—U.S. Strengths and Weaknesses in Commercialization—Continued

U.S. strengths

U.S. weaknesses

Comments

Factor 5. Technology and science base (also
U.S. strength in basic research—both science
and engineering—has been a cornerstone of
commercialization.

The national laboratory system is a major re-
source, although one that has not been turned
to the needs of industry.

Multidisciplinary R&D—essential in industrial
(and government) laboratories—has been the
exception rather than the rule in American
universities. Foreign university systems, how-
ever, have probably been even worse at multidis-
ciplinary research.

see Factor 7 below).

U.S. strength in basic research has not always
been matched by strength in applied research,
nor in the application of technical knowledge.
The Nation depends heavily on a relatively small
number of large corporations for industrial R&D
and the development of new commercial tech-
nologies. When R&D is not close enough to any-
one’s interests, gaps open in the technology
base. Moreover, U.S. firms seem to be falling
behind in their ability to move swiftly from the
R&D laboratory to the marketplace. Diffusion
of technology within the U.S. economy has been
a persistent and serious problem.

American engineers and their employers have
often remained unfamiliar with technologies de-
veloped elsewhere, reluctant to adopt them.
This reluctance is evident, for instance, when
it comes to rules of thumb and informal pro-
cedures—sanctioned by experience if not by
scientific knowledge. Examples include shop-
floor practices for job scheduling and quality
control.

The science base and technology base are not
identical. The latter spreads much more
broadly, encompassing, for instance, the intui-
tive rules and methods—many of them tacit
rather than formally codified—that lie at the
heart of technological practice. The semicon-
ductor and biotechnology industries have both
sprung from scientific advances. But the theo-
retical foundations for each remain relatively
weak. As a result, progress depends heavily on
experience and empirical know-how—again,
part of the technology base but not the science
base.

Japanese and German firms give commercial
technology development higher priorities. Gov-
ernments in these countries also give more con-
sistent support to generic, pre-competitive
R&D.

Factor6. The business environment for innovation and technology diffusion (aJso SEE Factor 7 below).

Clusters-of-knowledge and skills such as found
in the Boston area, or Silicon Valley, help speed
commercialization. While some of this en-
trepreneurial vitality can be linked to major re-
search universities, other regions have become
centers of high-technology development even
though lacking well-known schools like MIT or
Stanford.

The size and wealth of the U.S. market, and the
sophistication of customers—especially busi-
ness customers—work to the advantage of in-
novators; indeed, foreign companies some-
times come to the United States simply to try
out new ideas.

Many American firms seem preoccupied with
home runs—major breakthroughs in the
marketplace—unwilling to begin with niche
products and grow gradually.

Poor labor relations sometimes slow adoption
of new technology. Reluctance among Amer-
ican engineers and managers to learn from
shop-floor employees hurts productivity and
competitiveness.

Companies in other parts of the world may be
somewhat more willing to cooperate in R&D.

Linkages between universities and industry
could be stronger, but nonetheless probably
function better in the United States than
elsewhere.

Business and consumer confidence encourage
innovation and rapid commercialization. Over
the past few years, business confidence ap-
pears to have ebbed somewhat-a casualty of
Federal budget deficits, trade imbalances, rapid
exchange rate swings, and the evident inability
of the Government to address these issues. At
the same time, the political stability of the
United States remains a major strength.

Factor 7. The policy environment for innovation and technology development.

The United States h-as a deeply rooted commit-
ment to open markets and vigorous competi-
tion. (So does Japan, when it comes to domes-
tic markets and domestic competition.) With
widespread economic deregulation since the
early 1970s—plus a tax system and financial
markets that reward entrepreneurs—startups
and smaller companies have often been leaders
in commercializing new technologies.

Purchases by the Federal Government have
stimulated some industries, particularly in their
early years. Examples range from aircraft and
computers to lasers and semiconductors.

A broad range of other U.S. policies—e.g.,
strong legal protections for intellectual prop-
erty-helps companies stake out and exploit
proprietary technological positions.

Deregulated U.S. financial markets bear some

Many government policies act on commercial i-

of the blame for the risk aversion and short-term zation indirectly. Industries have evolved in

decisions common in American business.

Sometimes U.S. regulatory policies delay com-
mercialization. Examples
drugs and pharmaceutical products.

include approvals fo

different ways in different countries, in part be-

cause of these influences:

. financial market
regula{ions—e.g., rules covering holdings of
stock in one company by others—affect the
extent of vertical “andhorizontal integration.

.Tax policies—treatment of capital gains, R&D
and investment tax credits—influence cor-
porate decisions on investments in new prod-
ucts and processes.

.Antitrust enforcement helps set the environ-
ment for inter-firm cooperation in R&D.

. Trade protection can reduce the risks of new
investment, thereby stimulating commerciali-
zation. On the other hand, protected firms
may grow complacent and decline to invest
in new technologies.

.Technical standards sometimes act to speed
the adoption of new technologies. If prema-
ture or poorly conceived, however, they can
impede commercialization.

.Education and training have enormous long
run impacts on commercialization and com-
petitiveness.

Along with antitrust,

SOURCE: Office of Technology Assessment, 1988.
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As yet, no one knows very much about the
technical problems that will have to be over-
come in commercializing the new supercon-
ductors. Still, parallels have begun to emerge.
In microelectronics, product and process know-
how are closely tied.”This will also be the case
in HTS, where the companies that move down
learning curves the fastest will reap competi-
tive advantages.

Semiconductor firms must grapple with dif-
ficult technical problems in the heat of fierce
competitive struggles: understanding the effects
of purity and defect population in the silicon

8[nternational Competitiveness in Electronics, op. Cit., ch. 6.
Asthe example of Trilogy Systemsillustrates, firms must be able,
not only to design, but to build new types of devices; Trilogy
had to abandon its Rlanned line of computers after finding it
could not fabricate the wafer-scale integrated circuits required.

crystals with which production begins; proc-
ess variables for the steps in diffusion or for-
mation of oxide layers. Costs depend on yield—
the fraction of functional chips produced. Both
yield and quality depend on the design of the
chip as well as control of the manufacturing
process. With the technology of semiconduc-
tor devices ahead of the underlying science,
chip designers and process engineers must pro-
ceed on a largely empirical basis as they work
toward ever denser and more powerful circuits.
New applications of HTS will likewise require
tailoring of material properties on a micro-
scopic scale, probably without much theoreti-
cal guidance.

Companies in the semiconductor industry
must solve problems today so they can com-
pete in the marketplace tomorrow. HTS is not

Table 4.-U.S. Advantages and Disadvantages in Commercializing HTS

U.S. advantages U.S. disadvantages

Comments

Factor 1. Industry and market structure; market dynamics.

New science and technology make for condi- At some point, financing constraints may make Past U.S. successes in high technology came
tions under which American firms should be it difficult for startups and smaller U.S. compa- when international competition was a minor
able to commercialize quickly and compete ef- nies to continue in HTS on an independent ba- factor. Foreign firms have now proven they can

fectively.

sis. Mergers may be necessary for growth.

move quickly from the R&D stage to the mar-
ket place.

Mergers or other arrangements driven by
financing needs sometimes help, sometimes
hurt. Ties with larger companies may stifle in-
novation. In biotechnology, linkages between
small firms and larger companies have helped
with regulatory approvals and process scale-
ups. American semiconductor firms, however,
have seldom been willing to sacrifice their in-
dependence for new capital—one reason they
have fallen behind large, integrated Japanese
competitors.

Factor 2. Blue and gray collar labor force.

Some American companies start with a core of Japanese companies with ceramics businesses So far, few American ceramics firms have been
employees having experience in low-tempera- can draw on larger numbers of people with rele- prominent in HTS R&D.

ture superconductivity (LTS). A portion of these vant skills. These employees will help give Ja-

skills will translate to HTS. At the same time, pan a head start in certain kinds of HTS R&D-

given that the new HTS superconductors are e.g., mechanical behavior, processing and fabri-

fundamentally different materials—ceramics cation. Japanese firms also have many workers

rather than metals—a wide array of quite differ- with extensive and transferable experience in

ent skills will be needed. Some of the skilled microelectronics.
employees may come from related industries,
including electronics.

Factor 3. Professional and managerial work force.

Managers, engineers, and scientists moving Decisionmakers in American companies, large At least initially, HTS startups will have
into U.S. HTS companies from industries like and small, may not be willing or able to make managerial staffs with strong technical back-
microelectronics will bring new insights and long-term commitments to HTS-related R&D, grounds. Some larger U.S. firms with the re-
new ideas. particularly more basic work. sources to compete in HTS-related markets
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Table 4.—U.S. Advantages and Disadvantages in Commercializing HTS—Continued

U.S. advantages

U.S. disadvantages

Comments

Processing and fabrication will pose difficult
technical problems, of a sort that American
companies have not been very good at solving.

Much of the R&D needed to develop HTS will
be empirically-based engineering, with heavy
doses of trial and error. Japanese companies
do very well at this kind of development, often
better than their American counterparts.

may chose other investments because man-
agers fail to understand the technology or rec-
ognize the opportunities.

Managers with previous experience in LTS may
tend to err on the side of conservatism. On the
other hand, HTS has had more than its share
of exaggerated publicity already. A cautious
view of HTS, born of past experience in LTS,
could prove realistic.

Factor 4. Industrial infrastructure (also see Factor 6 below).
When it comes to the science and technology Japan’s HTS infrastructure exists mostly inside

The generally strong U.S. infrastructure for high
technology should be an advantage in HTS.

of ceramics, specifically, the U.S. infrastructure

large, integrated companies. In the United

is weak. American HTS companies with States, startups will have to rely heavily on help

ceramics-related technical problems may have
trouble finding help.

from outside. The US. approach has advan-
tages in flexibility and creative problem-solving,
while Japan’s reliance on internal resources
creates reservoirs of skills and expertise that
will be very effective over the longer term.

Factor 5. Technology and science base (also see Factor 7 below).

Despite lack of attention to ceramics compared
with Japan, the United States has a relatively
strong base in materials R&D.

In the early years of HTS development, the de-
fense emphasis of federally supported R&D will
work in some ways to the U.S. advantage. Fund-
ing from the Department of Defense (DoD) will
help train engineers and scientists, and may
support the development of some dual-use HTS
technologies (e.g., powerful magnets). DoD
support for processing R&D could be especially
important.

A number of national laboratories have the re-
sources, including specialized equipment, to
help with the technical problems of HTS.

Military and civilian applications of HTS will di-
verge rapidly, limiting the spillover effects from
DoD R&D spending.

In 1966, U.S. engineering schools granted 3700
PhDs—but only 14 in ceramics.

Without major policy shifts, Federal agencies
will fund little R&D that directly supports com-
mercialization. Nonetheless, the United States
is beginning to address the problems of trans-
ferring federally funded R&D to industry.

American companies will probably be at a dis-
advantage for years to come in solving the
manufacturing-related problems of HTS. To
make progress here, American scientists and
engineers—including those engaged in univer-
sity research—must be willing to spend more
of their time working on industrial problems
(even if the scientific and university communi-
ties continue to view practical work as less than
fully respectable). Without substantial efforts
in manufacturing R&D, some American compa-
nies could be forced into partnerships with Jap-
anese firms simply to get access to process-
ing know-how.

Factor 6. The business environment for innovation and technology diffusion (also see Factor 7 below).

U.S. markets should prove receptive to new
products based on HTS. Some foreign compa-
nies could find they need an R&D presence
here simply to keep up.

With Japanese firms starting on a par with
American companies, know-how from abroad
may prove essential for keeping pace. Many
American companies have been unable or un-
willing to reach useful technology transfer
agreements with Japanese firms. Lack of ex-
perience in doing business with the Japanese
could become a significant handicap in HTS.

University-industry relations in the United
States seem to be following patterns similar to
those in biotechnology, with strong and
productive linkages developing.

Small U.S. firms have begun devising strategies
for commercializing HTS. Many larger Amer-
ican firms with the resources to compete in
HTS, however, seem to be adopting a wait-and-
see attitude.

Factor 7. The policy environment for innovation and technology development.

So far, the U.S. policy approach seems con-
ducive to entrepreneurial startups in HTS.

After the initial announcement of the Adminis-
tration’s 1 I-point superconductivity initiative,

There is little indication that the 1966 changes little was heard for 7 months—a long time in

in U.S. tax law—which increased rates on cap-

such a fast-moving field. Budgetary uncertain-

ital gains—have choked off funds for HTS ties, moreover, delayed decisions on Federal

startups.

R&D funding well into the 1966 fiscal year, ham-
pering progress in universities, industry, and
the national laboratories.

While Federal procurements helped the U.S.
semiconductor industry get off the ground in
the 1960s, poor experience with demonstration
projects in energy and transportation has
soured prospects for some kinds of policy
options that otherwise might provide stability
and support for HTS during a long period of
gestation.

Some companies continue to express concern
that U.S. antitrust policies will limit opportuni-
ties for consortia and other forms of joint R&D.
However, OTA has not learned of any case in
which U.S. antitrust enforcement has in fact
stopped firms from cooperating in R&D.

SOURCE: Office of Technology Assessment, 1988.
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yet at this stage. There is no market. The race
is still a scientific race. But if HTS lives up to
expectations, some of the history of microelec-
tronics may be replayed.

Commercialization, indeed, may begin with
specialized electronic devices—perhaps very
sensitive detectors of electromagnetic signals,
or high-speed digital circuits (app. B). HTS-
based devices maybe used in conjunction with
semiconductors. Other parallels are non-
technical—matters of industrial structure, cor-
porate decisionmaking, and public policy. Rela-
tively small U.S.-based semiconductor firms
find themselves competing with vertically in-
tegrated Japanese multinationals, enterprises
with far more money and manpower. These
same Japanese firms have made heavy commit-
ments to HTS R&D. Government policies for
HTS in Japan, while far removed from the (false)
stereotype of industrial targeting, show many
familiar features: notably, pragmatic attention
to bottlenecks that might slow commercializa-
tion by Japan’s very aggressive private sector.

The Japanese firms that have made so much
progress with electronic and structural ceram-
ics will be well placed when it comes to fabricat-
ing wires, cables, tapes, and other forms of con-
ductors made from the new HTS materials.
Learning to make practical conductors from
the new materials—for the circuitry inside com-
puters, or for electrical windings in generators
or energy storage systems—uwill require a great
deal of trial-and-error development. Japanese
companies do well at this kind of engineering.
Some of the specific skills in ceramics proc-
essing they have developed will transfer, just
as will some of their skills in semiconductor
processing. American firms, in contrast, have
fallen down badly in processing and manufac-
turing skills over the past two decades.

HTS Technologies

Appendix B outlines prospective applications
of HTS (table B-I), including estimated time
frames for commercialization (table B-3). Early
applications of HTS will be highly specialized—
military equipment, niche markets on the com-
mercial side (perhaps in scientific apparatus,

or for nondestructive inspection). Japanese
firms will provide strong competition from the
beginning.

High-Current, High-Field Applications;
Electrical Machinery and Equipment

Japan’s lack of energy resources means strong
motives for commercializing HTS in order to
conserve electrical power. Even though super-
conductivity offers relatively small efficiency
increments (because large-scale conventional
equipment is highly efficient already), Japanese
companies may make more rapid progress than
American firms in superconducting motors and
generators, as well as transformers and energy
storage systems. Similar forces are at work for
magnetically levitated trains, where the moti-
vation comes from a heavy existing commit-
ment to fixed-rail passenger transportation—
natural in a small and crowded nation like Ja-
pan. Summarizing:

+ Both the United States and Japan start from
a roughly equivalent experience base in
LTS motors and generators, but the Japa-
nese have more work underway at present,
and will probably pull ahead when and if
suitable HTS conductors become available.

« Each country has one or more active LTS
energy storage projects (large supercon-
ducting rings in which electrical current
circulates indefinitely, to be withdrawn
when needed). With SDI funding, two U.S.
firms are designing a prototype ring that
would quickly dump the stored energy into
powerful lasers. Japan’s R&D has been
directed at storage for electric utilities,
where discharge rates will be much lower.
While the U.S. effort will yield some les-
sons for utilities, design trade-offs will bias
the prototype—and the knowledge gained
from it-towards the quick-discharge mil-
itary application.

+ DoD R&D aimed at coil and rail guns and
other high-power, high-field applications
(e.g., ship propulsion) could strengthen the
generic technology base in HTS, helping
commercial industries indirectly.

* When it comes to possible applications
such as magnetically levitated trains, the
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United States starts out behind, having
halted R&D in 1975 (see box K, ch. 3). How-
ever, it is not yet clear that HTS would of-
fer much advantage here.

. In medical electronics—e.g., MRI—the
United States has a substantial lead in
know-how and experience, one that should
persist (although LTS might again continue
to be the technology of choice for some
time).

Pursuing most of these applications will de-
mand technical resources and experience, as
well as financing, on a scale beyond that of the
small, entrepreneurial firms that emerged in
the early years of LTS, and those being started
today to exploit specialized HTS applications.
If big U.S. companies prove reluctant to move
into markets for electric power equipment—and
smaller entrants cannot—integrated foreign
producers will probably take the lead, interna-
tionally and perhaps in the U.S. market.

Superconducting Electronics

Progress in thin films for electronics should
be more rapid than for the conductors needed
in high-power applications. When it comes to
electronics, the Japanese will probably benefit
to some extent from R&D on Josephson-based
computers; government and industry in Japan
continued work on JJs for computing after U.S.
companies dropped most of their own activity
(see box J in the next chapter).

Josephson junctions, however, function only
as two-terminal devices, weak amplifiers at
best. No one knows how to make useful three-
terminal devices like transistors from supercon-
ducting materials. A practical three-terminal
superconducting device, even one restricted to
liquid helium temperatures, could open up a
broad range of opportunities. Whether this will
be possible is an open question. JJs also make
for highly sensitive detectors of infrared and
other electromagnetic radiation. LTS sensors—
and in the future perhaps HTS sensors (e.g.,
for satellites, where passive cooling should keep
operating temperatures below the transition
temperatures of the new materials)—have po-
tentially important military applications. As a

Hg mg mg

result, DoD has funded a good deal of R&D over
the years on these devices, as well on super-
conducting components for very powerful com-
puters. AsDoD R&D increasingly focuses on
HTS, some of its work—perhaps in sensors—
will contribute to commercial spin-offs.

Japanese companies will prove able competi-
tors over the long run in both devices and sys-
tems applications of HTS. In their efforts to
catch up with IBM and other U.S. computer
firms, Japan’s integrated manufacturers—sev-
eral of which make chips, computers, and
telecommunications hardware—have been
spending heavily on R&D for years. They are
seeking a technological window that would
help them overtake the United States in high-
technology electronics, and particularly in
computers—a field where American firms re-
main broadly superior. The Japanese see HTS
as a possible window.

Smaller American firms will probably find
electronics markets attractive. Hypres, for ex-
ample, founded by an ex-IBM physicist after
the computer manufacturer scaled back its LTS
JJ computer project in 1983, introduced a very
high-speed LTS-based data-sampler in 1987.
The company hopes its experience base will
give it advantages in HTS. Other small LTS
specialists also plan to move into HTS by build-
ing on their past work with the older materials.
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CONCLUDING REMARKS

The next chapter looks in some detail at cor-
porate strategies toward HTS in the United
States and Japan. European countries, too, have
excellent science and engineering capabilities
in both private and public sectors. But long-
standing problems in capitalizing on these
strengths suggest that European firms will not
be able to keep up in the race to commercialize
HTS. Box D summarizes the reasons.

Companies everywhere look for proprietary
advantages from R&D—patentable inventions,
expertise they can protect through trade secrets.
Semiconductor companies, for example, each
have their own process technology. Much of
the information is closely held; some of it is em-
bodied in the skills of their employees. In LTS
as well, proprietary know-how helped small
companies stake out positions in the manufac-
ture of wire and in specialized electronics.

The Japanese developed a great deal of pro-
prietary technology in commercializing the
VCR. The story is one of Japanese success in
innovation—engineering design and develop-
ment, market research, mass production man-
ufacturing. But in related markets like personal
computers there is little evidence of slippage,
despite many past predictions of a Japanese
takeover. Nor have the Japanese been able, for
instance, to move from success in high-density
memory chips to microprocessors. U.S. leads
in computer software, or biotechnology, may
have narrowed in the last 5 years, but not by
much. Japan’s bet on structural ceramics may
not pay off; the technical problems of achiev-
ing reliability in very brittle materials could
prove too difficult.

Scientific knowledge and technological un-
derstanding-not the same-interact through-
out such development efforts. Sometimes new
science leads to new technology. This has been
the case in superconductivity, beginning with
its discovery in 1911, but especially since the
1960s. In other cases, demand for new tech-
nology spurs scientific advance. Much military
R&D works this way.

Corporations are more likely to invest their
own money in R&D, and take the risks of com-
mercialization, if they expect rapid market
growth. Government policies can reduce these
risks. Trade protection does so, along with fi-
nancial subsidies, and government purchases
of a company’s products. Strong legal protec-
tions for proprietary technology make R&D
more attractive. Some governments go so far
as to give financial help to customers for new
technologies (computers and industrial robots
in Japan). But with new knowledge eventually
becoming available everywhere and to every-
one, those who use it fastest and most effec-
tively will come out ahead in international com-
petition.

U.S. industry has been falling behind in the
use of new technical knowledge, in part because
of slow product development cycles. In many
fields, the Japanese are not only doing a better
job of engineering than their American rivals,
they are doing it faster. Speed in moving from
research to production and the marketplace will
be a major factor in competitive success in HTS,
just as in industries like automobiles or semi-
conductors. American firms have also had trou-
ble as production volumes rise, and been poor
at incremental product/process improvements.
Their production capabilities enabled Japan’s
semiconductor manufacturers to establish
themselves in world markets and compete suc-
cessfully with American firms that had the lead
in many of the functional aspects of circuit de-
sign. Many of the manufacturing techniques
needed for HTS electronics will be similar to
those for semiconductor devices (and ceramics).

Still, at the level of R&D and product devel-
opment teams, Japanese firms do not seem to
operate in greatly different fashion from suc-
cessful American companies. The differences
that do exist are important, however:”

17K, Imai, [, Nonaka, and H. Takeuchi, « Managmg the New

Product Development Process. How Japanese Companies Learn
and Unlearn,” The Uneasy Alliance: Managing the Productivity-
Technology Dilemma, K.B. Clark, R.H. Hayes, and C. Lorenz
(eds.) (Boston, MA: Harvard Business School Press, 1985), pp.
372-373. Also see the “Commentary” by J.L. Doyle, p. 377.
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+ American firms tend to proceed through narrow technical expertise; Japanese com-

a more analytical and sequential approach,
one of narrowing down the alternatives.
Japanese firms operate in a looser style,
with more room for trial-and-error.

product development groups in the United
States rely more heavily on engineers with

panics staff their development groups with
greater numbers of generalists, including
people from sales and marketing. They may
also involve the firm’'s suppliers.

Japanese companies use product develop-
ment groups as a device to break down
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some of the rigidities in their corporate
cultures—e.g., the seniority system—and
to create a place where creativity can flour-
ish. Many American firms would like to
think they don’t suffer from such problems,
but probably do.

At the same time, all of the attributes of Japa-
nese product development efforts can be found
in some American firms. It is the more success-
ful Japanese firms that are visible in the United
States: we seldom hear about the failures.

HTS poses difficult technical challenges. Jap-
anese companies will, no doubt, solve some of
the purely technical problems before American
firms. Japanese companies will also do well at

scaling up HTS manufacturing processes. Some
will succeed in defining profitable markets. In
short, they will prove highly capable and com-
petitive in HTS. And while many large U.S. cor-
porations have been turning away from long-
term, high-risk R&D—the kind of work that will
be called for in commercializing HTS—-the Jap-
anese are making a major effort to show the
world they can be as creative and innovative
in science as they are in technology. It would
be a grave mistake to assume that American
firms will have a head start in HTS because of
U.S. skills in research. The suddenness of the
turnaround in microelectronics should have
pounded home the message that both industry
and Government will need to do things differ-
ently in the future.

APPENDIX 2A: R&D AND COMMERCIALIZATION: FOUR EXAMPLES

Ceramics for Heat Engines'

The U.S. Government has spent perhaps $300 mil-
lion since the early 1970s pursuing ceramic engines.
Much of the money has gone for applied research
and development on components, and for demon-
strations. Success has been elusive.

Over the past two decades, advanced ceramics
have come into widespread use in electronics, as
well as for speciaty applications such as wear parts
and cutting tools. Ceramics hold their strength at
high temperatures much better than metals, but are
brittle. If reliable ceramic combustors and rotor
blades could be made for gas turbines, operating
temperatures could be raised, making possible
smaller, lighter, and more efficient powerplants.

Increased Automobile Fuel Efficiency and Synthetic Fuels éWashl ng-
ton, DC: Office of Technology Asse&meng&er;tember 1982), pp. 144-
145, T. Whalen, “Development Programmes-USA,” Proceedings of the
First European Symposium on_Engineering Ceramics, Feb. 25-26, 1985

London: E)yez Scientific and Technical Services Ltd., 1985), p. 177;K.H.

k, “ Silicon Nitride, sialons, and Related Ceramics,” High-Technolo&/
Ceramics: Past, Present, and Future, W.D. Kingery (ad.) (westerville, OH:
American Ceramic Society, 1986], p. 259;Ceramic Technology for Ad-
vanced Heat Engines, Publicafion NMaB-431 (Washington, DC: National
Academy Press, 1987); J. Zweig, “Deja VU—Yet again,” Forbes, Nov. 18,
1087, . 282; “ Case Studies of *Flagship” Technology,” prepared for oTA
by w.H. Lambright and M. Fellows, Syracuse Research Corp., under con-
tract No. H3-5565, Dec, 31,1987, ch. IV; rp. Larsen and A.D. Vyas, “The
Outlook for Ceramics in Heat Engines, 1990-2010: Results of a Worla-
wide Delphi Survey,” Paper No. 880514, prepared for the 1988 Interna-
tional Congress, Society of Automotive Engineers, Detroit, Feb. 29-Mar.
4,1988; Advanced Materials by Design: New Structural Materials Tech-
nologies, op. cit., ch. 2.

possible defense applications include stationary
power units and engines for tanks, trucks, and
cruise missiles (ceramic components may never be
reliable enough for manned aircraft).

In1971, DoD’s (Defense) Advanced Research
Projects Agency embarked on a ceramics R&D pro-
gram, funding mission-oriented work of interest to
the Army and the Navy on ceramic gas turbines,
as well as research into design methodologies for
brittle materials. The DARPA program continued
into 1977, with funding that averaged slightly over
$10 million annually. The Army continued some
ceramic engine work thereafter, but DOE (then the
Energy Research and Development Administration,
ERDA) soon emerged as the primary source of sup-
port for applications-oriented ceramics R&D.

The ERDA program, in which NASA also par-
ticipated, aimed at a gas turbine engine for trucks,
seeking better fuel economy. Gas turbines make
more sense for trucks than for passenger cars,
which operate most of the time at light loads, where
turbines give poor fuel economy. However, the fo-
cus on truck engines did not last. In 1980, respond-
ing to a high-level political call for the “reinvention
of the automobile,” DOE created a new program—
one that would demonstrate small gas turbines for
passenger vehicles. Initially funded at $20 million
annually, the incoming Reagan Administration
sought to scale the effort back (along with other
energy R&D); lobbying by industry contractors
helped keep things going.



Recent Federal spending (for all structural cer-
amics R&D) has averaged about $50 million per year
(figure 2A-1), but the turbine programs appear to
have moved prematurely into development and
demonstration, before establishing an adequate
technology base, Industry cost sharing has been
relatively low; companies that saw more value in
the work presumably would be willing to kick in
money at a higher level.

Rather than turbines, Japanese firms have put
much of their effort into piston engines, both gaso-
line and diesel. While brittleness is a serious prob-
lem in ceramics for piston engines, it is easier to
deal with than in highly stressed rotating blades.
Moreover, ceramics can be introduced incremen-
tally, substituted for a few parts in an otherwise con-
ventional design.

Some of the technical problems of structural cer-
amics overlap those that will be encountered in
commercializing HTS ceramics. A stronger basic
research effort in ceramics, rather than the dem-
onstration projects of recent years, might have put
the United States in a better position to commer-
cialize the new superconductors.

Video-Cassette Recorders*

Beginning in the 1950s, and through the follow-
ing decade, half a dozen and more Japanese com-
panies raced to develop low-cost VCRs. Commer-
cialization meant solving a long chain of tough
engineering problems, so that VCRs could be
produced cheaply with the features consumers
wanted.

Helical scan video-tape recording technology—
first patented by Toshiba (table 2A-1)—became a
critical feature in VCRs, although Toshiba itself
never capitalized on its early lead in helical scan-
ning. Matsushita entered pilot production first, in
1973, but shortly withdrew, deciding its technol-
ogy was not good enough. Two years later, nearly
20 years after the U.S. firm Ampex built the first

2International Competitiveness in Electronics, op. cit., pp. 70, 119-123,
and 186-187; R.S. Rosenbloom, “Managing Technology for the Longer
Term: A Managerial Perspective,” The Uneasy Alliance: Managing the
Productivity-Technology Dilemma, op. cit., p. 297; R.S. Rosenbloom and
M.A. Cusumano, “Technological Pioneering and Competitive Advantage:
The Birth of the VCR Industry,” California Management Review, vol.
XXIX, summer 1987, p. 51.

Figure 2A-1.-- Federal Funds for Structural Ceramics R&D

R&D funding {millions of dollars)

NSF

SOURCE: Advanced Materials by Design: New Structural Materials Technologies (Washington, DC: Office of Technology Assessment, June 1988}, p. 67.
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Table 2A-1.—Chronology of Video-Tape
Recorder Developments

1951 R&D begins at RCA.
1953 RCA demonstrates fixed head scanner.
1954 Toshiba files patent applications for helical

scanning; prototype follows in 1959. (Earlier
U.S. and European patents were never reduced
to practice.)

1956 Ampex introduces broadcast model videotape
recorder (VTR) with rotating scanning heads.
(VTRs use reel-to-reel tape, rather than
cassettes.)

1958 Several Japanese firms, including Sony and
Matsushita, embark on R&D directed at VTRs
for consumer markets; RCA drops its work on
consumer model VTRs.

1962 Sony introduces its first helical-scanning VTR,

intended for institutional markets (business and
industry, schools); JVC follows in 1983.

1969 Sony announces first video-cassette recorder
(VCR), replacing reel-to-reel tape with a
cartridge.

1970-71  Ampex Instavideo camera/recorder system
shown in prototype form—never marketed
because of production problems.

1971 Sony U-Matic marketed for institutional use at

1971 RCA resumes VTR R&D, drops out again in
1974,

1972 JVC develops prototype of its VHS system.

1973 Matsushita enters pilot production with a
consumer VCR, but withdraws after a few
months.

1975 Sony introduces Betamax for home use.

1976 JVC brings VHS recorders to market.

1988 Sony to begin selling VHS machines alongside

its lagging Betamax system.

SOURCES: W.J. Abernathy andR.S. Rosenbloom, “The Institutional Climate for
Innovation in Industry: The Role of Management Attitudea and Prac-
tices,” The 5-Year Outlook for Science and Technology 1981: Source
Mater/a/s, Volume 2, NSF 81-42 (Washington, DC: National Science
Foundation, 1981), p. 407R.S. Rosenbloom, “Managing Technology
for the Longer Term: A Managerial Perspective,” The Uneasy Alliance:
Managing the Productivity-Technology Dilemma, K.B. Clark, R.H.
Hayes, and C. Lorenz (eds.) (Boston, MA: Harvard Business School
Press, 1985), pp. 317-327; R.S. Rosenbloom and M.A. Cusumano,
“Technological Pioneering and Competitive Advantage: The Birth of
the VCR Industry,” California Management Review, vol. XXIX, sum-
mer 1987, p. 51.

broadcast recorders (the size of a closet and selling
for $50,000), Sony’s Betamax opened the consumer
market.

That an American firm produced the first video-
tape recorders for broadcast applications was close
to irrelevant. The Betamax represented the fourth
generation of Sony’s engineering development—
the seventh generation if the company’s earlier in-
dustrial and institutional models (e.g., the U-Matic,

which appeared in 1971) are included. Japanese
companies, competing fiercely with one another,
persisted with the VCR for years, in the face of many
disappointments.

It may be true in a narrow sense to say that the
United States invented the videotape recorder and
the Japanese commercialized it. But in fact, some
15 companies — American, Japanese, European—
demonstrated 9 different technical approaches to
home video in the early 1970s. It took many years
of money and manpower commitments by Japanese
companies to win the race, and a great deal of highly
creative engineering—focusing on manufacturing,
as well as product design. Once the VCR became
a commercial reality, competition centered on cost
reduction, better image quality (where manufac-
turers of magnetic tape made major contributions),
and longer recording and playing times.

Firms like Zenith and RCA—which now put their
labels on foreign-made machines—never pursued
consumer VCRs with the doggedness of the Japa-
nese. After about 1980, N0 American company
could have entered without some sort of break-
through—a product that would have opened a new
round of competition. The Japanese were simply
too far down the learning curve. South Korean firms
were in a different position: with wage rates well
below those in Japan, they had potential cost ad-
vantages. When the Japanese refused them licenses,
Korean firms developed their own VCRs.

The essential ingredients in Japanese success?
First, willingness to make long-term investments in
risky and expensive product development efforts.
Second, the manufacturing capability to mass-
produce precision electro-mechanical components
such as the helical read-write heads that proved a
key in turning the video-tape recorder into a house-
hold product. Commercialization of the VCR exem-
plifies the kind of incremental improvement and
market-oriented engineering that the Japanese have
been so good at.

Is the VCR story exceptional? Not really, and cer-
tainly not in the context of consumer electronics,
an industry that had stagnated in the United States
by the mid-1970s. Price competition in traditional
products like color TVs was fierce, imports were
flooding the marketplace, and the stronger U.S.
firms like RCA and GE were diversifying into other
lines of business.

Still, the risks did not stop RCA from investing
in the VideoDisc.’Indeed, the VideoDisc was a bold

’M.B.W. Graham, RCA and the VideoDisc: the business of research
(Cambridge, UK: Cambridge University Press, 1986]. The company ulti-
mately lost more than half a billion dollars.
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choice. If successful, it would have given RCA a
unique product—something that none of its Japa-
nese rivals had. In contrast, pursuit of VCR tech-
nology would have meant competing in a class of
products that the Japanese plainly would be able
to build cheaply and well. RCA managers knew
from experience in color TV production how diffi-
cult this would be, particularly given the Japanese
strategy of attacking consumer electronics markets
worldwide (whereas RCA’s consumer sales had
been confined to the U.S. market).

MRI Systems

Magnetic resonance imaging has been the biggest
market for conventional superconducting technol-
ogies over the past few years. In 1987, two dozen
companies worldwide sold a total of 500-plus MRI
systems to hospitals and clinics. At roughly $2 mil-
lion each, industry sales came to perhaps $1 billion.
Both production and sales are concentrated in the
United States. Commercialization took many years,
following research showing that nuclear magnetic
resonance (NMR)—a discovery made by physicists
—could be a powerful tool for medical diagnosis.

To construct an MRI image, the patient must be
placed within a strong magnetic field—commonly
produced by an LTS magnet. A computer processes
the resulting NMR signals, creating an image the
physician can examine (like an X-ray). MRI provides
better contrast and resolution, particularly for the
brain and spinal cord, than competing diagnostic
imaging techniques, including ultrasound and CT
scanning.

During the middle 1970s, more than a dozen com-
panies in the United States, Europe, and Japan be-
gan working to commercialize MRI. Some dropped
out along the way. Others were bought by stronger
firms, or merged with competitors. Japanese com-
panies entered late, and have not been very active
outside their home market.

European firms led the way in engineering de-
velopment. The British company EMI built the first
prototype in 1978, and Bruker, a West German
manufacturer, followed the next year. Both these
companies had prototype systems operating in clin-
ical settings by 19s1. Shortly thereafter, EMI
decided to leave the medical equipment business,
and sold its technology to a competitor. By the end

“Health Technology Case Study 27: Nuclear Magnetic Resonance Im-
aging Technology (Washington, DC: Office of Technology Assessment,
September 1984]; “Superconductive Materials and Devices, ” Business
Technology Research, Wellesley Hills, MA, September 1987, pp. 38-50.

of 1983, eight firms had commercial prototypes
available—three American companies, four Euro-
pean, and one based in Israel,

Early in design and development—e.g., during the
stage labeled alternative conceptual design in fig-
ure 3 (earlier in the chapter)—each firm faced deci-
sions on its magnet system. The alternatives—
permanent magnet, resistive (non-superconduct-
ing), superconducting—carried advantages and dis-
advantages in terms of factors such as initial and
operating costs, as well as field characteristics like
strength and stability. Most companies chose LTS
magnets, with several pursuing conventional mag-
net designs in parallel. Because the design of the
magnet affects image quality—a central concern in
purchasing decisions by hospitals—feedback from the
clinical studies and clinical testing stages (figure
3 played a vital role in refining prototype designs.)

This brief description illustrates, first, the ways
in which research may enter the commercialization
process. In this case, the R&D ranged from nuclear
physics (the NMR phenomenon itself), to the medi-
cal studies demonstrating that MRI could be a val-
uable diagnostic tool, to computerized signal proc-
essing and superconducting magnet design,

MRI systems emerged as viable commercial prod-
ucts in 1984. It was only then that designs stabi-
lized and production became relatively routine, at
least in the leading companies. It took 38 years to
go from scientific discovery (experimental verifi-
cation of NMR) to marketplace success. Commer-
cialization in the sense of engineering development
spanned the years 1977 to 1984.

Regulatory approvals were an early hurdle. The
U.S. Food and Drug Administration spent several
years evaluating the new technology. Manufac-
turers had to estimate the effects of third-party
payment policies on market growth: Would Gov-
ernment agencies responsible for Medicare and
Medicaid give a quick okay to the new technology?
Or would they delay? How about the big insurance
plans like Blue Cross/Blue Shield? In fact, hospi-
tals were not generally reimbursed for MRI serv-
ices until late in 1985. Furthermore, with MRI
systems costing several million dollars, State gov-
ernment certificate-of-need approvals became a
precondition for many sales.

U.S. firms did not have the initia lead. Nonethe-
less, they quickly emerged in the forefront as the
technology moved out of the laboratory and became
a practical tool for medical diagnosis. A maor rea
son for U.S. success was simply that this country
is the biggest market in the world by far for medi-
cal equipment. That the U.S. economy is the world's
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largest and most diverse is both an advantage and
a disadvantage for American firms. They are at
home here, but their domestic markets are a mag-
net for foreign firms—who may be willing to lose
money in the United States for the sake of learning
and experience.

Designing and developing a new product from
scratch, as in the case of the first MRI systems, rep-
resents a major corporate commitment. An all-new
product takes much more time and money than the
incremental redesigns, improvements, and new
models that come later and constitute most of the
routine work of product/process development. The
all-new product (or manufacturing process) will
also, in the ordinary course of events, depend more
heavily on new knowledge—e.g., research results.
Feedback from the R&D laboratory and the market-
place remain important even for routine develop-
ment work, however. Once the medical community
accepted MRI, competing firms quickly began dif-
ferentiating their products through stress on image
quality, good service, and reliability.

LTS Magnets’

Federal R&D, much of it for high-energy physics
experiments and research into nuclear fusion, un-
derlies development of the LTS magnets found in
MRI systems. Wound with cable made from niobium-
titanium alloy filaments embedded in a copper ma-
trix, and cooled with liquid helium, the magnet ac-
counts for up to a quarter of the cost of an MRI
system.

*D. Larbalestier, et al., “High-field Superconductivity,” Physics Today,
March 1986, p, 24; L. Hoddeson, “The first large-scale application of
superconductivity: TheFermilab energy doubler, 1972 -1983," Historical
Studies in the Physical and Biological Sciences, vol. 18, 1987, p. 25; “Su-
perconductive Materials and Devices,” op. cit., pp. 33-61; “Technology
of High Temperature Superconductivity,” prepared for OTA by G.J. Smith
11 under contract No. J3-2100, January 1988; “Government’s Role in Com-
puters and Superconductors,” prepared for OTA by K. Flamm under con-
tract No, H3-6470, March 1988, pp. 56ff. Also see app. B.

Until MRI markets began to grow, most super-
conducting magnets were custom-designed for sci-
entific equipment. The late 1960s saw the first major
application of niobium-titanium, a bubble chamber
built at Argonne National Laboratory. A much
larger federally supported project—the Tevatron
particle accelerator, completed in 1983 at the Fermi
National Accelerator Laboratory—consumed more
than 30,000 miles of niobium-titanium wire for its
nearly 1000 magnets. Most of the wire came from
Intermagnetics General Corp. (IGC), established by
several former General Electric employees in 1971.

IGC and other small, specialized firms had begun
moving into LTS as major corporations—Westing-
house as well as GE—withdrew, finding that mar-
ket growth did not live up to their expectations. De-
velopment of the processing techniques for LTS
magnet wire was a lengthy and complex task, one
that would have taken much more time without the
demand provided by the Tevatron. Private firms
drew on the publicly supported technology base,
and also helped to extend it, as they developed the
know-how needed for manufacturing LTS wire and
cable (the Fermi Laboratory designed and built the
magnets internally).

It took many years to raise the critical current den-
sities of niobium-titanium wire to the levels needed
for the Tevatron and for MRI. The task hinged on
the relationship between fluxoids (each of which
contains a magnetic flux quantum)—a matter of
physics—and the microstructure of the wire.
Through careful microstructural control-specially
tailored sequences of wire drawing and heat treat-
ment—metallurgists and materials specialists were
able to create fine dispersions of second-phase par-
ticles. These particles pin the fluxoids, keeping them
from moving, The pinning can raise the critical cur-
rent density—hence current carrying capacity—by
10 times or more. R&D aimed at optimizing the proc-
essing technology began in the late 1960s, and still
continues, with engineering development guided
by theoretical understanding.
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Chapter 3

Superconductivity in Japan and the United States

SUMMARY

The first 10 weeks of 1988 saw the discovery
of two more copper-oxide based superconduct-
ing materials—one with bismuth as a critical
ingredient, the other thallium. These two com-
positions—both with critical temperatures in
the range of 100 degrees Kelvin—joined those
containing rare earth elements (e.g., lanthanum,
yttrium) that scientists around the world had
been studying for a year. Laboratory resources
had been heavily committed to the yttrium-
barium-copper-oxide family-the so-called 1-2-3
superconductors —and the scientists had been
making good progress in improving current
densities and learning to make thin films. Then,
all of a sudden, two entirely new composi-
tions—equally complex, five elements in each,
partially understood structures and phase dia-
grams. Two new worlds to explore. Heaven for
the scientist (though more sleepless nights). Hell
for the businessman.

Business planners and government strate-
gists—at General Electric and Sumitomo, MITI
and the Pentagon—now faced still more choices.
Superconductors came in at least three
varieties:

1. The old, low-temperature superconducting
(LTS) materials—metal alloys like niobium-
titanium, well understood but calling for
cooling to near liquid helium temperatures
—might still remain the material of choice
for some applications. Very sensitive de-
tectors of enemy submarines or brain
waves might have to be operated at liquid
helium temperatures in any event, to get
noise levels down.

2. The 1-2-3 ceramics—brittle, not very sta-
ble, but with properties that people had be-
gun to understand.

3. The latest high-temperature superconduct-
ing (HTS) compounds—those containing
bismuth or thallium-still a mystery, but
potentially easier to work with and perhaps
having better combinations of properties
than the 1-2-3s.

Then there is the fourth category—everything
as yet undiscovered.

With no theory, only enlightened empiricism
to guide the search, not even the biggest lab-
oratories can explore all the possibilities.
Choices must be made, priorities set, resources
allocated. For a company, 50 people working
on HTS means 50 people who cannot work on
other projects that might, in the long run, be
equally important.

This chapter is about those choices, and how
they are made, in U.S. and Japanese compa-
nies, and in Japan’s Government. Chapters 4
and 5 deal with the choices facing the U.S. Gov-
ernment.

Corporate managers in the United States and
Japan look at the world differently. In seeking
strategies for profits and growth, they make
different kinds of choices, set different priori-
ties, because they operate in contrasting eco-
nomic, political, and social environments. Com-
panies that do business on a global scale—IBM,
Du Pont, Nippon Steel, Hitachi-may have much
in common in their view of the world, but there
are important differences between them as well.
It may be a cliché to say that Japanese firms
put more weight on growth and market share
than on short-term profits, but it is true, and
it makes a difference in R&D strategies, busi-
ness plans—the entire array of competitive
choices. The U.S. startups, financed with ven-
ture capital, that sprang up during 1987 have
no counterparts in Japan. Nor do the small LTS
specialists mentioned in the preceding chap-
ter. Japan’s joint government-industry R&D
projects—a fixture of that country’s industrial
and technology policies—have no counterparts
here.

Business planners must decide how many
people and how much money to put toward su-
perconductivity. They must decide how to
spend that money, and what kind of people to
assign. Is it too early to think about applica-

51
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tions? Does it make sense to continue explor-
ing LTS technologies? Managers in the United
States and Japan have made diverging choices:

« A few large American companies are
pumping substantial resources into HTS.
But many other U.S. firms—organizations
with the resources to pursue HTS if they
wished—have taken a wait-and-see atti-
tude. They may have a few people work-
ing on HTS R&D, but mostly just to keep
track of the technology.

+ Most of the effort in the United States is
going toward research. American manag-
ers believe HTS should remain in the lab-
oratory until more scientific knowledge is
in hand.

« Perhaps a dozen large, integrated Japanese
multinationals—manufacturers not only of
electrical equipment and electronic sys-
tems, but of ceramics, glass, and steel—
are pursuing multi-pronged R&D strategies
in superconductivity. As in the semicon-
ductor industry, these resource-rich com-
panies could prove potent rivals for smaller
American firms hoping to stake out a po-
sition.

+ Japanese companies are conducting re-
search but also thinking about applications.
They are putting more effort than U.S.
firms into thinking through what HTS
might mean for the company’s strategy. In
general, managers in Japan believe that
HTS is closer to the marketplace than do
American managers. They also see HTS
as a means of creating new businesses,
while American managers are more likely
to view it in the context of their existing
business. The breadth of the Japanese ef-
fort substantially exceeds that of the United
States.

Managers in the larger American companies
believe that if HTS takes off, they will be able
to catchup or buy in. Japanese managers want

to move down the HTS learning curve in real
time. They believe that advantages established
now will last. Scientists, managers, and ven-
ture capitalists involved in the HTS startups
in the United States believe the same thing, but
they are few, small, and weak compared with
the Japanese companies.

Taken as a whole, the U.S. approach—driven
by the need to show financial paybacks in the
short term—could leave American industry be-
hind Japan within a few years. Such an out-
come is not assured. HTS could languish in the
research laboratories. Or HTS could evolve like
the laser industry—never quite matching the
expectations of the enthusiasts, driven heavily
by military needs, lacking the revolutionary im-
pacts of the computer or the semiconductor
chip.

On the other hand, HTS could grow and
spread and expand like the digital computer.
Computers—especially the microprocessors
and single-chip microcomputers found in
microwave ovens and TV sets, banking ma-
chines and machine tools, Chevrolets and
767s—have penetrated innumerable products
and manufacturing processes. The same could
eventually happen with HTS technologies.

American companies, by and large, have
taken the conservative view; Japanese compa-
nies have taken the optimistic view. If techni-
cal developments in HTS proceed as swiftly
over the next 2 or 3 years as they did during
1987, then Japanese companies that have been
laying the groundwork for commercialization
will be in a stronger position.

Superconductor fever has swept through
Japan’s Government too, with ministries vying
with one another for the lead in policy. The pic-
ture has now stabilized, but 1987 saw many ac-
tors seeking center stage—and few signs of the
coordinated, monolithic policy machine that
some Americans still think of as Japan, Inc.

CORPORATE STRATEGIES

What place does R&D have in the strategies
of American firms? How do managers think

about HTS? How does the business culture in
the United States differ from that in Japan? Ef-
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fective government policies depend on an un-
derstanding of the attitudes and practices of
managers, the forces that condition their deci-
sions. As it happens, there is substantial truth
to the commonplace observation that Japanese
managers take a longer view than Americans.
This difference shows up in R&D decisions on
HTS.

For years, American firms have been criti-
cized for short-sightedness."Managers are un-
der pressure from Wall Street and institutional
investors (pension and mutual funds, insurance
companies) to show high and increasing quar-
terly earnings. Failure to do so can lead to a
loss in stock values, and vulnerability to hos-
tile takeovers. Jobs and egos are on the line, so
the argument goes; few chief executive officers
or division heads can survive many mediocre
quarterly reports.

Techniques used by American managers for
evaluating investment alternatives—discussed
in the next section—reinforce the pressures to
sacrifice long-term opportunities for short-term
profits. Instead of investing in R&D that will
increase their firm’s storehouse of proprietary
know-how, managers cut R&D to reduce costs.
Instead of investing in new plant and equip-
ment to increase productivity and flexibility,

| More than @ dozen years ago, an experienced U.S. R& D man-
ager wrote that “ . .. the root cause of the present and future
decline of U.S. technological prominence is atemporal mismatch
between the natural pace of innovation and the time horizon
of most U.S. industrial corporations . . . . this root cause is over-
looked by the mana?ers of major U.S. industries because they
have a warped set of values '-R.D. Dean, Jr. “The Temporal
Mismatch—Innovation’s Pace vs Management’s Time Horizon,”
Research Management, May 1974, p. 12.

A recentsurvey of nearly 140 U.S. companies found “greater
emphasis on near-term lower-risk results-oriented work” in their
R& D-"Trendsin the Chemical Industry,” Results of the March-
May, 1987 Survey of ACS Corporate Associates. (ASC is the Amer-
ican Chemical Society. The survey covered corporate members
from other industries as well.)

For 1988, the National Science Foundation has forecast the
lowest rate of real, inflation-adjusted growth in R&D since 1977.
Even the Electric Power Research Institute, financed by regu-
lated utilities, evidently feels many of the same pressures as pub-
licly owned corporations. According to the Institute’s president,
“We now must clearly demonstrate that there is value in what
we are doing and that it fallsin an acceptable business time frame,
Thisis aremarkable difference from when we started” [1973]—
“EPRI's New President Looks to the Future,” New Technology
Week, Feb. 1, 1988, p. s.

they slash payrolls, keep the old equipment run-
ning while spending no more than absolutely
necessary on maintenance, and move labor-in-
tensive production offshore or to the Sunbelt.
Rather than putting money into core businesses,
managers diversify (from steel to real estate,
from manufacturing to services), buy up other
companies rather than build their own, and
seek paper profits. The picture may be a carica-
ture, but it has a good deal of truth in it

How have these pressures affected corporate
decisions on HTS? What other factors enter into
R&D decisions? How, specifically, do U.S. man-
agers view HTS compared with their Japanese
counterparts? The next section of this chapter
examines the R&D strategies of American firms.
Later sections turn to Japan.’The findings in
brief:

* American managers have been notably
more reluctant to commit resources to HTS
—a technology with highly uncertain pros-
pects. They view profits as lying well in
the future.

+ Japanese executives, in contrast, seem con-
fident that investments now will pay off-
some time and in some way. Their view
of the future is quite a different one from
that of American managers.

These contrasting views reflect the business
environments and investment climates in the
two countries—indeed, the entire complex of
factors that affects management decisions.

:A typical example: Tektronix, aleading manufacturer of in-
strumentation and computer work stations, will fire 1,000 white-
collar employees “in a bid to boost earnings. ” When the com-
pany announced that it would close down some R&D projects,
and scale back its marketing and sales staff, a stock market ana-
lyst said, “They're addressing the right issues.” See J.P. Miller,
“ Tektronix Plans To Dismiss 6 percent Of Its Workers, " wall
Street Journal, Mar. 7, 1988, p. 12.

*Most of the information on company views of HTS comes
from interviews in the United States and Japan during late 1987
and early 1988, and from surveys of U.S. and Japanese firms.
The U.S. National Science Foundation, through its Tokyo of-
fice, conducted the survey of Japanese companies for OTA.
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R&D and Business Planning
in the United States

Funding Decisions

American firms approach R&D much like any
other investment. With some exceptions, a de-
cision on individual R&D projects or divisional
R&D budgets will be viewed in the same light
as a decision to invest in new production equip-
ment, acquire another company, or sell the
firm’s Manhattan headquarters and move to
New Jersey. Box E describes the process.

R&D carries higher risks than many other cor-
porate investments, in the sense that outcomes
are less certain. Moreover, the projects with
the greatest uncertainty tend to be those with
longer payback periods. As explained in box
E, such projects must promise exceptionally
large rewards, or the investment money will
go elsewhere.

Research that loses out in private corpora-
tions might nonetheless benefit the country as
a whole. If no one company can reap the re-
wards, none may invest. That is why the Rea-
gan Administration has continued relatively
liberal funding for basic research, even though
cutting back on more applied work. Companies
do little basic research because, from their per-
spectives, it does not pay. But the social returns
from a portfolio of such investments can be
great.

R&D Management

American companies normally engage in
R&D to support existing business activities, or
those that have emerged from reasonably care-
ful planning exercises. Even the two remain-
ing giants of U.S. corporate research—IBM and
AT&T—seek, in their own quite different ways,
to guide and manage R&D in support of over-
all corporate goals.

Oriented toward results, American execu-
tives see corporate R&D as an activity to be
guided by the firm’s overall objectives. Only
rarely do they look to R&D as a means of un-
covering wholly new business opportunities.
When they do, they tend to seek home runs (like
the Xerox copier or Polaroid photography)

rather than the incremental advances that have
a central place in Japanese corporate strategies.

Du Pont would dearly love another product
like Nylon, and Intel another invention with
the impact of the microprocessor, but who
knows where these might come from? Inven-
tions cannot be planned, and no company will
spend much money on an unguided search.
Furthermore, in big organizations with ample
R&D budgets, projects that might be exciting
technically can get lost in the corporation’s
grand strategy. Even though they might prom-
ise high rates of return, if the overall market
looks relatively small, a big company may not
be tempted. Low-temperature superconduc-
tivity provides a number of examples, and HTS
will probably bring more.

Most firms give their R&D managers latitude
in initiating work on their own, hoping for re-
sults that will eventually contribute to the bot-
tom line.’Individual managers, moreover, do
not always follow corporate policy. Working-
level people bootleg research that might not be
approved higher up. Top management nor-
mally lets project leaders and departmental
managers follow their own judgment, so long
as not too much money is involved. Star re-
searchers, likewise, may be left alone to pur-
sue their hunches and intuitions (which is how
HTS was discovered in IBM’s Zurich labora-
tory). A few companies let people spend some
fraction of their time—usually small-following
personal research interests.

Such policies tend to be pursued for reasons
of morale. They help create a more comforta-
ble environment for industrial scientists, a more
academic setting. If the results bring in money
for the company, this will normally be viewed
as a lucky accident; in most U.S. firms, most
R&D scientists and engineers work within care-
fully managed groups, on projects that cor-
porate management first approves and then
monitors.

«This |atitude seemsincreasingly circumscribed. For instance,
many U.S. research mana%ers must take such decisions as
whether to spend, say, $250,000 to join an R&D consortium, all
the way to the top of the management hierarchy. See “Round-
table: Physics Research In Industry,” Physics Today, February
1988, p. 54.



95

BoxE

Many larga American firms have
1970s—have closad their laboratones*

example, IBM’s ren i
projects for the op&raﬁ

markets can be trat ffective

But things have, in fact, hang nited States. R&D of a sort th funded during
the 1960s or 1970s might not go fo d tod; i en be po an managers
have lost sight of their company’s long-term’ sts—n hniques for in-
vestment analysis, the short-term myopia ¢ : ‘

Present-Value Methods

Most American companies make most jons on 8D \ce with straight-
forward financial criteria: they compare proposed R&D investment: ble uses of their
funds. If the R&D promises a high enough q '
else with the money. g : :

This means that in many if not mo: can corporatio : 8 must justify their
budgets in much the same way as operating manager
making, normally based on the present value of cash flows aatlclpateﬁ fm
nies estimate expenses and revenues over time, then “discount” the:
on the firm’s cost of capital. For an project, the expenses those listed in table
2 (in ch. 2): they begin with the R&D itself, and continue i ough commétialization. Revenues
begin when the product reaches the 1 : estimates depends
on prevailing interest rates in capital 1

The basic decision rule is simple: ac
with negative present values. Put anoth mpany w
rates of return greater than the company’s cost of apital. OF ¢ urse
and when it comes to R&D, it can be highly in. Bul
uncertain alternatives. /

Two conclusions foilow

value, reject those
cts with predicted
always uncertain—
firms to compare

ble than those with
common in R&D—
greater those reve-

pct. Managers typi-
aging the discount
jects.

the years through turning
hines so that they became
glay Museum and Library,
development and research
materials. He views GE'’s

Thomson. Thomson empha-
ry Edison continued to
to have reversed in the

and quickly replaced such mﬁmasreturnonnksathapdmtyﬁnneiai measure in use, See R.S. Ktplnn, Accounting Lag: The Obsolescence
of Cost Accounting Systems,” The Uneasy Alliance: Managing the Productivity-Technology Dilemma, K.B. Clark, R.H. Hayaes, and C. Lorenz
(eds.) (Boston, MA: Harvard Business School Press, 1985}, pp. 196-197.
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These practices follow quite naturally from
accepted business practices in the United
States. They are part of the received wisdom—
wisdom that says the rare inventive genius will
in any case strike out on his or her own, found-
ing a new company to exploit whatever is really
new.

U.S. Strategies in High-Temperature
Superconductivity

As the survey results in box F indicate, at least
28 American companies are spending at the
level of $1 million or more on superconductivity
R&D. On the average, they have nearly 20 pro-
fessionals at work. Many of the companies
working in HTS have LTS experience. During
1987, most of HTS R&D went toward under-
standing the 1-2-3 ceramics, and toward proc-
essing-related work. The high proportion of sci-
entists compared to engineers reflects the basic
character of the research.

A number of American companies, big and
small, have been conducting R&D on super-
conductivity—and perhaps producing LTS wire
or magnets—for two decades or more. Some
attempted to commercialize LTS products, later
to scale back or abandon their work. In the
1970s, LTS-based Josephson junctions (JJs) ex-
cited considerable interest in U.S. electronics
and computer companies. The enthusiasm
faded, and much of the U.S. work was eventu-
ally dropped. (The Japanese persevered with
JJs, as discussed in box J, later in chapter.) In
other cases, companies like GE—with its line
of medical imaging equipment incorporating
LTS magnets (ch. 2)—have gone onto become
major forces in the marketplace. Still, some of
the Americans with experience in LTS view
the new ceramic superconductors with consid-
erable skepticism. Earlier disillusionment may
have affected the current strategic posture of
some American firms.

Indeed, many U.S. R&D managers feel it is
too early even to think about applications of
HTS. They think much more research will be
needed to characterize the new materials.
Moreover, they believe that commercial payoffs
are likely to be in the distant future. Media hype

Ru-T54 F - RS - j 21, 3

has had little influence on them, These views
affect funding for HTS R&D.

But if research in HTS is called for, who, on
the American side, will do it? With few excep-
tions, U.S. industrial R&D laboratories avoid
science. Their job is to support the operating
units. U.S. industrial research grew rapidly dur-
ing the early 20th century—Iled by companies
like GE (which established a corporate R&D fa-
cility in 1900), Du Pont (which followed in
1902), AT&T (1911), and Eastman Kodak (1912),
But decline has set in, for reasons that range
from corporate decentralization to the short-
ening of time horizons. Today, few American
corporations pursue much basic research with
their own funds. Thus, when American manag-
ers state that HTS belongs in the laboratory,
they often mean someone else’s laboratory.

Two strategic scenarios, then, encompass
most American firms:

1. The first includes the companies that have
taken a careful look at how HTS might af-
fect their businesses, assuming continuing
advances in the technology. Such assess-
ments often entail a complete review of the
firm’s product lines—a process some firms
have begun by revisiting earlier evaluations
of LTS.

At this stage, such an assessment is no
easy task, given the uncertainties. No one
can predict which of the new families of

Photo credit” Westinghouse

Rotor for prototype LTS generator
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materials might prove most useful, what

kinds of problems the design of practical

magnets or Josephson junctions might
bring, whether three-terminal devices will
emerge (ch. 2)—much less the costs.

There is a second problem, one creating
even more uncertainty. Will somebody dis-
cover superconductivity at room temper-
ature this year? Next year? In 2050? This
makes all the difference for any economic
evaluation. In fact, most U.S. companies
have based their assessments on liquid ni-
trogen operating temperatures—an as-
sumption leading to relatively pessimistic
evaluations except for quite specialized ap-
plications. The typical view goes some-
thing like this:

+ The primary need is for materials
characterization, work that can be car-
ried out (and is) at literally hundreds of
academic, government, and corporate
laboratories around the world.

+ Our company could spend a lot of money
on HTS without much chance of a break-
through. Even then, the research would
probably not result in proprietary ad-
vantage.

« In any case, the first applications are
likely to be in defense systems, where
cost constraints are less severe.

+ Under these circumstances, the best
strategy is to hedge the company’s bets
by tracking the science and technology
worldwide, without investing heavily.
Such a strategy implies willingness to

alter course if someone else makes a ma-

jor breakthrough (not necessarily in oper-
ating temperatures—a big increase in crit-
ical current densities might be enough for
at least some U.S. firms). These companies

—many of them currently spending at the

$1 million to $5 million level (box F), and

with perhaps a dozen people assigned to

HTS—will keep a core group at work. But

they are not ready to jump into the HTS

R&D race.

. The second strategic scenario includes
those companies, most of them large, with
strength in research and the ability to pur-
sue HTS R&D on a significant scale. The

list is short: AT&T, IBM, Du Pont. Bellcore,
Westinghouse, GE, and a few others might
be added, along with several major defense
contractors.

Here, the presumption that HTS should
remain in the laboratory is not a bar. Of
course, not even IBM or AT&T can do
everything; these companies too face the
choice of investing money and manpower
in HTS or in alternative R&D projects. But
HTS exerts a powerful attraction, not only
on working scientists, but on those who
manage research. Finally, for some of these
companies, success in HTS R&D could
have pervasive impacts on their businesses.
In a company like IBM, which already
maintains a portfolio of equally uncertain
R&D—most with far less potential impact
—HTS quite naturally gets a high priority.
A few American firms, then, have 50 or
60 people assigned to HTS, and some work
underway that verges on development.

There is also a third group, not large, consist-
ing of startups with venture financing (see box
G), plus other small firms.

Government money for R&D could pull a few
more American firms into HTS R&D. But much
of this money will go for defense projects. Even
in companies that include military or space di-
visions along with other operations—as I1BM,
AT&T, and many other large corporations do—
the two sides of the company normally oper-
ate largely separated from one another (ch. 4).

In summary, most U.S. companies have
adopted a wait-and-see attitude toward HTS.
They may have assigned a group of people to
monitor developments. Perhaps they conduct
research on a small scale. But few major U.S.
firms have placed superconductivity among
their top R&D priorities. The others see good
reasons for their decisions, of course. Risks and
uncertainties are high; judgments differ. But
if HTS develops more rapidly than they antici-
pate, few U.S. companies will be able to re-
spond as quickly as the aggressive Japanese
firms that have already begun laying ground-
work for commercialization.
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Japanese R&D

As in the United States, the R&D strategies
of Japan’s corporations flow from more gen-
eral managerial attitudes. In important respects,
Japanese executives exhibit decisionmaking be-
havior that differs from that here. As noted in
the preceding chapter, U.S. and Japanese man-
agement styles also show many similarities, par-
ticularly in high-performing companies, but
some strategic choices that make sense in an
American context may be incompatible with
Japanese views.

Corporate Research in Japan

Patterns of industrial R&D have been chang-
ing rapidly in Japan. American firms, accus-

tomed to advantages in technology, must also
adapt—perhaps to being first among equals. Jap-
anese firms have a tougher job. They are try-
ing to catch up and take the lead—and trying
to do so with people and organizations that,
until recently, started by licensing and adapt-
ing foreign technologies. s This takes money,
and Japanese industry has been willing to spend
it.

Table 5—showing the rapid rise in business-
funded R&D in Japan—-demonstrates the strength
of that commitment. Japanese firms see tech-
nology development as a key ingredient in com-

*See International Competition in Services (\Washington, DC:
Office of Technology Assessment, July 1987), ch. 6.
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Table 5.—R&D Funded by Business and Industry

Business-funded
R&D expenditures

1981 1983 1986°

United States:

Billions of dollars . . . .. ... ... $35.9 $43.2 $58.2
As percentage of all

US.R&GD . ............... 500% 50.0% 49.8%
Japan:
Billions of yen . . .. .......... ¥ 4364 ¥ 5451 ¥ 7000
Billions of dollars . . ... ...... $19.8 $22.9 $41.6
As percentage of all

Japanese R&D. . . .. ... .. .. 72.9% 75.9% 77.8%
°Estimated.

SOURCE: International Competition in Services (Washington, DC: Office of Tech-
nology Assessment, July 1987), p 205

petitive strategies. While business-funded R&D
in the United States has been going up almost
as fast in real terms, the overall lead of the
United States in private sector R&D stems sim-
ply from the greater size of the American econ-
omy; on the average, Japanese firms spend sub-
stantially more on R&D as a percentage of sales.

In earlier years, major Japanese corporations
began by scanning the world for technology,
often with the aid of Japan’s large trading com-
panies, as well as the government. When pos-
sible, they set one potential source for technol-
ogy against another to minimize licensing costs.
Japanese companies followed with engineer-
ing excellence, highly developed manufactur-
ing systems, and carefully targeted marketing
strategies—often competing aggressively at
home before launching their export drives.

But the world has changed for Japanese com-
panies. In many technical fields, they have
reached parity with the West. American and
European firms, in any case, are much more
wary of licensing than even 10 years ago. There
is little more for Japan to assimilate. Japanese
firms must either wait for new ideas to appear
elsewhere or step up their own research. Even
for companies not pressed by increasing com-
petition from newly industrializing countries
like South Korea, the first choice is a recipe for
disaster at home. Thus Japan’s major corpora-
tions are working hard to generate new tech-
nical knowledge.

This search for proprietary technologies
means more basic research.’ As American com-
panies turn away from relatively fundamental
work, Japanese firms are turning toward it.
Many American R&D managers give the Japa-
nese little chance of accomplishing much, at
least over the next 5 or 10 years. They view
Japan’s culture-and the organizational envi-
ronment in Japanese firms—as hostile to crea-
tive research. Many Japanese would agree.
Their engineers may be superb at painstaking
product development efforts, but, at least
according to the stereotype, research demands
individuality and creativity—qualities dis-
couraged in Japan.

This stereotype is greatly exaggerated: a
closer look suggests that creativity in engineer-
ing—something the Japanese have amply dem-
onstrated—differs little from creativity in re-
search and in science. In fact, U.S. scientists
and R&D managers directly involved in HTS
research give their Japanese counterparts high
marks for their work. Moreover, in related fields
like ceramics, the Japanese already have the
lead in commercialization."While Americans
still see Japan as lagging generally in science,

Wee, for instance, S.K. Yoder, “Japanese Launch Bid to Lead
the World in Pure Science,” Wall Street Journal, June 3, 1987,
p. 26, Also P. Marsh, “Thesearch for some home-grown heroes,”
Financial Times, July 6, 1987, p. 15, which quotes Tokyo Univer-
Sity’s Professor Shoji Tanaka, Japan's best-known superconauc-
tivity expert, asfollows. “For along time the Japanese people
had the feeling they were behind in science. But now the inferi-
ority complex is starting to vanish. We do have arelatively in-
flexible university system. But . . . young people are changin
and will force their professors to adopt different ideas. ” In search-
ing for creative scientists and engineers to staff their research
|aboratories, Japanese companies are hiring more women and
foreigners—M. Kanabayashi, “An Acute Shortage of Engineers
Threatens Japan's Research Goals,” Wall Street Journal, Oct. 15,
1985, p. 32; “Poor lab facilities hamper plan to attract foreign
researchers,” Japan Economic Journal, Apr. 16, 1988, p. 5.

Industry and government in Japan have put considerable em-
phasis on thelitfe sciencesin their overall drive for research ex-
cellence. See Commercial Biotechnology: An International Anal-
ysis (Washington, DC: Office of Technology Assessment, January
1984), pp. 505-510. Later sections of this chaﬁt_er discuss gov-
ernment policiesin support of basic research in Japan.

‘High-Technology Ceramics in Japan, NMAB-418 (Washing-
ton, DC: National Academy Press, 1984); Ceramic and Semicon-
ductor Sciences in Japan, 1987, PB 88-122478 (Washington, DC:
Department of Commerce, 1987); Advanced Materials by De-
sign: New Structural Materials Technologies (Washington, DC:
Office of Technology Assessment, June 1988).
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there is no basis for complacency—and cer-
tainly not when it comes to superconductivity.

Time Horizons

How about the longer term view that Japa-
nese managers reputedly take? This stereotype
holds up-as can already be seen in HTS. The
reasons begin with notions of success and fail-
ure that differ substantially between the busi-
ness cultures of the United States and Japan.

In the United States, management perceptions
of the factors that determine the value of a firm’s
stock heavily influence decisions. When sur-
veyed, U.S. managers rank profits (as measured
by return on investment), and increase in share
price, as their primary objectives. Japanese ex-
ecutives also view return on investment as im-
portant, but put it below another goal—market
share—which appears no better than third in
rankings by American managers.’

Furthermore, Japanese companies need not
worry too much about the price their stock com-
mands, given the way Japan’s financial mar-
kets work. Equity remains less important than
debt in corporate financing, and new stock is-
sues are the exception in raising funds. The
now-standard—and often oversimplified—argu-
ments concerning costs of capital also come
into play here; plainly, on a present value ba-
sis, or indeed almost any reasonable criterion,
lower costs of capital in Japan make long-term
projects more attractive.’

Japanese companies, then, typically use
different decision rules in evaluating invest-
ment alternatives. Managers in Japan see R&D
as a means for maintaining or increasing mar-
ket share, both at home and abroad, with mar-
ket share a necessity for holding on to a com-

°].C. Abegglen and G. Stalk, Jr., Kaisha: The Japanese Corpo-
ration (Tokyo: Charles E. Tuttle, 1987), pp. 176ff.

While decision criteriain Japan certainly differ from those here,
thereislittle consensus in the Weston the extent to which Japa-
nese firms rely on financial measures—or, more precisely, on
what kind of measures they use, and for what purposes. Seg,
for example, “Part Two Discussion Summary,” The Uneasy Al-
liance: Managing the Productivity-Technology Dilemma, Op. Cit.,

. 283.
p‘Intemational Competitiveness in Electronics (Washington, DC:

Office of Technology Assessment, November 1983), ch. 7.

petitive position in dynamic markets. Japan’s
rapid postwar economic growth, and success
in exporting, has made market share the top
priority; when sales are expanding rapidly,
grabbing as big a share as possible, and hold-
ing on to it, become the key to profits.

The emphasis on growth reflects a belief
among Japanese executives that only large com-
panies can remain financially viable in inter-
national competition. Japanese industry has
spawned few of the entrepreneurial startups
so much a part of the scene in U.S. high-tech-
nology industries—although many policymak-
ers in Japan would like to create a place for
them.

Other factors and practices reinforce the view
that growth is all-important. Larger Japanese
companies historically have attempted to pro-
vide “lifetime” employment for a portion of
their work force. Managers continue to view
this as an obligation, and growth makes it eas-
ier to sustain employment. Layoffs tend to be
seen as evidence of management failure, rather
than—as in the United States—a consequence
or symptom of economic downturn. This sense
of obligation helps shape corporate goals and
managerial behavior. Where American execu-
tives would slash payrolls, Japanese companies
will often accept lower profits.

What does this mean for R&D? A continuous
search for new products and new markets, in-
cluding those that might not fit very comforta-
bly into ongoing operations. Where American
companies look to R&D to support existing bus-
inesses, Japanese companies are just as likely
to see it as a means of creating new businesses.
Where American firms look for home-run op-
portunities, their Japanese counterparts have
been more willing to start small and grow new
businesses gradually.

Government-Industry Relations

The antagonism with which so many U.S.
corporate managers view government also con-
trasts with typical Japanese attitudes. American
managers feel, by and large, that the Federal
Government’s role should be tightly circum-
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scribed. Wherever possible, economic matters
should be left to the private sector.

Later sections of the chapter describe how
government and business in Japan have worked
together to promote HTS. Here, the point is sim-
ply that Japanese executives have relatively
comfortable working relationships with govern-
ment. Japanese managers tend to feel that em-
ployees of their government are competent and
deserving of respect, even when they disagree
vehemently on matters of policy.

Managers in Japan pay attention to goals and
objectives announced by the Ministry of Inter-
national Trade and Industry (MITI), or the Min-
istry of Finance. This does not mean they will
necessarily follow the paths that MITI or other
ministries attempt to lay down. Contrary be-
havior is common. On the whole, Japanese ex-
ecutives would prefer to go along with govern-
ment, while working to mold policy in ways
they regard as desirable.

R&D Management

Traditionally, Japanese R&D has focused on
engineering—product/process development,
rapid transfers to manufacturing. Despite the
engineering perspective, managers put less
weight on short-term outcomes, and show more
willingness to invest in projects that will not
yield positive cash flows until well into the fu-
ture. Japan’s national goal of technological in-
dependence pushes companies in the same
direction.

Personal opinions by managers carry great
weight—especially when the advocates of par-
ticular projects enjoy high standing as research-
ers or managers. One man’s recommendation
can lead to a major new R&D project in Japan—
something that would be highly unusual in an
American company.

Competition among Japanese firms combines
with cultural characteristics to yield another
contrast with the United States. Japanese com-
panies tend to emulate one another; when one
begins research in a field like HTS, others fol-
low. Few executives will risk letting a direct
competitor engage in R&D without investigat-

ing the subject themselves. Similarly, compa-
nies are uncomfortable at the thought of clos-
ing down a research program that others are
continuing. For such reasons, Japanese firms
spend a good deal of effort tracking their com-
petitors’ day-to-day R&D efforts. American
companies, which tend to look to R&D for
means of differentiating themselves, show more
interest in products soon to hit the market.

Finally, given the way Japanese firms make
decisions, it should be no surprise to learn that
they stick with R&D efforts once begun. One
executive commented in an OTA interview, “In
Japan, we continue research projects unless
persuasive reasons are mustered against them.
In the United States, | get the feeling that
projects are cancelled in the absence of good
arguments supporting continuation. The differ-
ence is subtle, but important. We tend to be op-
timistic on research results; you tend to be pes-
simistic.” Such attitudes may be remnants of
an earlier time, when success came easier. Still,
they contribute to the persistence that has been
so important to Japan’s accomplishments in
commercialization.

The typical Japanese approach to R&D car-
ries disadvantages as well as advantages. With
little systematic guidance for comparing one
project to others, and subject to the influence
of strong personalities, Japanese firms risk bad
decisions. This weakness could become more
important in the future; given their lack of ex-
perience in managing fundamental research—
particularly if companies follow one another
down blind alleys. But for now, the freer hand
that Japanese managers have in allocating re-
sources to long-term, high-risk projects is a nota-
ble strength.

Japanese Strategies in High-Temperature
Superconductivity

Japanese R&D managers, almost unani-
mously, see HTS as a revolutionary technol-
ogy, one that promises radical change. Skepti-
cism, common in the United States, has been
rare in Japan. Implicit in some Japanese views,
explicit elsewhere, has been the assumption
that room temperature superconductivity is not
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far away. (Otherwise, even the more optimis-
tic Japanese scientists and engineers see the po-
tential as relatively limited.)

A corollary follows: Japanese executives be-
lieve that HTS will be a major battleground for
international competition over the next two or
three decades.” All those interviewed by OTA
believed that Japan would have to depend on
home-grown technologies in the future. It fol-
lows that early exploitation of HTS holds a rare
opportunity. Japanese managers—in sharp con-
trast to their U.S. counterparts—have little
doubt that HTS will be a central element in com-
petitive strategies.

Not surprisingly, then, commitments in Japan
—as indicated by industrial employees assigned
to superconductivity R&D—substantially ex-
ceed those here. Box H, based on a survey of
Japanese firms conducted for OTA by the U.S.
National Science Foundation (NSF), reveals the
following contrasts with the United States:

. Although reported budgetary outlays by
U.S. industry exceed those in Japan (at $97
million compared with $90 million), Japa-
nese firms reported 900 people working on
superconductivity (versus 625 here).

. Total Japanese R&D spending on supercon-
ductivity for 1988—industry plus govern-
ment—should exceed $160 million, U.S.
spending $250 million. Such comparisons
must be treated with caution, however. The
company surveys are incomplete, the fis-
cal years for the two governments are 6
months out of phase, and the exclusion of
some salaries from the Japanese Govern-
ment budget figures makes the estimate for

18ixty percent Of 167 Japanese companies responding to a mid-
1987 survey expected a $20 billion world superconductivity mar-
ket by 2000—‘‘Superconductor Industry Survey Conducted,”
JPRS Report-Science & Technology, Japan, JPRS-JST-87-068-
L, Foreign Broadcast Information Service, Oct. 29, 1987, p. 1
[translated from Nikkei Sangyo Shimbun, July 28, 1987]. Elec-
tronics applications were ranked most promising, followed by
energy storage, and then by a variety of other electric power
applications. Nearly 85 percent of those responding to a differ-
ent survey foresaw applications of room temperature supercon-
ductors in industrial equipment by 2010—*Waga kuni ni okeru
Gijutsu Kaihatsu no Hoko ni kansuru Chosa”A[Survey of Trends
in Technol ogy Development in Japan], no. 4, Kagaku Gijutsucho
[Science and Technology Agency], 1987, p, 12.

Japan low by some unknown amount. Fi-
nally, spending levels say nothing about the
outputs of R&D. Given all these uncertain-
ties, the contrast in numbers of industrial
employees takes on the greatest weight.

+ Japanese firms are emphasizing prospec-
tive applications more heavily. Many com-
panies in Japan are continuing to invest
in LTS projects, most of them heavily de-
velopmental. They have more engineers as-
signed to superconductivity R&D than the
American firms.

The strength of the Japanese commitment is
visible not only in numbers of people, but in
the range of businesses represented among the
companies that have begun to invest. HTS R&D
spans glass and ceramics, shipbuilding and
steel, in addition to microelectronics, computers,
consumer electronics, and electrical equipment.

The Japanese firms can nonetheless be
grouped into two classes:

1. Some have relatively extensive experience
in LTS. This group includes manufacturers
of superconductin,magnets (e.g., for med-
ical imaging systems). A number have been
involved in Japan’s magnetically levitated
train project (see box K later in this chap-
ter). Toshiba, Mitsubishi Electric, and
Hitachi have all built and tested prototype
LTS generators. Sumitomo Electric, Japan’s
leading producer of wire and cable, sup-
plied superconducting wire for many of
these projects. Sumitomo is also Japan’s
(and the world’s) leader in small synchro-
trons—which may emerge as a critical tech-
nology for production of next-generation
integrated circuits. Finally, a number of
Japanese firms have continued to pursue
R&D on LTS Josephson devices, with high-
performance computers in mind (see box
J, later in the chapter).

2. Others, new to superconductivity, began
their research programs only after the dis-
coveries in Zurich, Houston, and Tokyo.
Some view HTS as important for existing
businesses; others seek diversification. The
first group includes electrical equipment
manufacturers and other suppliers of cap-
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Box H.—Superconductivity R&D in Japanese Companies

NSF’s Tokyo Office conducted a mail survey of 43 Japanese companies for OTA in early 1988,
receiving responses from 38 firms with significant HTS R&D activities. As with the U.S. survey, the
sample was intended to cover Japanese firms with substantial activity in HTS, but it was not exhaus-
tive. Indeed, undercounting of people and R&D funding in the Japanese survey almost certainly ex-
ceeds that for the U.S. survey. Not only did the U.S. survey ¢over more companies, but the list of
Japanese firms that have joined MITI’s International Superconductivity Technology Center (ISTEC)
shows many participants that the Japan survey did not reach.t’

Level of Commitment

* As of early 1988, the 38 firms surveyed had approximately 900 scientists and technicians at work
on superconductivity R&D (both LTS and HTS), either part-time or full-time.

¢ In total, the 38 firms expected to spend about $90 million on superconductivity R&D in 1988.

¢ Seventeen of the firms reported a current annual commitment of $1 million or more for supercon-
ductivity R&D, with 3 spending in the $1 million to $2 million range, 8 at $2 million to $5 million,
and 5 putting between $5 million and $10 million into supemonductivxty R&D; one firm is investing
more than $10 million.

Types of Firms

« The 38 firms fall into the following broad categories: primary metals, and wire and cable (8); glass,
chemicals, and specialty materials (12); electrical machinery and equipment, and electronics, in-
cluding telecommunications (15), and other (3).

« The 1987 revenues of the companies ranged from $72 million to $46 bxllion. with a median of $3.2
billion. R&D spending ranged from 1 percent of sales to 12 percent; the median is 3.2 percent.

. Average 1988 R&D spending on superconductivity in tne four categories is as foliows:

primary metals, wire & cable .......... RIRIAPERA B e : PR .$4 0 million

electrical machinery and electronics . oo os wdRE L EER W . ©$3.3 million

glass, chemicals, specialty materials .............. Vedi e . +$0.8 million

11 173 P L3 & R R $0.3 million
R&D Activities

ot dut:tivity R&D, ét - 'ers, as in the United States, are
‘ teahnicians Thuimientistslangineers divided roughly as

scientists/en
follows. f

* Of the 900 people enga
nginears ani

eedwes s beesesis... 34 percent

......... < , e . 28 percent
ceinwn spe u;nf- vy e 20 pel‘cent
. EEE 18 percent

: mamiahckgmteﬂzaﬁm and processing. Fifteen
[ rojects dim::tod at electronics applications
d ng, Most of the companies with
aterials R&D.dnd ging than on applications.

ghan among the U $ . firms. Among the companies spend-
/ity R&D, 11 have Tﬁp&u}wts underway, and many ex-

" 1By May 19SS, 45 had ieined ISTEC as full members—Report Memorandum #155, Tokyq Office of the U.S. National
Science Foundation, “a! E myqrm:hodanly 25 Of these, and an even smaller fraction (5 Of 45)°Of associate members, For some
Of these companies, of course mpmond«cu \.1] 71w f R DW|t ‘m

Ancurrencyoommmmm: hex, as elsewhere in the chapter, have fwyen to thé dollar.
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ital goods. It also includes steelmaker,
who have begun speculating, for instance,
that magnetic levitation of strand-cast
products could lead to better surface qual-
ity and higher yields (box ). The steel-
maker are also trying to diversify, along
with glass companies and shipbuilders. All
these industries are in decline; opportuni-
ties for diversification and continued growth
hold great attractions in Japan.

Regardless of industry, many Japanese firms
are pursuing research and applications devel-
opment in parallel fashion."They have basic
work underway, mostly in characterization,
and people searching for materials with better
properties. Development projects include work
on thin films and efforts to fabricate wires. In
these activities, the Japanese are proceeding
much like their counterparts at the leading U.S.
industrial laboratories.

Japanese efforts differ in one major respect
from those in the United States. Many firms
in Japan have groups at work on feasibility
studies and exploratory “what if” exercises.
(Government programs, treated later in the
chapter, show the same thrust.) These groups
have a specific task: to think about possible
commercial applications. In some cases, the ef-
forts have already been carried to the stage of

11As Sumitomo Electric Vice President Nakahara explainsit,
Japanese companies and other research organizations should
pursue basic research and applications on “parallel tracks’ to
ensure cross-fertilization of efforts—Chodendo to wa Nanka
[wgzit is Superconductivity], Nihon Keizai Shimbunsha, 1987,
p. 91.

preliminary designs and marketing analyses.
The work is highly speculative, of course, but
the Japanese believe it will help prepare for
commercialization. Only a few U.S. companies
have begun similar efforts.

U.S. and Japanese Strategies Compared

The Japanese see applications coming rela-
tively quickly. When queried in the spring of
1987, scientists and research managers in Ja-
pan called for more basic research in their coun-
try, and efforts to develop applications based
on patents filed in the United States.”Like
Americans, they viewed superconductivity as
largely a research enterprise for now—with the
research laying groundwork for commercial
competition that would come soon, perhaps as
soon as one to three years. In essence, Japa-
nese companies are pursuing a three-pronged
R&D strategy: 1) basic research; 2) development,
aimed mostly at processing; and 3) product
planning and market evaluation. The last of
these carries the gravest potential consequences
for U.S.-Japan competition. If technical devel-
opments in HTS proceed as rapidly over the
next two or three years as during 1987, Japa-
nese firms will be in better positions to move
toward commercial applications than Amer-
ican companies.

If U.S. firms wait to think about product and
process developments until the research results

12“Chodendo Busshitsu: Nichibei Gokaku no Kaihatsu Kyoso”

[Superconducting Materials: Japan and the U.S. on a Par in Com-
petition for Development], Nikkei Sangyo Shimbun, May 12,1987.
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Box I.—HTS R&D at Nippon Steal

Why did the largest steel producer in the world put 40 people to work on HTS in February 1987?
Nippon Steel may be the leader in market share, but its sales have been declining—partly the result
of structural changes in the Japanese economy, leading to declining demand for steel, and partly a
consequence of greater competition in international markets. Company strategists have two major
tasks: 1) finding ways to make steel more cheaply, thereby helping the company compete in its pri-
mary if shrinking businesses; and 2) identifying new opportunities. Superconductivity fits both ob-
jectives.

Planners see Nippon Steel as bringing three primary technical strengths to HTS. First, the com-
pany has always designed much of its own production equipment. It has process engineering skills,
not only for making steel, but for titanium and other metals as well. Second, the firm has expertise
in wire manufacture-a technology that could turnout to be important as HTS matures. Finally—and
most important-Nippon Steel has worked hard over the years to develop technical capabilities in
ceramics. Originally, most of this work was in refractories for furnaces. More recently, the company
has sought to diversify into high-technology ceramics, and also into silicon production for the semi-
conductor industry. To the extent that the new superconducting materials will demand expertise in
ceramics and other advanced materials, Nippon Steel believes it will be well-placed.

None of these perceived strengths may turn out to be sufficient to place the firm in the forefront
of HTS. Nippon Steel’s executives might be grasping at straws. Nonetheless, the company has looked
with some care at 50 or more potential applications of HTS. Some of these analyses have been taken
to the point of comprehensive feasibility studies. For example, company engineers have evaluated
the prospects for continuous strand casting using superconducting magnets to confine and float mol-

ten steel, followed by in-plant materials handling also based on magnetic levitation.

are in, they may lose out competitively. Japanese
companies will already have thought through
those steps, weighed the potential problems,
considered alternatives—perhaps anticipated
some of the follow-on technical work and even
begun to pursue it. The Japanese approach
probably costs more—some R&D groups will
pursue false trails, companies may be paying
the salaries of too many people working on

overlapping projects—but the eventual rewards
could more than make up for this. Japanese
managers find it strange that American com-
panies believe they can track a technology’s de-
velopment, waiting for the right time to begin
product development, without actively and ag-
gressively pursuing that technology in their
own laboratories. (Of course, many Japanese
firms did just this not so many years ago.)

JAPAN’S HTS INITIATIVES

Many countries are pursuing HTS research,
but talk of a superconductivity race has focused
on the United States and Japan.”Sumitomo’s
many hundreds of patent applications, for ex-
ample, have drawn widespread attention. The

1See, for example, “Two Different Cadences in the Supercon-
ductor Race,” Washington Post, May 20,1987, p. Al; “U.S. ‘Lead-
ing Slightly’ in Superconductor Race, ” Japan Economic Jour-
nal, June 13, 1987, p. 15.

This section is based in part on interviews with government
officials in Japan during the fall of 1987. For background on Jap-

race is certainly a real one in terms of science.
Laboratories around the world confirmed su-
perconducting behavior in the thalium-based
materials in a matter of hours.

aneseindustrial policy, see International Competitiveness in Elec-
tronics (Washington, DC: Office of Technology Assessment, No-
vember 1983), pp. 413-422.

On patenting, below, see S.K. Yoder, “Rush to Exploit New
Superconductors Makes Japan Even More Patent-Crazy,” Wall
Street Journal, Aug. 27, 1987, p. 18.
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Preoccupation with Japanese efforts is hardly
a surprise, given Japan’s huge trade surplus
with the United States, and the longstanding
view by some that Japanese companies have
been getting a free ride from American re-
search.”Press reports have suggested that Ja-
pan is taking off in superconductivity, with gov-
ernment agencies in the lead.”

MITI asked for 3.5 billion yen (about $27 mil-
lion at 130 yen to the dollar) for superconduc-
tivity in fiscal 1988, well above the previous
year’s level (550 million yen, $4.2 million). (Jap-
anese budget figures do not include breakdowns
for high- and low-temperature superconduc-
tivity.) But the image of a government-coordi-
nated, crash program in HTS is false. The policy
environment for superconductivity remained
in flux in Japan during 1987. The difference
is this. After the middle of the year, the out-
lines of Japanese Government policies began
to solidify. By early 1988, they had taken shape.
U.S. policies, in contrast, remain in a state of
considerable disarray.

Government Resources for Superconductivity

In Japan, four principal agencies have com-
peted with one another for resources to support
HTS (table 6): the Science and Technology
Agency (STA); MITI; the Ministry of Educa-
tion (Monbusho); and the Ministry of Trans-
port. Key players in government, industry, and
universities have been seeking to get into the
superconductivity game, looking for money and
the authority to expand their programs.

Much of the substance of Japanese industrial
and technology policies emerges from behind
the scenes, the product of long-standing ties
among government officials, corporate execu-
tives, and, in a case like HTS, senior profes-
sors in the leading universities. A host of advi-

14This perception is an exaggeration. See International Com-

pe:t:;!,c;r;xg]msp?;\,l'!g)elfbr%%agg: b 'p%l%e%OSie to beat each other
to the patent office and marketplace. But at the same time, arch-
rivals join forces on certain tasks when speed is essential and
the research is risky. And the MITI orchestrates it all.” See S.K.
Y oder, “ Superconductivity Race Shows How Japan Inc. Works,”
Wall Street Journal, Aug. 12, 1987, p. 6. The same article calls
superconductivity a Japanese “obsession. ”

Table 6.—Major Japanese Government Programs and
Activities in Superconductivity

Science and Technology Agency (STA):

+ Multicore Project v
Nine laboratories and other government organizations par-
ticipating in work on theory and database development,
materials characterization, processing, and technology
transfer. The lead laboratories are the National Research
Institute for Metals (NRIM, with work on theory, databases,
thin films, and a superconducting generator) and the Na-
tional Institute for Research on Inorganic Materials (mate-
rials synthesis and new material development, crystal
structure determination, microstructure control).

+ Japan Atomic Energy Research Institute
R&D on superconducting magnets and applications.

« Japan Research Development Corporation
Primarily measurement work.

+ New Superconductivity Materials Research Association
(Forum)
Primarily information exchange.

Ministry of International Trade and Industry (MITI):

. Electrotechnical Laboratory (ETL), plus other MITI facilities
R&D on superconducting electronics (e.g., Josephson
devices), as well as new materials (including superconduct-
ing polymers).

. Moonlight Project
Superconducting generator.

. Support for Technologies Needed for Research and Proc-
essing
Thin film fabrication techniques; low temperature process-
ing of bulk materials.

. Research Associations
(See text.)

. International Superconductivity Technology Center (ISTEC)

Ministry of Education (Monbusho):

. University research support
Examples: Professor Tanaka's group at Tokyo University,
working particularly on new materials; Professor Muto’s
work on theory at Tohoku University; support for the Cer-
amics Center at Tokyo Kogyo University.

Ministry of Transportation:

. Support for the Magnetically Levitated Train project at the
Railway Technical Institute

SOURCE: Office of Technology Assessment, 1988.

sory committees, reports, and budget proposals
also contributed to the rise of superconductivity
on Japan’s policy agenda. The statements of the
Council for Science and Technology—an advi-
sory group chaired by the Prime Minister and
including the directors of MITI, STA, and other
major ministries—are typical. In August 1987
the Council issued a report on superconduc-
tivity calling for “hybrid” basic research, in-
volving experts from many fields. Japan’s na-
tional laboratories should promote cooperation
with industry and universities, and reward in-
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dividual excellence, the Council urged, envi-
sioning HTS R&D as a major step in improving
Japan’s creative research capabilities.

STA and the Multicore Project

Each agency is independently pursuing these
broad goals. In the summer of 1987, when HTS
became the focus of attention worldwide, STA
set up a Committee for the Promotion of Re-
search and Development of Superconducting
Materials. The nine members represent the ma-
jor STA laboratories, the Japan Research De-
velopment Corporation, and the Interministerial
R&D Division of the STA Research and Devel-
opment Bureau. The Committee’s report stressed
the many unknowns concerning superconduc-
tivity, and recommended a high priority for
basic research-not surprising, given the STA
mission.”

Highlighting the role of government, particu-
larly STA, the Committee urged that Japan’s
national laboratories, already credited with sig-
nificant contributions in HTS, accelerate their
efforts even more. While emphasizing the need
for research, the members also advocated prep-
arations for commercialization of new prod-
ucts. Their report touches on opportunities for
international cooperation, recommending that
Japan’s joint government-industry R&D pro-
grams be opened to foreign participation, and
that Japan seek to make a global contribution
to HTS. At the same time, the Committee un-
derscored the importance of making research
results from STA laboratories—of which there
are five—widely available.

The STA Committee sees these laboratories,
and the agency’s new Multicore Project, as the
bridge between university science and cor-
porate applications. Companies and universi-
ties participate through the New Superconduc-
tivity Materials Research Association, which
had about 130 members at the end of 1987. The
Multicore Project, with a budget of more than
2 billion yen (about $16 million) for fiscal 1988,
aims to strengthen the capabilities of STA lab-

18“New Developments in Superconducting Materidls R& D,”
Science and Technology Agency, Tokyo, Sept. 21, 1987.

oratories in HTS, and to speed transfer of re-
search results to industry.”

A number of STA laboratories will get more
money for HTS—notably the National Research
Institute for Metals (NRIM), which plans a ma-
jor thrust in materials characterization. NRIM
scientists discovered the bismuth oxide HTS
composition in January 1988. The National In-
stitute for Research on Inorganic Materials and
the Atomic Energy Research Institute will get
most of the rest of the STA money. Nine lab-
oratories in total will participate in the Multi-
core Project, with “core” research work going
on in each.

Given this decentralized approach (no phys-
ical relocations are planned), STA will rely on
a steering committee with representatives from
industry and universities, as well as govern-
ment, for coordination. The steering commit-
tee’s job will be a difficult one, the more so if—as
STA officials hope—MITI laboratories can also
be pulled into the Multicore Project. At present,
however, MITI has its own quite independent
plans.

MITI Programs

A recent report by the Advisory Committee
on Superconductivity Industrial Technology
Development, made up of representatives from
industry and universities, reflects the perspec-
tive of MITI—to Western eyes, the most visi-
ble agent of Japanese industrial policy ."Like
STA, the MITI committee sees the government
role as one of helping industry make use of re-
search results from the national laboratories
and universities. But MITI goes further in ad-

"Chodendo Zairyo Kenkyu Muruchikoa Projekuto 63 nendo
KisanYokyu Sokatsuhyo [Budget Request for Multicare Project
for FY1988); also “Superconductor R&D to Industrial Applica-
tion,” JPRS Report-Science& Technology, Japan, JPRS-JST-88-
007-L, Foreign Broadcast Information Service, Mar. 11, 1988,
;% 100 [translated from Nikkan Kogyo Shimbun, Jan. 1, 1988].

he Multicore Name signifies that multiple organizations form
the core of the project, emphasizing the thrust toward coordina-
tion and reorientation rather than an all-new initiative. The
project accounts for about two-thirds of STA’s fiscal 1988 bud-

et request for superconductivity, which totals 3.1 billion yen.
(Japan’sfiscal year beginsin April.) STA has also sought fund-
ing for a superconducting generator project.

18Chodendo Sangyo Gijutsu Kaihatsu Kondankai (1988).
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vocating national projects, not only for R&D
on the new materials, but for applications in
electronics and electrical machinery. Box J
notes the Ministry’s support for Josephson com-
puting technologies—a field where Japan be-
gan by following the path laid down by IBM
and other U.S. companies, then persisted after
American firms cut back their efforts.

A good portion of MITI’s 1988 superconduc-
tivity budget will go toward applications. Ex-
amples include a new project on thin films and
Josephson devices, part of the “Technologies
for Next Generation Industries” program of the
Agency for Industrial Science and Technology
(AIST is part of MITI). The Ministry’s 70
megawatt (MW) generator project, based on
LTS technology and also scheduled for more
than $10 million—a hefty slice of the 1988 MITI
superconductivity budget—follows several
years of feasibility studies. Motivated in part
by the search for energy savings, goals for the
8-year project range from improvements in
methods for processing superconducting wire
to construction of a complete prototype.” Offi-
cials say that HTS technologies will be utilized
if available.

Late 1987 saw a major step for the 70 MW
generator project, the formation of a research
association (kenkyu kumiai). As is typical of

1Chodendo Hatsuden Kanren Kiki-Zairyo Gijutsu no Fizabirite
Chosa Kenkyu, March 1987. The original Propos@], advanced
in 1985, was much more ambitious, calling
ator to be built in 5 years.

or a200 MW gener-

Photo credit: IBM Corp.

Memory cells in experimental Josephson junction
integrated circuit chip

these research associations—central mecha-
nisms of Japanese technology policy—MITI not
only helped with the planning, but will assist
with administration and furnish ongoing finan-
cial support. Likewise typical of MITI projects,
the research association brings together par-
ticipants with a range of technical strengths,
and companies from different industries: the
members include two cryogenic engineering
firms, the Fine Ceramics Center, the Central
Electric Power Research Institute, and a num-
ber of major electric power and electronics
firms. MITI sees its role as supporting indus-
try not only by creating incentives for applica-
tions-related R&D, but by spurring productive
interactions among firms and industries that
might not otherwise collaborate.

MITI, like STA, also runs its own labora-
tories. The Electrotechnical Laboratory—which
has won worldwide respect for its research-—
has been involved in superconductivity since
the middle 1960s, when the laboratory began
R&D on LTS magnets for MHD (magnetohydro-
dynamic) power generation under the Moon-
light Project. More recently, ETL has attracted
particular notice for its work on niobium-based
Josephson devices (box J). ETL’s overall 1987
budget came to $57 million; like many organi-
zations in the United States, the laboratory was
able to reprogram funds internally for HTS dur-
ing 1987; MITI will get $2.5 million for ETL
research on the new superconductors in 1988.
The laboratory has several groups, and about
40 people in total, working on superconduc-
tivity (the ETL research staff numbers 560).

The Ministry seeks to involve private corpo-
rations in its efforts through mechanisms rang-
ing from research associations to advisory
boards and symposia. Industry is MITI’s ma-
jor constituent, and the Ministry’s HTS pro-
grams will follow patterns laid down over the
years for supporting other industries and other
technologies-e. g., semiconductors, computers,
biotechnology.

The Ministry of Education

The Monbusho, which supports university
research, has a larger R&D budget than any
other arm of the Japanese Government. Sup-
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Box J.-Josephson Junction Computer R&D: From the United States to Japan’

The pursuit of a Josephson-based computer has taken quite different paths in the United States
and Japan since the early 1970s. Josephson devices provide the fastest electronic switches known,
hence—in principle-the fastest digital computers. Because they are Superconducting devices, with
very little power dissipation, JJs can be packed tightly together. Theoretically, therefore, a computer
built with JJs could be very compact, as well as extraordinarily fast and powerful.

U.S. Efforts

Three U.S. corporations pursued JJ R&D for computer applications: AT&T, IBM, and Sperry Univac
(which later merged with Burroughs to form Unisys). Each made significant contributions to the JJ
technology base. Beginning in the 1960s, more than 10 years of research at AT&T’s Bell Laboratories
produced a much better understanding of the physics of JJs. IBM went much farther, building a proto-
type of the circuitry for a complete computer, as well as exploring fabrication methods for JJ logic
and memory chips. Sperry concentrated on JJs made from refractory materials such as niobium and
niobium nitride (instead of the lead alloy used by IBM), and developed processing methods for high-
performance, all-niobium circuits.

All three companies had scaled back or abandoned their JJ projects by the early 1980s-each for
its own reasons. AT&T terminated the Bell Laboratories program in 1979 after deciding that the tech-
nical hurdles to practical applications were formidable. Sperry abandoned its effort to develop a JJ
computer in 1983, after closing its Sudbury, Massachusetts, research center, the focus of the work.
(JJ research by Sperry’s Defense Systems Division, aimed at sensors, continued.)

IBM, with the most ambitious program, was spending about $20 million annually by the early
1980s, with the National Security Agency (NSA) providing about $5 million of this. Although NSA
urged continuation, IBM drastically scaled back its effort in 1983, ending pursuit of a working com-
puter, after its Yorktown Heights Laboratory was reorganized and the JJ work came under new man-
agement. Logic chips based on IBM’s experimental production technology performed adequately,
but the memory did not; the new management team estimated that improving the memory chips would
add another 2 years to the schedule. By that time, management reasoned, continuing progress with
more conventional silicon and/or gallium arsenide chips would make it hard for a JJ-based machine
to offer compelling advantages in speed or processing power.

Before ending its JJ program, IBM came close to an agreement with Sperry for joint development
of Josephson technologies. IBM had the most advanced. designs but was struggling to fabricate them,
while Sperry had proven processing technologies. The agreement was almost 18 months in the mak-
ing, and had apparently cleared the antitrust hurdle after the NSA proposed taking the project under
its wing. But the agreement was never consummated because Sperry’s management decided to de-
centralize its R&D among its operating divisions, and reassigned its JJ computer group to the Defense
Systems Division--a reassignment that key technical employees declined.

Japan’s Program , o

Josephson junction R&D in Japan seems to have been driven by national as much as company
interests. Spurred by IBM’s advances, MITI's Electrotechnical Laboratory (ETL) initiated JJ research
in the middle 1970s. Nippon Telephone & Telegraph {NTT} also launched a J] program—now one
of the biggest in the world, with 40 professionals working on device design and fabrication. In 1980,
MITI established a supercomputer project with a 10-year budget of $100 million and the goal of build-

ing a 10-gigaflon machine hv 1900 ETI.'e anoning g ahanrhad inta thie naw initiative and

138 G AU TRIBGIIVES LAWULIIAALIY M) AUUW: AdA Ll U WVAIRIIAR 6 R AN WA LWL AL LARAL AAU VY LIIIVATGILAV Uy Al

expanded, with MITI supporting JJ work at Fujitsu, NEC, and Hitachi.

*Much of the information in this box is based on interviews. AlSO See A.L. Rebinson, “New Superconductors for @ Supercomputer,” Science,
Jan. 1, 1082, P. 40; A.L. Robinson, “IBM Drops SuaPerc_:onductmg Computer Project,” Sctence, Nov. 4, 1983, p. 492; “ JTech Panel Report on

o- & Microelectronics,” Jspanese Technology Evaluation Program, Science Applications International Corp. under contract No. TA-83-SAC-
02294 from the U.S. Department of Commerce, May 1985, Section 11; “Government's ROle in Computers and Superconductors,” prepared
for OTA by K. Flamm under contract No. H3-8470, March 1988, pp. 47-52.
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port for superconductivity is relatively new,
however, going back only to 1984. In 1987,
Monbusho funded 41 mostly small projects on
superconductivity at Japanese universities, with
spending totaling $4.3 million.” For fiscal 1988,
Monbusho spending on superconductivity will

xDajgaku Kankei ni okeru Chodendo Kenkyu no Tsuishin ni

tsuite [Concerning Support for Superconductivity Research in
Universities], Monbusho. The Ministry of Education’s figures
for support of university R&D normally exclude salaries, which
are paid out of other accounts. (Other Japanese Government a(?
cies typically include salaries in their published R&D budget
figures, justas in the United States.)

R&D, as well as. helping'to define intermediate remrch obiactives ,

reach about $14 million. Although the Educa-
tion Ministry has placed superconductivity at
the top of its list for greater support, it ranks
third behind MITI and STA in its 1988 budget
for direct support of superconductivity.

In addition to the many small projects it
funds, Monbusho provides much of the sup-
port for a few large programs headed by in-
ternationally known scientists. For instance,
Professor Shoji Tanaka’s group at Tokyo Uni-
versity will receive more than $700,000 during
1988. Professor Tanaka (who recently retired
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from the university to direct research at MITI’s
International Superconductivity Technology
Center, ISTEC), has also been awarded a 3-year
grant of $1.6 million for “Specially promoted
Distinguished Research.” Professor Yoshio
Muto, at Tohoku University, whose group has
been designated one of 30 priority research
projects, will get more than $2 million over the
3-year period 1988-1990. These large university-
based efforts generally include participants
from a number of universities, selected by the
lead professor.

Taking university research as a whole, the
scope in Japan is narrower than in the United
States, and the quality substantially lower. Ja-
pan has fewer centers of excellence, and a more
rapid drop-off in quality as one moves down
the scale. The best institutions in Japan are very
good. There simply are not that many of them.

Superconductivity, however, has been an ex-
ception. Before the discoveries in HTS, the field
had been something of a backwater. Interest
had been declining in the United States, more
so than in Japanese universities. Recently,
American scientists have given the Japanese
high marks for research in superconductivity.

Tokyo, Tohoku, and Kyoto Universities have
been getting about three-quarters of Monbusho
superconductivity funding. Some of the re-
search groups at these schools—e.g., Tokyo
University’s in superconductivity—are on a par
with the best in the world. And even in their
less known schools, the Japanese excel at some
kinds of work—notably painstaking empirical
research. Most important, R&D in Japan’s uni-
versities is improving rapidly, in part because
of the efforts of the younger faculty members
trained in the United States.

The Ministry of Transport and the Maglev Train

Japan’s magnetically levitated (maglev) train
project—box K—which has been underway for
two decades, is scheduled to get more than $4
million during 1988 from the Ministry of Trans-
port, which oversees the effort. While current
prototypes use LTS magnet systems for both
suspension and propulsion—and a relatively
small fraction of the program’s funds go toward

superconductivity R&D—the engineers leading
the project hope that HTS materials can even-
tually be incorporated.

The maglev program typifies the kind of long-
term, continuing effort—in this case beginning
in the 1960s—that Japanese decisionmakers ex-
pect will pay off in eventual commercialization.
Although maglev R&D supported by the U.S.
Government ended in 1975, the Japanese have
persevered. To Japan, the linear motor car has
become a symbol of indigenous technology de-
velopment.

Summarizing the Government Role

As the many different programs mentioned
above suggest, the scene has changed rapidly
in Japan. Major ministries involved in super-
conductivity R&D steered more money to HTS
during 1987, and have substantially higher
budgets for 1988. A superconductivity city has
even been proposed, where research would be
centralized and applications tested.” Increases
in government spending send unmistakable sig-
nals to industry, as well as to the universities
and national laboratories.

Japanese industrial policy works primarily
through incentives. Ministries seek advice from

211N agency has linked itself with the proposal, which seems
to be atrial balloon—*'Superconductivity City Project, " Science
and Technology in Japan, November-December, 1987, p. 43.

Photo credit: Japan External Trade Organization

Japan’s prototype linear motor car, a magnetically
levitated train.



74

In 1978, ammotypuﬁ[




75

business leaders in the early stages of policy
development. The processes through which
officials in government and the private sector
interact, and informal encouragement of indus-
try efforts by government, arguably play a role
at least as important as direct financial support.
Government funding for R&D projects tends
to be modest; consistently, private industry has
paid for three-quarters or more of all Japanese
R&D, compared with about half in the United
States (table 5).

At the same time, public funds for the maglev
train provided a stimulus for companies like
Sumitomo Heavy Industries to build their ex-
perience base in superconductivity and related
problems in cryogenic engineering. Japanese
companies participate as members of consor-
tia formed by MITI to undertake projects such
as the 70 MW generator. In the Japanese view,
such projects leverage public investment, help-
ing break technological bottlenecks and diffuse
results to industry. Companies participating in
Japan’s government-sponsored R&D efforts nor-
mally contribute about half of the project
funding.

When it comes to basic research, the govern-
ment share is about 50 percent in Japan, versus
two-thirds here. As pointed out earlier in the
chapter, many leaders in business, government,
and universities in Japan are pushing for im-
provements in basic research, seeking greater
creativity and originality. Because of budget
pressures, Government support for basic sci-
ence has been growing at an annual rate of only
3 percent, slower than the overall rate of R&D
growth in Japan. Thus the government share
of basic research funding has been declining.

As the yen rises relative to the dollar, Japa-
nese spending, when translated into dollars, ap-
pears more impressive. Calculated at exchange
rates current at the end of 1987, direct Japa-
nese Government support for superconductiv-
ity—exclusive of salaries—seems likely to be
about $70 million during 1988. Budget figures
in Japan do not break out LTS and HTS, but
a good portion of the total will no doubt sup-
port ongoing work with low-temperature ma-
terials. Funding increases have been sharp,
coming after a period of relatively low spend-

ing on superconductivity (leaving aside such
projects as the linear motor car, where super-
conductivity is a means to an end). In fiscal
1986, for example, MITI spent about $2 mil-
lion on LTS technologies. And set against over-
all Japanese Government R&D support—itself
relatively small compared to corporate R&D—
superconductivity remains a minor item.”

MITI’s 1988 HTS budget exceeds that of the
other agencies, but it would be a mistake to con-
clude that MITI is tightly coordinating Japan’s
superconductivity policies. In OTA’s inter-
views, MITI officials argued that, at this stage
in the development of HTS, competition among
ministries and research groups should be seen
as healthy. STA staff, meanwhile, hopes that
MITI laboratories will eventually join the Mul-
ticore Project—while conceding that this is un-
likely in the near term.

Who Has the Lead Role,
Government or Industry?

Westerners often misconstrue relationships
between government and industry in Japan.
MITI and other ministries may try to influence
corporate decisions, but Japan’s Government
does not issue directives to industry. A more
accurate picture of Japanese policymaking sees
government-industry interactions based on
processes of “reciprocal consent”’—continuing
discussion and negotiation.” Corporate leaders
are heavily involved in building consensus and
helping shape government programs. HTS will
be no exception.

In superconductivity, industry has influenced
government policies through frequent meetings
with ministry officials. At least a third of the
members of MITI’s Advisory Committee on Su-
perconductivity Industrial Technology Devel-
opment come from the private sector. More
than a hundred Japanese corporations belong
to the STA’s newly formed Shin Chodendo

12The Japanese Government budget for all science and tech-
nolog?/_activities totals 1,700 billion yen for fiscal 1988—about
$13 hillion. See Report Memorandum #147, Tokyo Office of the
U.S. National Science Foundation, Feb. 5, 1988.

=R J.Samuels, The Business of the Japanese State (Ithaca, NY:
Cornell University Press, 1987).
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Zairyo Kenkyukai [New Superconductivity Ma-
terials Research Association], best known as
the superconductivity forum.

The forum, chaired by Dr. Shinroku Saito,
serves as a “window” between corporate mem-
bers (who pay an annual fee of about $1,000)
and the universities and national laboratories
involved in the Multicore Project. According
to the director of STA’s Research and Devel-
opment Bureau, the forum will hold workshops
and symposia, undertake “brainstorming” in
support of the Multicore Project, and encourage
cooperation in research, both domestically and
internationally. Many participants, including
Dr. Saito, also advise other ministries; thus the
forum helps build linkages within the Japanese
Government.

The Fine Ceramics Center (FCC) illustrates
a different mechanism. Government and indus-
try have both provided money for an extraor-
dinarily well-equipped laboratory in Nagoya,
with participating companies sending scientists
and engineers. In contrast to some other MITI-
sponsored R&D efforts, many of which have
had staffs viewed as second rate, the FCC ap-
pears to have attracted highly qualified people.
The companies continue to pay their salaries,
and they help transfer technology from the
Nagoya laboratory back to their employer.

When it comes to Japan’s national labora-
tories, opinions differ as to whether corpora-
tions give more than they receive. For instance,
at the National Research Institute for Metals,
which normally hosts a half-dozen people from
industry who work alongside NRIM scientists,
laboratory officials contend that they have been
ahead of industry in at least some areas of su-
perconductivity. Organizations like NRIM also
let contracts to companies, including large cor-
porations (New Japan Steel, Toshiba). While lab-
oratory managers view contract research as a
mechanism for helping industry, the companies
—which make little profit on such work—tend
to see it as part of their contribution to the larger
national effort.

In the future, government scientists may have
a chance to spend time working in corporate
laboratories—some of them much better

equipped than government facilities—but so far
this has been rare. Legal provisions, only re-
cently relaxed through new legislation, have
limited such arrangements.

Direct cooperation in research between com-
panies and universities has likewise been
limited. This is also changing, however. Profes-
sor Tanaka recently had 10 scientists from a
group of private companies working in his
Tokyo University laboratories. The Monbusho
reports a total of 300 cooperative projects link-
ing universities and companies during 1987,
11 of them (all with Monbusho sponsorship) in
superconductivity. *In some contrast to efforts
in the United States, many of which seek to
push universities into doing industrially rele-
vant work (see the next chapter), rhetoric in Ja-
pan stresses cooperation in projects of inter-
est to both sides.

Japanese leaders, like those in many coun-
tries, view ties among universities, industry,
and government as weak. Statements on sci-
ence and technology policy continually high-
light the need for more effective working rela-
tionships. Industry tries to help by donating
equipment to the universities, but professors
worry aloud that industry will steal their best
research workers. At the same time, senior
professors typically help steer their graduates
to particular companies, helping build long-
-lasting informal communications networks.
Professional societies and study groups also
bring people together, providing opportunities
for working-level scientists and engineers from
industry, government, and the universities to
share information. In this respect, they repli-
cate the function of high-level advisory com-
mittees involving senior professors, corporate
executives, and ministry officials.

Recent changes in the law—for instance, mak-
ing it easier for faculty members to consult—
encourage interactions with industry, but many
Japanese officials think further steps will be
needed. Broad success in basic research would
seem to demand such cooperation. Given the

#*Sangaku Ittai € Hirogaru Koryu” [Expanding Exchange Be-
tween Industry and Universities], Nihon Keizai Shimbun, Jan.
20, 1988, p.1.
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slow growth in the government R&D budget,
the industry role is a critical one; superconduc-
tivity promises to be a prime test case.

As noted earlier in the chapter, many Japa-
nese companies-Sumitomo Electric is a good
example—have been expanding their basic re-
search efforts, while also pursuing parallel pro-
grams of applied R&Din HTS. The new oppor-
tunities have pushed many firms toward more
basic work—which they see as the necessary
preliminary to commercialization—and sensi-
tized them to the importance of university sci-
ence. Even so, a major reorientation of Japa-
nese R&D toward fundamental research will
require institutional, cultural, and political
shifts. The university system is widely viewed
as hierarchical and stifling, offering inadequate
incentives to bright young researchers. Change
has begun, but it is not clear how far it will go
or how deeply it will penetrate.

Rivalry or Cooperation? The Internationalization
of Japanese Superconductivity R&D

International cooperation in HTS has been
a central theme in pronouncements by govern-
ment officials in Japan. MITI has opened its
HTS programs to foreign companies. The STA
states that it will promote international collabo-
ration under the Multicore Project. In addition,
the Key Technology Center-sponsored by MITI
and the Ministry of Posts and Telecommunica-
tions—has provided financial support for for-
eign engineers and scientists who wish to work
in Japan. Finally, the Ministries of Foreign Af-
fairs and Education have announced a postdoc-
toral fellowship program that will bring recent
graduates of overseas universities to Japan for
research. Possibilities for U.S.-Japan coopera-
tion in HTS also exist on an agency-to-agency
basis. The U.S. National Bureau of Standards
and ETL have been exchanging scientists for
a number of years. Both have informally ex-
pressed interest in cooperation on HTS-related
standards.

Why the stress on “internationalization”?
There are two major reasons:

. The United States, along with other na-
tions, has been pressing Japan to make a

greater contribution to global welfare—one
commensurate with the size of the Japa-
nese economy and Japan’s technological
capabilities (box L). Among other things,
this implies a greater commitment to sci-
ence—the fruits of which should benefit
all—and to the transfer of technologies to
other parts of the world. Opening Japanese
research institutions to greater foreign par-
ticipation would be a first step. In many
official policy statements—including those
on HTS—Japan has pledged to take such
actions.

« More than just altruism, internationaliza-
tion would-serve Japan’s interests as well.
Foreign scientists and engineers will help
invigorate Japanese laboratories, encourag-
ing new approaches to research, and break-
ing down some of the traditions which—
particularly in the universities—seem road-
blocks to creativity. Japanese leaders also
realize that they may have to open their
own doors to retain access to R&D from
other countries. With science and technol-
ogy holding the keys to continuing eco-
nomic growth in the 21st century—a firm
belief in Japan—internationalization can
be viewed as a strategic and economic im-
perative.

The stress on international cooperation does
not signify any slackening in Japan’s efforts to
develop indigenous technologies. The Japanese
view it as a complement to these efforts—far
more than a matter of image, it is an intrinsic
element in Japan’s strategy for competing in
a world of intensifying global rivalries.

So far, as box L indicates, rhetoric has over-
shadowed results. MITI’s pitch for interna-
tional collaboration focuses on the Interna-
tional Superconductivity Technology Center,
established in January 1988. ISTEC, which gets
financial support from MITI, will be located
near Tokyo on a site formerly owned by Tokyo
Gas. More than 85 Japanese companies have
signed on as founding members. Although the
initial fee for full members is about $800,000,
with annual charges of about $100,000, the costs
are considered donations and earn the compa-
nies tax benefits. Associate members, who pay
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much less, will not be able to participate in re-
search or have immediate access to R&D re-
sults, but simply to ISTEC publications and
symposia.

ISTEC plans not only to conduct research in
its own facilities, but to support R&D in other
institutions, review and evaluate research for
its members, and carry out feasibility studies
on applications of HTS. To benefit from full
membership, foreign companies would need
Japanese-speaking employees, skilled in rele-
vant technologies, on site in the ISTEC labora-
tory. As of May 1988, no foreign companies had
joined as full members, although several had
signed on with associate status.

Are American companies missing a bet by
not joining ISTEC? For smaller firms, the costs

CONCLUDING

The U.S. business culture differs from that
in Japan, R&D strategies in American compa-
nies tend to be driven by hard-headed calcula-
tion of risks and rewards—which does not en-
courage aggressive commitments to HTS. Most
U.S. firms hope that someone else will do the
fundamental research. Many American execu-
tives feel uncomfortable with this short-term
approach, sometimes defensive. But they see
little choice, given the way U.S. financial mar-
kets operate.

Japanese executives work in a society and an
economy with a different set of traditions and
rules. They too must worry about profit levels,
but these are not the most important influence
on their behavior, Japanese managers think first
about growth and market position. Further-
more, they are acutely aware that they can no
longer depend on technologies from the United
States and Europe. Managers in Japan are at-
tempting, often with some fumbling, to increase
their firms’ research capabilities, seeing this as
one road to continued expansion.

Given the differences in attitudes and in ap-
proach to R&D, HTS has stimulated contrast-
ing responses. As a generalization, large Japa-
nese companies have more people at work on

pose a major barrier. But a number of U.S. com-
panies with R&D operations in Japan could cer-
tainly afford them. Some form of jointly spon-
sored membership—e.g., through an industry
association, or a joint venture such as Microe-
lectronics & Computer Technology Corp.—
might also be possible. If ISTEC yields impacts
comparable to past MITI-promoted R&D efforts
—e.g., the very large-scale integrated circuit
project of the late 1970s—then participation
could pay off. Even if the results in terms of
research outcomes prove meager, active par-
ticipation helps keep tabs on the competition.
This, after all, has been a primary motive for
Japanese firms to join in such group efforts.

REMARKS

HTS, doing a greater variety of things. Japa-
nese managers see HTS as a technology of para-
mount importance for global competition in the
1990s and beyond. U.S. executives might agree,
but they also see the risks and uncertainties
more starkly. They believe commercial prod-
ucts are farther off—that HTS will remain in
the laboratory for some years to come.

Thus, most U.S. R&D efforts could be de-
scribed as selective and probing. In contrast,
most of the Japanese efforts are relatively broad,
with people already assigned to think about ap-
plications. In pursuing their strategies, Japa-
nese companies are studying superconductivity
now as a potential commercial technology.
American companies are not. The Japanese
companies could be wasting their time and
money. At this point, no one knows. But if the
pace of discovery in the future matches that
of the past year, Japanese companies will be
better positioned.

In the United States, some of the first HTS
applications may well come from small, startup
firms—financially weak, and likely to face
difficulties in growing. The pattern is clear in
biotechnology, where startups have had to link
with larger companies to proceed with com-
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mercialization. Thus far, of course, the startups
are outnumbered by big American companies
like Du Pont and IBM. In Japan, the large, diver-
sified, and financially strong companies have
the field largely to themselves.

These Japanese firms are poised to move
quickly into production and marketing, on a
worldwide scale if they choose. In the past, this
asymmetry in industrial structure has had
powerful impacts—e.g., on competition in micro-
electronics, where American firms have fallen
behind for reasons that include lack of finan-
cial muscle. It remains to be seen how the story
will unfold in biotechnology—or in HTS.

In the United States, cooperation between
Government, industry, and the universities
tendsto be ad hoc, motivated by particular cir-
cumstances. There is no indication that HTS
will be an exception. Japanese companies com-
pete intensely with one another, but are none-
theless quite capable of cooperating on projects
judged to be in their interests, especially when
MITI or government agencies seek to foster
these projects.

Japanese Government funding for R&D in su-
perconductivity will not match spending by the

U.S. Government (although the exclusion of sal-
aries from some of the Japanese budget figures
makes comparisons difficult). Including both
LTS and HTS, the U.S. Government will spend
more than twice as much in fiscal 1988. More
important, however, Japanese firms have many
more people at work on HTS than American
firms. Companies commercialize, and compa-
nies in Japan have stronger commitments to
superconductivity.

Neither country has a coordinated national
initiative. Both seek to promote cooperation
among universities, industry, and national lab-
oratories. While business and government in
Japan do not always find it easy to cooperate,
they do exchange views and work toward con-
sensus. And, if Japan’s policy cannot be de-
scribed as a coordinated plan, policy directions
have been debated much more thoroughly than
here. By the beginning of 1988, policy objec-
tives in Japan had been reasonably clearly de-
fined. They show a clear recognition of spe-
cific needs and specific problems impeding
commercialization, and the Japanese Govern-
ment aims to help solve them.
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Chapter 4

U.S. Technology Policy: Issues for
High-Temperature Superconductivity

SUMMARY

The preceding chapter discussed company
strategies toward high-temperature supercon-
ductivity (HTS) in the United States and Japan,
as well as the policies of the Japanese Govern-
ment. The question now becomes: How can
U.S. Government initiatives help American
companies with commercialization? Both this
chapter and the next deal with Federal policies
and what they mean for HTS. Both also go be-
yond superconductivity, taking up broader is-
sues that affect commercialization and competi-
tiveness,

Many of these policy issues are matters of
ongoing concern to Congress and the execu-
tive branch: the Federal R&D budget and its
management; the health of university research;
technology transfer from national laboratories
to industry. Table 7 provides a guide to some
20 policy issues and options discussed in this
chapter; tables 9, 13, and 14, which follow later,
give more detail. As a glance at table 7 makes
clear, many of the issues and options have rele-
vance that goes far beyond HTS. By the same
token, many of the policy questions important
for HTS can only be understood in the broader
context of U.S. technology policy.

Federal agencies will spend some $60 billion
on R&D this year (ch. 2). Industry will spend
about as much, with private firms also conduct-
ing more than half the Government-funded to-
tal under contract. All companies that use tech-
nology live to some extent off the publicly
financed storehouse of technical knowledge.
The path to commercialization begins with this
technology base.

The overall size of U.S. R&D expenditures—
more than twice as much as Japan, and far more
than any of the Western European nations—
presents something of a paradox. How is it pos-
sible, given spending on science and technol-

ogy exceeding $125 billion, that the United
States has a problem in technology? Why
doesn’t American industry have what it needs
to compete? The question has two kinds of an-
swers, both partially true. The first is that tech-
nology is not, in fact, the problem—that difficul-
ties in commercialization and competitiveness
lie elsewhere. The analysis in chapters 2 and
3 indicated that technology is part of the
problem—though far from the whole problem.
The second answer is that not enough of the
R&D money goes toward commercially relevant
technology development.

Any analysis of the Federal role in commer-
cialization must begin with a look at how the
Government spends its $60 billion:

+ Nearly 70 percent goes for defense, up from
57 percent at the beginning of the Reagan
Administration. The United States devotes
a much larger share of total R&D outlays
for military projects than most other coun-
tries. Defense gets less than 5 percent of
the Government R&D budget in Japan.

* Much of the Federal money—this year,
about $20 billion—goes to the 700-plus na-
tional laboratories. For the most part, these
laboratories do not have a good track rec-
ord in transferring technology to civilian
industry. While recent initiatives by Con-
gress and the Administration have sought
to strengthen interactions between the lab-
oratories and industry, the process of
change is just beginning.

+ Outside of defense, aerospace, and health,
Federal agencies spend little on applied re-
search and development. Given the short-
term orientation of most of the R&D paid
for by private industry, a wide gap often
separates basic research and commercial
technologies —a gap that neither Govern-
ment nor industry has been filling.

83
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Table 7.—Summary Guide to Policy Options

Issue area Option Relevance
1. Funding Levels and Priorities for Federal R&D (see
Table 9 for details)
A. Funding Levels for HTS
. New money, agency priorities . . . . .. ............ 1o, HTS
B. Continuity of Funding
. Multi-year benchmark plan. . .. ................. 2..... HTS, but potentially
broader
. Two-year funding trial . .. ...................... 3..... HTS, could be
broader
C. National Science Foundation Budget
. Overall NSF budget increase. . . .. .............. 4..... general
. Funding for university laboratory equipment . . . . . 5..... general
D. Weaknesses in the Industrial Technology Base
. Review of U.S. technology base . . .. ............ 6..... ail commercial
technologies
.Basicresearchtax credit . . . ................... T.o.... general
E. Setting Priorites for Federal R&D
. Strengthen the Office of Science and Technology
Policy. ... 8..... general
Il. Strengthening Interactions Among Universities, In-
dustry, and Government (see Table 13 for details)
A. University-Industry Interactions; Multidisciplin-
ary Research
.Funding for NSFcenters . . . ................... 9 general
« Postdoctoral fellowships . .. ................... 100 general
B. Government-Industry Interactions: Technology
Transfer and Joint R&D
« Oversight on technology transfer from the nation-
al laboratories . .. ... ..o general
+ Pilot program for transfers of HTS technology
resulting from DoD-sponsored R&D . . . . ... ...... 12..... HTS, but potentially
broader
+ Technology transfer demonstration projects . . . . . 13..... general
« Personnelexchanges . ................couuuu.. 14..... HTS could get
special attention
- Cooperative R&D with industry. . ... ............ 15..... HTS, but potentially
broader
+ Sharing costs with private R&D consortia . . . . . . . 16..... HTS, but potentially
broader
+ Support for State Government initiatives . . . . . . .. 17..... general, but HTS
could get special
attention
ll. Technology Interchange with Japan (see Table 14
for details)
« Seed grant for office in Japan to monitor develop-
mentsinHTS .. ... .. 18..... HTS
. Research participation and language training . . . . 19..... general
Z Japanese technical literature. . . ... ............. 20..... HTS, but potentially
broader

SOURCE: Office of Technology Assessment, 1988.

At present, the Federal Government maybe
spending as much on HTS as the private sec-
tor. The agencies expect to spend $95 million
on HTS in fiscal 1988. OTA’s industry survey
(ch. 3) found that 55 U.S. firms plan to spend
about $97 million on superconductivity R&D
(LTS as well as HTS) in 1988.

While $95 million sounds like a lot, nearly
half will go for military projects. Department
of Defense (DoD) objectives shape R&D goals
even at the level of basic research. Nonethe-
less, much of the fundamental understanding
of HTS that results from DoD-sponsored re-
search will support the overall technology base
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for HTS. Moreover, the Defense Advanced Re-
search Projects Agency (DARPA) has empha-
sized processing in its HTS R&D; this work
should yield commercial spinoffs.

In general, however, civilian and military
technologies have been diverging, as DoD’s
needs grow ever more specialized. This pattern
is already evident in HTS, where prospective
applications include passive shielding for pro-
tection from nuclear radiation, or sensors for
the Strategic Defense Initiative (app. B). More-
over, in a period of tight budgets, DoD decision-
makers—from project and program managers
to laboratory directors and Under Secretaries—
scrutinize the R&D budget to make sure that
immediate military needs get the highest pri-
ority. Basic research suffers in such periods,
along with other work that might be of use on
the civilian side of the economy.

The Department of Energy (DOE) and its lab-
oratories will get the lion’s share of the non-
military funding—nearly 30 percent of the Fed-
eral total. Ten DOE laboratories may have more
to spend on HTS in 1988 than NSF will distrib-
ute to the Nation’s universities. DOE’s basic re-
search, like that of DoD, will help support the
technology base. As for commercial technology,
the laboratories are trying to develop new coop-
erative ties with U.S. industry. However, it
could take years for effective working relation-
ships to develop; in the absence of such relation-
ships, DOE R&D may not make a major contri-
bution to commercial technology development.

The National Science Foundation (NSF) share
of the HTS R&D budget, going almost entirely
for university research, declined from 25 per-
cent of the Federal total in 1987 to 15 percent
in 1988. The universities do get some funding
from DOE and DoD (especially through the
basic research programs of the Air Force and
the Navy). But the allocation of Federal R&D
funds seems out of balance, given the great
strength of American universities in basic re-
search.

Continuity of funding over the next 5 to 10
years will be just as important as the level and
allocation in any one year (Options 1, 2, 3). The

Federal budget for HTS is really nothing more
than the cumulation of agency decisions and
appropriations. Both Congress and the Admin-
istration could benefit from a better sense of
the overall dimensions of the Federal effort, so
that priorities could be weighed rather than sim-
ply emerging at the end of the yearly budget
process. A benchmark, multi-year funding plan
for HTS, which could be adjusted periodically
(not at alla rigid blueprint), would help in mak-
ing good decisions. Congress might also choose
to experiment with multi-year authorizations
and 2-year budgeting. These steps could help
avoid too much duplication in agency R&D
(some overlap can be desirable), as well as cuts
in other needed R&D to provide money for HTS
(little of the Federal total represents new money
specifically appropriated for superconductivity).

Many fields of science and technology vital
for competitiveness do not get adequate re-
search support; technical knowledge that could
help American firms compete is not available
when they need it. Often, the underinvestment
is most severe in fields that lack glamour and
the promise of immediate payback (examples
range from materials synthesis to corrosion and
wear)—just those likely to suffer when more
money must be found for an exciting new op-
portunity like HTS. Given the constraints on
the Federal budget, any decision to begin fill-
ing some of these gaps by spending more on
civilian R&D must begin with good informa-
tion and a government-wide perspective, mat-
ters addressed in Options 6 and 8.

Commercializing HTS will require multidis-
ciplinary R&D—physicists, chemists, materials
scientists, and engineers. NSF can play a vital
role in supporting multidisciplinary research
in universities, where such work has seldom
caught on (Options 9 and 10). While the Rea-
gan Administration proposed doubling the
Foundation’s budget over a 5-year period, Con-
gress gave NSF very little increase for fiscal
1988. Sustained growth in the NSF budget will
be needed if the agency is to increase its sup-
port of traditionally underfunded areas, includ-
ing engineering research—a critical priority for
competitiveness.
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If the Federal laboratories, in their turn, are
to provide much help in commercialization,
they will need to make sustained commitments
to working with the private sector (Options 11
through 17). Congress, in several recent laws,
has stressed the need for closer linkages between
the laboratory system and industry. Agency
responses have been mixed. With experience
limited, it might be prudent for the DOE lab-
oratories to adopt an experimental approach,
beginning with pilot projects, rather than plung-
ing into a full-fledged program of cooperative
endeavors. Personnel exchange programs could
also help shift the culture of the laboratories;
scientists and engineers working in the labora-
tory system need to understand how industry
functions and how the marketplace works if they
are to help in commercialization.

Chapter 3 outlined Japan’s proposals for in-
ternational cooperation in HTS research. So
far, American firms have not responded with
much enthusiasm. Options 18, 19, and 20 sug-
gest steps the Federal Government could take

to help industry and professional groups test
Japan’s openness to foreign R&D participation,
and to monitor Japanese technical developments.
Given the importance of person-to-person con-
tact in technology transfer, early steps should
include language training for U.S. engineers
and scientists, so they can work inside the Jap-
anese research system.

Although the analysis that follows covers a
broad range of issues related to HTS, it does
not pretend to be a comprehensive discussion
of U.S. technology policy. Nor do the 20 policy
options address all the problems identified in
earlier chapters—short-term decisionmaking in
U.S. industry, for example. This chapter has
a more modest aim: examining alternatives for
managing the Federal R&D budget to more ef-
fectively support the Nation’s commercial tech-
nology base without detracting from agency
missions. Most of these are incremental pol-
icy adjustments; chapter 5 looks at more com-
prehensive alternatives.

GOVERNMENT SUPPORT FOR HTS R&D

Funding Levels

Funding for HTS R&D has grown dramati-
cally since the end of 1986; table 8 gives the
best available estimates.'It is hard to criticize
the totals; indeed, the increases shown in table
8 seem generous in a time of budgetary pain.
Although little of the money represents new
budget authority, in 1988 the U.S. Government
will probably spend more on HTS alone than
Japan’s Government will spend on HTS and
LTS together. The 1988 total approaches the

'Low-temperature suBerconductivit (LTS) has shared in the
expansion. For years, DOE and DoD have funded LTS projects
such as energy storage and_sugerconducting machinery ge._g.,
for ship propulsion-Appendix B). Federal spending for LTS in-
creased from $40 million in fiscal 1987 t0 $84 million in 1988.
Aqe_ncy requests for LTS in the 1989 budget come to about $83
million. (Both the 1988 and 1989 figuresinclude Strategic De-
fense Initiative (SDI) contract work on superconducting mag-
netic energy storage.)

recommendation—$100 million—of a National
Academy of Sciences (NAS) panel.’

But the totals do not tell the whole story. HTS
could remain in the laboratory for many years.
During much of this time, the Federal Govern-
ment will remain a primary source of R&D
funds. Effective support for commercialization
will require stability in Federal funding, atten-
tion to priorities, and good management of
agency budgets.

In their fiscal 1988 budgets for HTS, some
agencies fared much better than others. DOE
and NSF spent roughly equal amounts on HTS
in 1987; the Energy Department will have more
than twice as much this year, while NSF’s in-

+Research Briefing on High-Temperature Superconductivity,”
Committee on Science, Engineering, and Public Policy, National
Academy of Sciences, Wasnington, DC, 1987, p. 19. The panel,
noting that corporate funding might add a comparable amount,
termed this’ . . . a good beginning in addressing the challenges
and opportunities offered by the new materials. ”
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Table 8.—Federal Funding for HTS R&D

Fiscal year budget (millions of dollars)

1987 1988 1989

(actual) (estimated) (requested)

Department of Defense®. .. .. ... ... . .. .. . . ... $19.0 $46.0 $ 63.0
Department of Energy . ... 125 21.2 38.7
National Science Foundation . . ............oouuiiiiniioi.. 11.7 14.5 17.2
National Bureau of Standards . . . ...t 1.1 2.8° 9.3
National Aeronautics and Space Administration . . . ... ............ 0.5 4.2 6.7
Bureau of MINES . . . .. 0.1 0.1 0.1
$44.9 $94.8 $135.0

3Working figures. subjectto change.
bExciudes $750,000 correlated work.

SOURCE: Preliminary agency data and budget estimates provided to the Subcommittee on Superconductivity of the Committee on Materials, May 1988

crease is only 25 percent. NSF officials have
said they have received many more highly-rated
proposals on HTS than they can support in fis-
cal 1988. Meanwhile, the DOE laboratories—
which typically get nearly two-thirds of the De-
partment’s basic research funds—may have
more money for HTS than NSF will provide
the Nation’s universities.

The NAS panel emphasized the need for new
money for HTS to avoid cuts in other, perhaps
comparably important, R&D. When the excite-
ment over HTS reached a peak early in 1987,
the fiscal year was well underway. Thus almost
all the 1987 funding came through redirecting
of dollars originally allocated to other research.
In many cases, scientists and engineers with
Federal contracts and grants took the lead in
this process, seeking approval from agency con-
tract monitors to move into HTS.

Faced with little growth in R&D budgets, most
agencies have had little choice but to continue
pulling money from other fields to pay for HTS.
The National Bureau of Standards (NBS)-with
a budget that grew 16 percent from 1987 to
1988— isprobably alone in being able to fund
its HTS work without sacrifices elsewhere.

In a period of tight budgets, when there may
be no way to avoid sacrificing one kind of re-
search to pay for another, good decisions on
priorities within and across agencies become
more important than ever. Doing a better job
of formulating R&D budgets could help iden-
tify conflicts earlier, and perhaps ease their

resolution. For HTS, stability over time will be
as important as next year’s R&D totals. a

At present, most of the funds for HTS come
from the general R&D authorizations of the
agencies. Rather than this piecemeal approach,
Congress could take a broader look at the Fed-
eral effort in HTS, and provide overall guid-
ance, through such mechanisms as a single
piece of legislation that would provide multi-
year authorizations of appropriations, defining
the responsibilities in HTS for each agency.
This approach is discussed in more detail in
table 9 (Option 1). It carries dangers: for exam-
ple, possible micromanagement by Congress.
On the ether hand, if implemented in too weak
a form, the effort could end up as little more
than a paper exercise, with little or no influ-
ence on the actual allocation of HTS R&D sup-
port across the agencies.

As a further step, Congress could direct the
Administration to prepare a multi-year estimate
of funding expectations for HTS R&D (see Op-
tion 2 in table 9). Some of the proposals on HTS
before the 100th Congress-e.g., H.R. 3217, as

3In a well publicized episode, a recent NSF effort to reduce
uncertainty in university research programs backfired. Managers
in the Foundation’s Materials Research Division, expecting a
substantial funding increase in fiscal 1988, made too many long-
term commitments during 1987, When the Federal budget was
finally approved, and the money was not there, NSF cut back
on ongoing multi-year grants (which are conditional on avail-
ability of funds) in order to support some new starts. See “State-
ment on Funding Levels for the Division of Materials Research, ”
National Science Foundation, Mar. 3, 1988.
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Table 9.—issue Area 1: Funding Levels and Priorities for Federal R&D

Issue

Options for Congress

Advantages

Disadvantages

A. Funding Levels for HTS

On the surface, Federal funding for HTS

R&D seems generous-$95 million for fis-

cal 1988. The difficulties lie beneath the

surface:

« Little of the total is new money. Few
agencies got the increases in their R&D
budgets they had planned on for fis-
cal 1988. They have taken money for
HTS from other research.

. Universities have had difficulty in lin-
ing up funds. Ten DOE laboratories
may well get more for HTS during fis-
cal 1988 than NSF will have for all the
Nation's  universities.

. The Administration is requesting a
hefty increase for HTS-to $135 mil-
lion in 1989-and is calling for a sub-
stantial rise in non-defense R&D. If
Congress pares back the R&D budget
to accommodate other needs, the new
money issue, along with allocations of
R&D funds among the agencies, could
be central issues, not just for HTS, but
for R&D generally.

B. Continuity of Funding

HTS could easily require a decade or more
of steady R&D support before a technol-
ogy base adequate to support commer-
cialization emerges, with a continuing
need for Congress and the executive
branch to assess funding levels, as well
as allocations across agencies—e.g.,
support for processing R&D, and whether
it is adequate to support commerciali-
zation.

Stop-and-go funding has been a common
problem for U.S. science and technology
policy-and a serious one-in part be-
cause of year-by-year budgeting for Fed-
eral R&D. A period without newsworthy
research results could lead to a dry spell
in HTS R&D budgets.

C. National Science Foundation Budget
Despite the Administration's announced
objective of a doubling in the NSF budg-
et between 1988 and 1992, the Founda-
tion's fiscal 1988 appropriation grew by
only 6 percent (compared with a request
of 17 percent). NSF has had to postpone
increases in funding for multidisciplinary
R&D centers and for research in engineer-
ing, traditionally underfunded.

Laboratory equipment in many American
universities is inadequate for either
research or teaching.

OPTION 1. Provide a legislative framework
defining the overall Federal commitment
to HTS-for example, a single bill provid-
ing specific multi-year authorizations for
HTS R&D by agency. The authorizations
would signal the congressional appropri-
ations and budgeting committees, as well
as the agencies, concering the relative
shares of funds for HTS R&D to be given
to each agency.

OPTION 2. Direct the Administration to
prepare a multi-year estimate of Federal
funding expectations for HTS R&D. This
might be a roling 5- to 10-year plan,
directed at commercial (rather than mili-
tary) applications, and intended to be re-
vised periodically (not a rigid, inflexible
set of research targets). Private sector in-
put could be built into the process.

OPTION 3. Direct the Administration to ex-
periment with a 2-year funding cycle for
HTS-possibly beginning with a pilot pro-
gram at NSF. (Section 201 of Public Law
100-119 encourages congressional com-
mittees to experiment with multi-year
authorizations and 2-year appropriations. )

OPTION 4. Consider substantial increases
in the NSF budget over the next few
years. Budget increases along the lines
of President Reagan's proposal for a dou-
bling of the Foundation's budget over 5
years would permit NSF to double or tri-
ple its funding for engineering research
~to the $400 million to $500 million
level-without ~ sacrifices  elsewhere.

OPTION 5. Appropriate substantially more
money to NSF-an added $100 million or
more per year-for equipment grants to
the Nation's universities for hoth research
and teaching.

A single framework for funding decisions
could help keep Congress aware of poten-
tial imbalances among the R&D agencies.
Multi-year authorizations, along with the
multi-year planning exercise discussed in
Option 2, and the experiment in multi-year
funding discussed in Option 3, could help
make the point to universities, the labora-
tories, and to industry that Congress intends
to sustain the Government's commitment to
HTS over time.

As a mechanism for helping policymak-
ers gain perspective on annual budget
proposals, multi-year estimates should be
useful both to Congress and the agencies.
The effort could improve agency coordi-
nation, limit overlap in R&D funding, im-
prove the quality of scientific and
technical advice to Federal agencies, and
reduce the likelihood that money for su-
perconductivity will come at the expense
of other needed R&D. If successful for
HTS, the approach might become a model
for other fields.

Uncertainty over funding for HTS during
1987 and early 1988, and nparticularly
over the prospects for new money, made
it hard for research groups in govern-
ment, universities, and industry to plan,
and delayed some projects. Such prob-
lems cannot be totally avoided in a fast-
moving field like HTS. But a 2-year budg-
et cycle would help keep R&Don a steady
course.

More money for engineering would be a
major step, not only in commercializing
HTS, but in supporting U.S. industrial
competitiveness across the board. NSF
will spend $171 million on engineering
research in fiscal 1988, only 10 percent
of the agency's research budget.

Gifts from the private sector can help, but
the problem is far too big to be solved in
this way alone. Government action would
help improve the Nation's technological
capabilities,

Congressional guidance could turn into
micromanagement of Federal R&D, or
pork-barreling.

Without proper oversight from upper lev-
els in the Administration, such an exer-
cise could turn into an agency wish list,
with little utility for making tough budget
decisions. Moreover, any effort to develop
a government-wide perspective would
probably be seen by some as top-down
planning-threatening agency autonomy
and flexibility. Multi-year budget esti-
mates, finally, would probably have limit-
ed utility unless the agencies supported
the concept-which few do now.

In the absence of improvements in
mechanisms for establishing R&D priori-
ties, a 2-year budget cycle would do lit-
tle to overcome the fundamental
budgeting problems posed by competition
for limited funds, To some extent, a
2-year cycle might reduce the flexibility
of the system, with potentially serious
consequences in periods of rapid techno-
logical advance.

Given the size of the Federal budget
deficit, a significant increase for one
agency could well come at the expense
of others. The increases in civilian R&D
included in the President's fiscal 1989
budget request-$300 million for NSF,
$400 million for DOE, $2.5 hillion for
NASA-cannot be accommodated within
the framework agreement worked out be-
tween Congress and the Administration
in late 1987 unless Congress adjusts
other budget items downward.

Unless accompanied by an overall in-
crease in NSF’'s budget (see Option 4),
more funds for equipment could cut into
the Foundation's research budget.
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Table 9.—Issue Area 1: Funding Levels and Priorities for Federal R&D—Continued

Issue

Options for Congress

Advantages

Disadvantages

D. Weaknesses in the Industrial Technology Base

Despite the size of the U.S. R&D budget,
gaps open in the technology base where
neither industry nor government provide
support. Prior OTA assessments have
pointed to some of the problems; many
more certainly exist. The first step toward
a solution is to characterize the weak-
nesses more fully

American companies conduct relatively lit-
tle basic research. Under the Tax Reform
Act of 1986 (Public Law 99-514) compa-
nies get a more favorable tax credit for
basic research they fund in universities
than for work performed internally. Both
the general R&D tax credit and the basic
tax credit for work sponsored at univer-
sities expire at the end of 1988.

E. Setting Priorities for Federal R&D
Competition for Federal R&D dollars
seems bound to grow more intense, with
conflicting demands between big science
and small, defense and civilian R&D, and
basic research and more applied work.
Establishing priorities and sticking to
them-e g , weighing the pros and cons
of expenditures such as required for a Su-
perconducting Super Collider, or the Na-
tional Aerospace Plane-requires a
government-wide perspective. This is the
job, in principle, of the Office of Science
and Technology Policy (in the Executive
Office of the President).

OPTION 6. Request a detailed review of
the U.S. technology base by the National
Academies of Science and Engineering.
Such a review might encompass:

+ funding levels for both basic and ap-
plied research across the broad range
of scientific and technical disciplines
important for industrial competitive-
ness, with particular attention to ac-
tual and potential bottlenecks and to
technical fields (like manufacturing)
that historically have been under-
funded,

processes for setting research priori-
ties and determining funding levels wi-
thin and across Federal agencies.

OPTION 7. Permit a separate tax credit for
basic research conducted within the firm.
To have much impact, an in-house
research credit would have to be as
favorable as current rules applying to bas-
ic research paid for by industry but con-
ducted at universities, and more favorable
than tax credits for internal R&D under the
1986 tax act, A basic research credit
could supplement the overall R&D tax
credit if Congress decides to make it per-
manent for 1989 and beyond. If Congress
lets the existing credit expire, a special
provision might be crafted-perhaps on
a trial basis—for basic research within in-
dustry.

OPTION 8. Give the Office of Science and
Technology Policy access to the staff
resources and advisory processes need-
ed, not only to monitor science and tech-
nology issues in the agencies, but to
assume an effective decisionmaking role
within the executive branch.

Given the budget deficit, it is more im-
portant than ever that R&D decisions be
based on sound analysis, Less glam-
orous. less visible fields tend to suffer
most in such periods, with harmful im-
pacts that show up only in later years,
when the damage has been done.

A basic research credit for work within
the firm would create stronger incentives
for attacking technical problems that fail
to excite much interest in universities.

A strengthened OSTP would permit the
Executive Office of the President to de-
velop and articulate priorities for science
and technology-backed up with analyt-
ical depth and detail that have not been
possible, given the Office’s current staff
(about 30) and budget (about $1.9
million).

Studying the problem without taking
steps to solve it would accomplish little,

Creating new tax credits runs counter to
the spirit of tax reform, while enforceable
guidelines for basic research could be
difficult to define,

OSTP will have little influence unless the
President wants it to, Lacking this, con-
gressional action to strengthen the Office
would make little difference,

SOURCE: Office of Technology Assessment, 1988.

introduced—would direct the executive branch
to provide, on a one-time basis, a Federal pro-
gram plan for superconductivity, including esti-
mated funding levels by agency for a five-year
period. H.R. 3217 would assign the overall
responsibility to the Executive Office of the
President, with roles for the Office of Science
and Technology Policy and the National Criti-
cal Materials Council. It provides for consul-
tation with the mission agencies, as well as
universities and industry. The proposal would

84-754 0 - 88 - 4 : QL 3

also create a more formal structure for coordi-
nation among agencies, (Box M discusses inter-
agency coordination of HTS R& D.) Any effort
to develop Government-wide estimates risks be-
ing seen as top-down planning—threatenin,
agency autonomy, professionalism, and flexi-
bility. Nonetheless, viewed as a mechanism for
helping policymakers gain perspective on an-
nual R&D budget proposals, multi-year esti-
mates could be useful both to Congress and to
the agencies.
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Without major changes, the NCMC would plainly have difficulty in serving as a coordinating
body for HTS. This could all change, of course, given an Administration committed to the idea of
a National Critical Materials Council—willing to give it a staff, and listen to its advice.

How about private sector input to government planning processes? President Reagan’s initiative
created the Wise Men’s Advisory Group (all five members are in fact men) to provide high-level policy
guidance. Several private organizations hope to serve similar functions on a less formal basis (e.g.,
the Council on Superconductivity for American Competitiveness, headed by George Keyworth, former
director of OSTP). A number of bills before Congress have proposed temporary commissions with
representatives from government, industry, and universities. Others propose a body that would re-
port periodically to Congress on policies for accelerating commercialization of HTS.

The decentralized U.S. approach to R&D implies ongoing coordination. Lacking this for HTS,
there are real risks of a Federal effort adding up to less than the sum of its parts. Perhaps the primary
point is that coordination in the sense of information exchange has little to do with priorities. The
Federal Government has few mechanisms for sorting out R&D funding across agencies. Multi-year

autharizations and a 2-year trial for HTS, as suggested in Options 2 and 3, could help Congress and

L L RS AR S &yl L2 222, 2 288

the Administration establish and maintain priorities.

With Congress appropriating money annu-
ally for research programs that may go on for
years, the ups and downs in R&D funding have
also stimulated frequent proposals for multi-
year authorizations and/or appropriations.”Al-
though Congress has been reluctant to move
in this direction, growing concern over the bud-
get process as a whole has led to discussion of
a two-year budget cycle. As a more modest step
toward a longer-term perspective on R&D de-
cisions, Congress could experiment with multi-
year funding in a single agency—perhaps NSF
(Option 3). The experiment might be under-
taken by programs in, say, the engineering
directorate or the materials research division—
both of which support HTS.

Neglect by Government and industry of com-
mercial R&D has slowed the passage of tech-
nology from laboratory to marketplace, harm-
ing U.S. productivity and competitiveness. Less
glamorous fields, particularly in engineering,
seldom attract funding commensurate with
their potential economic significance. Chapter
2 stressed U.S. underinvestment in processing
R&D; other examples include materials synthe-

‘For discussion of some of the possible mechanisms, see U.S.
Science and Engineering Base: A Synthesis of Concerns about
Budget and Policy Development, GAO/Reed-87-65 (Washington,
DC: U.S. General Accounting Office, March 1987), pp. 22-34.

sis (box C, ch. 2).°For such reasons, and despite
the huge U.S. investment in R&D, the technol-
ogy base no longer seems adequate to support
a competitive set of industries.

In government, lack of mechanisms for set-
ting priorities, coupled with stop-and-go fund-
ing for some kinds of R&D, have contributed
to the problems. Gaps and holes in the tech-
nology base emerge particularly in fields that
Federal agencies—DoD, DOE, NASA (the Na-

*On the lack of R&D in construction technologies, see Interna-
tional Competition in Services (Office of Technology Assessment,
July 1987), pp. 138-144. Other examples include:

- Direct reduction of iron to steel.

- Railway technology. (Given the importances of rail trans-

Portat_lon for the Nation’s economy, support has been woe-
ully inadequate compared to, say, aeronautical engineering.)

. 5’ro_cess control models for the fabrication of microelectronic

levices.

- Theoretical foundations for software engineering. (Better
understanding could lead to greater productivity in program-
ming, helping break a major bottleneck in U.S. industry.)

- Fundamental understanding of combustion processes. (Envi-
ronmental pollution from stationary powerplants, burning
of solid wastes, and automotive engines costs the United
States hillions of dollars each year. Lack of aresearch base
in combustion—in terms of thermodynamics, chemical ki-
netics, fluid mechanics, heat transfer—makes it difficult to
develop inherently clean combustion processes.)

+ Corrosion and wear. (These processes, so familiar and per-
vasive as to seem inevitable, have economic costs measured
in billions of dollars annually; wear, in particular, has never
attracted much scientific attention or research support.)

Also see Directions in Engineering Research: An Assessment
of opportunities and Needs (Washington, DC: National Acad-
emy Press, 1987].
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Photo credit: Argonne National Laboratory

HTS superconducting wire, ready for testing.

tional Aeronautics and Space Administra-
tion)—view as too far from their missions, and
that, in the view of corporate managers, will
not yield financial returns in the short or
medium term. Among the other causes: rela-
tively low levels of support for engineering re-
search, and Federal R&D programs that have
often gone astray when not tightly linked to
agency missions.

Congress could begin to enlarge the pool of
commercially-relevant technology by appropri-
ating additional funds to NSF, allowing the
Foundation to expand its support for engineer-
ing research without taking money from other
areas (Option 4). NSF's mission embraces the
strengthening of the Nation’s science and engi-
neering base; yet its current spending on engi-
neering research ($171 million) does not amount
to three-tenths of a percent of the overall Fed-
eral R&D budget.

Congress might also provide additional
money to NSF specifically for laboratory equip-
ment. Equipment in the Nation’s engineering
schools averages 20-30 years old; a quarter of
it cannot even be used.’An additional $100 mil-
lion annually, to supplement NSF’s current
spending of $250 million a year—would help
(Option 5).

NSF ranks no better than fifth in R&D spend-
ing among Federal agencies. Any search for
a broad solution to the problems in commer-
cial technology will have to look beyond NSF
and the university research it sponsors. Given
the pressures on the Federal budget, a realistic
first step might be to identify the weaknesses
in the existing technology base, and begin estab-
lishing priorities for allocating the limited funds
available. Congress could ask the National
Academies of Sciences and Engineering to be-
gin this task (Option 6).

As a complementary measure, aimed at en-
couraging American firms to undertake more
fundamental research, Congress might con-
sider changes to the Research and Experimen-
tation Tax Credit.’ At present, industry finances
only a fifth of all U.S. basic research. Federal

agencies—which pay for two-thirds (universi-
ties fund the remainder)—do not set priorities
based on commercial relevance. Giving com-
panies greater incentives to conduct work in-
house would help focus basic research on in-
dustrial needs.

Congress could institute a special basic re-
search tax credit for work conducted within

¢P. Doigan and M. Gilkeson, " Engineering Faculty Demo-
graphics: ASEE Faculty & Graduate Student Survey, Part I1,”
Engineering Education, January 1987, p.212. The National Re-
search Council suggests that an increase of $30 million or more
for engineering equipment alone would be appropriate—
Directions in Engineering Research: An Assessment of Oppor-
tunities and Needs, op. Cit., pp. 50-51. Also see “ Scientific Equip-
ment for UndergFaduat&s: Is It Adequate?” staff paper, Science,
Education, and Transportation Program, Office of Technology
Assessment, Washington, DC, September 1986.

‘Introduced in 1981, the credit was reduced from 25 percent
of qualifying R&D expenditures to 20 percent in the 1986 Tax
Reform Act. On its effectiveness, see International Competition
in Services, op. Cit., p. 364 Current law allows companies more
favorable tax treatment for support of basic research at univer-
sities or other qualified R& D organizations than for work car-
ried out at their own facilities,
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industry (Option 7). Assuming that Congress
extends the existing R&D tax credit, now set
to expire at the end of 1988, or makes it perma-
nent, basic research conducted internally could
be given more favorable treatment than other
qualifying R&D.

Finally, Congress could ask the Academies
for recommendations on an R&D strategy aimed
specifically at strengthening the Nation’s com-
mercial technology base (as noted in Option 6).
Such an exercise might help OSTP carry out
its policy and planning functions—including
legislative mandates that the office has had
limited success in fulfilling. As discussed un-
der Option 8 in table 9, OSTP may need strength-
ening if it is to be an effective arbitrator among
agencies and interest groups seeking Federal
R&D funds. In a period of intense competition
for scarce dollars, a Government-wide perspec-
tive is needed more than ever in setting and
enforcing priorities.

Defense-Related R&D
Funding Patterns

DoD has been supporting superconductivity
R&D for more than three decades because of
the potential applications in military systems.
In this light, the dominance of DoD in Federal
support for I-1ITS (shown earlier in table 8)
should be no surprise; much of the work is a
natural follow-on to earlier sponsorship of LTS
R&D.

The three services, together with DARPA and
the Strategic Defense Initiative Organization
(SDIO), maintain their own programs—-with the
DARPA and SDIO efforts the biggest by far (ta-
ble 10). Three-fourths of DARPA funds, and a
high proportion from SDIO, go to industry.
DARPA states that as much as 60 percent of
the processing R&D contracts currently in ne-
gotiation could go to firms that are not tradi-
tionally part of the defense industry. As for the
services, about two-thirds of their HTS R&D
funding is currently going to universities; if
HTS follows the typical pattern for basic re-
search in the services, this fraction may even-
tually decline somewhat (universities perform
about half the 6.1 (basic) research paid for by

the services, with government laboratories and
industry sharing the remainder).

DARPA'’s widely publicized processing ini-
tiative accounts for nearly all that agency’s 1988
total of $18 million. With no R&D facilities of
its own, DARPA will support processing-related
work in industry, universities, and laboratories
overseen by other agencies. The primary ob-
jective: speeding development of fabrication
techniques for HTS coatings, thin and thick
films, wires and other conductors. DARPA offi-
cials view the effort as a natural extension of
the agency’s ongoing program in manufactur-
ing technology for advanced ceramics. After
receiving about zoo proposals during the sum-
mer of 1987—responses to a solicitation that
assumed funding of up to $50 million for 1988
—the agency announced in January that some
16 companies and 4 universities had been se-
lected to enter into contract negotiations. When
DoD placed a temporary freeze on some of its
outside R&D (including DARPA’s) in May 1988,
nearly all of the contracts remained to be
awarded. The freeze was in effect when this
report went to press in June 1988.

SDIO’s HTS R&D—second to DARPA'’s in
funding-focuses on relatively near-term appli-
cations. The organization works closely with
the services and other agencies, looking to
“technology insertion working groups” for ad-
vice on where to direct its R&D dollars. Like
other parts of DoD, SDIO contracts extensively
with industry. In addition to HTS, the organiza-
tion funds considerable work on LTS—for in-
stance, a design competition on magnetic energy
storage for powering large lasers, budgeted at
$11 million currently and $13 million for fis-
cal 1989.

R&D sponsored by the services reflects their
missions. Much of the Air Force effort goes
toward possible applications in electronics,
funded (principally through the Air Force Of-
fice of Scientific Research) in universities and
the Air Force’s own laboratories. The Office
of Naval Research is likewise putting most of
its current HTS money into basic research (6.1).
While the Army also has a program underway,
the level is low (as expected, given that the
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Table 10.-Department of Defense Funding for HTS R&D*

Fiscal year budget (millions of dollars)
1987 1988 1989

(actual) (estimated) (requested)
ATy ot et $1.0 $2.0 $3.0
NaVY .« 5.0 7.0 9.0
AN FOICE .« . ot 4.0 7.0 8.0
Defense Advanced Research Projects Agency (DARPA) . ... ............ 4.0° 18.0 20.0
Strategic Defense Initiative Organization (SDIO) . . ... .................. 5.0 12.0 23.0
$19.0 $46.0 $63.0

3working figures, subject to change. DoD also spends substantial sums on low-temperature superconductivity.

Bincludes $2miliion from the Balanced Technology Initiative.
SOURCE: U.S. Department of Defense, April 1988.

Army traditionally funds relatively little R&D
compared to the other two services). Each of
the services has formed internal working groups
to coordinate its effort.

Implications for HTS

With DoD paying for nearly half the govern-
ment’s HTS R&D, the obvious question follows:
What does this mean for commercial develop-
ment, and for the civilian side of the economy?
In the past, Federal dollars for both R&D and
procurement provided much of the impetus for
vibrant commercial industries—aircraft, com-
puters, microelectronics.

At the same time, as summarized in box M,
DoD’s very success in driving technology for-
ward has led to a split between military and
civilian applications, with defense systems
growing steadily more specialized. Some would
claim that military spending has undermined
U.S. industry—distorting the technological en-
terprise by diverting the best and brightest engi-
neers and scientists from civilian industries,
skewing university research (and, through the
research interests of faculty, university curric-
ula), and turning companies aside from the cost-
driven discipline of the marketplace. In this
view, rather than providing fertile ground for
spinoffs, DoD support for HTS might divert re-
sources from commercialization.

Indeed, there seems little reason to expect that
spinoffs from DoD funding for HTS will have
impacts as significant as those that spurred
earlier high-technology industries. Since the
1950s and 1960s, technology transfer from the

military to the civilian side of the economy has
slowed, for reasons that include the expand-
ing curtain of secrecy surrounding DoD and
its contractors. With military systems growing
steadily more esoteric, it would be unwise to
rely on DoD support for HTS as a substitute
for civilian R&D. This does not mean that DoD
R&D cannot be a valuable complement.

Two broad questions will determine the ef-
fects of DoD spending on the commercial
prospects for HTS: 1) What are DoD’s objec-
tives with respect to HTS, and how do they com-
pare with commercial needs? and 2) How much
money will go to generic R&D, and thus offer
potential for commercial spillover regardless
of ultimate system requirements?

In mid-1987, a DoD working group examined
the R&D that would be needed to exploit HTS
in military systems. The working group, in an
options paper described as a “map of the ter-
ritory” rather than a “predetermined itinerary,”
concluded that an aggressive program to bring
HTS to the point of military-specific applica-
tions would cost about $500 million over a 5-
year period.°The working group’s options pa-
per, which assumes that technology, not money,

*‘Superconductivity Research and Development Options: A
Study of Possible Directions for Exploitation of Superconduc-
tivity in Military Applications, " u.s. Department of Defense,
July 1987. Summary figures for the 5-year program plan, totalling
$506 million, aggear on pp. 122 and 123. In thefirst 3 years (fis-
cal 1988 to 1990], the working group called for $293 million—
twice the $150 million DoD expenditure mentioned in the Presi-
dent’s July 1987 superconductivit,initiative, and far more than
defense agencies are likely to spend over this period, judging
from preliminar, budget figures.
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would be the limiting factor, discusses R&D in
several broad categories:

. materials characterization, including ef-
forts to find HTS compositions with higher
transition temperatures;

. processing R&D;

. small and large scale applications and dem-
onstrations.

While there are no signs that the 5-year spend-
ing plan will go forward as outlined in the work-
ing group’s report, the budget estimates pro-
vide a baseline for considering DoD’s view of
prospects and priorities in HTS. Sixty percent
of the 5-year total would go for applications—
$306 million. processing—which holds more
potential for commercially relevant R&D results
—would get $129 million, or 25 percent; the op-
tions paper allocates $71 million for materials
characterization, equally generic. The break-
down by budget category paints a similar pic-
ture: basic research (6.1) accounts for 29 per-
cent of the total, compared to 38 percent for
exploratory development (6.2), and 33 percent
for advanced development (6.3A). Viewed ei-
ther way, basic research and generic R&D
would get a substantial share of the resources,
as befits a new technology.

Most but not all of the applications work
would be of interest primarily to the military.
Examples include infrared sensors, detectors
for submarines, and electromagnetic coil/rail
guns. Some applications projects might gener-
ate commercial spinoffs: electronic devices for
digital systems; motors, generators, and other
electrical power equipment. (As discussed in
app. B, these applications could, in principle,
be implemented with LTS technology; indeed,
even were HTS reduced to practice, LTS might
provide superior performance.)

Still, superconducting motors and generators
for military applications, to take one example,
will differ fundamentally from those for civil-
ian applications. DoD’s interest stems largely
from the advantages that superconducting
motor-generator sets could have for ship propul-
sion and on board aircraft. Such propulsion sys-
tems would offer new freedom in packaging
the major systems within a ship’s hull; for sub-

marines, in particular, there would be more
room for weapons. Compact design becomes
a primary design criteria. For civilian power
generation, in contrast, greater efficiency is the
objective, with size (and weight) of little import.
From a design standpoint, superconducting
generators for the military and for electric util-
ities would have relatively little in common.
Only in the most general sense would know-
how from one transfer to the other.

Processing technology will be particularly im-
portant for HTS. Wire manufacture and fabri-
cation received little emphasis in LTS R&D until
becoming a bottleneck to applications. Years
were then spent learning to produce niobium-
titanium wires and windings with the needed
properties. A similar experience in HTS could
put U.S. firms behind, given that processing
is an area in which Japanese firms will undoubt-
edly excel. Here, DARPA’s processing program
should help. Many of the processing and fabri-
cation methods ultimately developed will be
similar regardless of end-application, and DoD
officials have frequently stated that results will
remain unclassified to the extent possible. (In
part for such reasons, H.R. 3024, the proposed
National Superconductor Manufacturing and
processing Technology initiative, would give
DARPA a lead role in the Federal Government
for processing-related work. The 100th Con-
gress had taken no action on this bill, which
assigns subsidiary roles to DOE, NSF, and NBS,
as OTA’s report went to press.)

DoD work aimed at high-performance com-
puters, where applications will depend in part
on thin-film fabrication capabilities—e.g., for
Josephson junctions—could likewise have posi-
tive impacts on the civilian economy. Not only
DARPA, but the National Security Agency has
traditionally supported work aimed at high-
performance computing (box N).

If DoD were to follow a spending plan some-
thing like that outlined by the working group—
i.e., roughly half a billion dollars over five or
six years—civilian industry would surely ben-
efit from some of the technology developed. De-
spite the stress on applications—noteworthy,
given the relative pessimism of U.S. industry
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Finally, DoD also funded a considerable amount of visionary research-one of (D)ARPA’s jobs.

Here, the military mission did not always dictate R&D objectives, or even provide much guidance:

(D)ARPA supported work in artificial intelligence and the behaviorial sciences inthe absence of near-
term military applications.
Military and Civilian Technologies: Diverging Objectives

During the Vietnam years, defense R&D growth slowed; DoD has never built its support for generic
technology development back to pre-Mansfield Amendment levels. (The Mansfield Amendment, part
of the military authorization bill for fiscal years 1970 and 1971, sought to tie DoD R&D more closely
to defense needs.) Meanwhile, military high technology moved steadily away from civilian high tech-
nology. In the face of pressures from the Pentagon, DARPA too has turned toward projects for which

it can more easily demonstrate military relevance, and steered a greater fraction of its funding to
traditional defense contractors.*

As computers, for example, proliferated on the civilian side of the economy, prices dropped and
the government role as primary customer declined. Computer firms took more of the R&D burden
on themselves, adapting their products to the needs of banks, insurance companies, and manufactur-
ing firms. Even so, defense agencies have continued to support both basic research and high-risk,
high-cost development projects—work that could have major impacts in the future; as noted in chap-
ter 3 (box J), the National Security Agency provided partial support for IBM’s research on supercon-
ducting computer components. Military demand also continues to provide substantial support for
supercomputer manufacturers.’

In semiconductors, the story is similar. Military procurements accounted for about half of all
U.S. production in 1960. By the middle 1970s, the military had become no more than a minor cus-
tomer for all except the most highly specialized chips; today, military sales run at less than 10 percent
of the U.S. market, In 1979, the Pentagon found itself forced to create the VHSIC (Very High-Speed
Integrated Circuit) program, an effort to take advantage of advances on the commercial side of the
industry, where applications had long since outrun those in military systems.

The Pentagon likewise provided much of the early R&D support for lasers—in the early 1960s,
twice the industry’s own spending—and today continues to pay for most of the work on high-power
lasers.’Military R&D, including fundamental research, has been conducted primarily in DoD’s own
laboratories, or those of its contractors, not at universities. As customers, the services have sought
laser rangefinders for tanks—the first significant application on the defense side-and beam weap-
ons. Civilian applications, meanwhile, began with eye surgery.

Today, the growing divergence between military and commercial technologies is visible in at least
three ways:

e System Design Requirements.—In the 19th century, military needs contributed to the technol-
ogy of interchangeable parts and the American system of manufactures, in the 20th, to the 707—
but also to the Space Shuttle, and potentially to the recently proposed National Aerospace Plane
(NASP).” Mission-specific operating requirements, and growing system complexity, mean less
overlap between military and civilian designs. DoD’s performance targets for the NASP go well
beyond the point of diminishing returns for commercial carriers, who have shown little inter-
est. Specifications and testing procedures for military chips (temperature cycling, radiation
hardness) provide another example of the ways in which defense requirements may run counter

 “DARPA has weathered a number of these cy cles—tolerance fOr visionary research, followed by aturn back toward applications, engineer-
ing, and hardware. See Targeting the Computer, op. cit., p. 180; also “ The Advanced Research Projects Agency, 1588-1974,” Richard J. Barber
Associates, \Washington, DC, December 1975. . ) B

'G. Kozmetsky, “Supercomputers and National Policy: Maintaining U.S. Preeminence i an Emerging Industry,” Supercomguters: A Key
to U.S. Scientific, Tecknological, and Industrisl Preeminence, J.R. Kirkland and J.H. Poore, (eds.) (New York: Praeger,1967), P. 10.

“The Maturation of Laser Technologg/' Social and Technica Factors,” prepared for OTA by L. Bromberg, The Laser Hlst0r¥ Project,
under contract No. H2-5210, January 1988; R.W. Seidel, “From glow to flow: A fistory of military laser research and development,*’ op. it.

*Advanced Materials by Design: New Structural Materdals Technologies (WWashington, DC: Office of Technol ogg_Assessment, June 1988).
Those ON the_commermaf/ Sdeof the arcraft industry envision an airplane that"could fly halfway around the globe in 2 hours, reaching speeds
of Mach 5 (i.e., 5 timesthe s%leed of sound). DoD é&ces the NasP as a possible launch vehicle for SDL among other things, and the military
version would have to reach Mach 25.
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—the options paper calls for a lot of money in
total, and a hefty infusion of funds for the more
generic work.

But DoD will almost certainly not have this
much money for HTS, as table 10 indicates. The
fiscal 1988 total--$46 million--is well under the
$68 million called for in the options paper, and
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the gap will grow: DoD has requested $63 mil-
lion for HTS in fiscal 1989, much less than the
working group’s recommendation. With funds
tight, defense agencies normally preserve their
applications programs as best they can; they
will have to continue with materials characteri-
zation and processing to support downstream
development in HTS developments, but the
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temptation will be to go no further into basic
work than absolutely necessary.’

The final point is this. R&D management in
any mission agency entails a continuous ser-
ies of large and small decisions. These deal with
such matters as funding levels and priorities,
research targets, intramural versus extramural
projects, contract and program managers cons-
tantly weigh alternatives for expenditures rang-
ing from a few thousand dollars to many mil-
lions. Broad objectives are set at upper levels;
people lower down make their choices guided
by these objectives (though often with consid-
erable autonomy). But at all levels, D o D
decisionmakers— from program managers to
laboratory directors and the Under Secretary
for Acquisition (who has overall responsibility
for DoD R&D)—have their eyes on military
needs, not those of the civilian economy. This
is their job. Directives from outside the Penta-
gon may influence these day-to-day decisions,
but not by much.

HTS R&D in the Energy Department Laboratories

DOE laboratories have actively sought ma-
jor roles in HTS, typically for reasons includ-
ing diversification beyond their primary mis-
sions. As table 8 indicated, DOE’s budget for
HTS R&D exceeds that of NASA, NSF, and NBS
combined; table 11 gives the allocation within
the Department. If usual patterns prevail, two-
thirds or more of DOE’s basic research dollars
will be shared among DOE’s nine multiprogram

‘The technical objectives of DoD 6.1 basic research are com-
monly shaped to considerable extent by military needs. DoD’s
own options paper notes.

While DOD will surely benefit significantly from efforts of other
organizations (DOE, NSF, DoC, NASA) in areas of materias
characterization, theory, and search for high-transition-temper-
ature materials, it is essential that DSRD [Defense Superconduc-
tivity Research and Development] itself include substantive activ-
ity in these areas. Much of the remainder of DSRD activity is so
highly applications driven that DSRD characterization, theory,
and search activities are essential as a means to provide focus
in directions of greatest perceived impact on DoD applications.
Weight considerations are paramount in many DoD applications
(asin those of NASA), and DoD has other stressing requirements
related to mechanical and thermal shock, as well asto radiation
hardness, all of which dictate that DoD-specific characterization
investigations be pursued.
“Superconductivity Research and Development Options: A Study
of Possible Directions for Exploitation of Superconductivity in
Military Applications,” op. cit., pp. 19-20.

laboratories (the “National laboratories”) and
a number of more specialized research facilities,

The Energy Department and its predecessors
have been the patron of big science in the Fed-
eral Government since the days of the Manhat-
tan Project. While the Federal Government
owns the DOE laboratories, most are operated
under contract—some by universities, some by
private corporations.” The laboratories have
a collective budget well into the billions, and
employ about 15,000 scientists and engineers,
Several have strong foundations in supercon-
ductivity, stemming from years of work on LTS
magnets for high-energy physics and fusion re-
search, along with projects such as Brookhaven's
10-year effort on superconducting power trans-
mission. By one estimate, DOE has spent $100
million on LTS R&D over the last two decades,
in addition to $200 million for purchases of ma-
terials and equipment. Given this history, and
the Department’s responsibilities for energy
R&D, it is no surprise that the laboratories have
garnered the majority of non-DoD Federal dol-
lars for HTS.

A number of the laboratories have excellent
equipment for synthesizing and characterizing
the new HTS materials. They have physicists,
chemists, and engineers with the skills and ex-
perience to contribute to the science and tech-
nology base for HTS. But while many of these
laboratories produce excellent science (as well
as mission-oriented weapons development),
they have little experience in helping industry

1Eight multiprogram national laboratories have gotten most

of the DOE funds for HTS. These laboratories. and contractors
as of 1988, are:

Laboratory Contractor )

Argonne University of Chicago

Brookhaven Associated Universities, Inc.
Lawrence Berkeley ~ University of California

Oak Ridge Martin Marietta Energy Systems, Inc.

Pacific Northwest Battelle Memorial Institute

Lawrence Livermore University of California

Los Alamos University of California

Sandia Sandia Corp. (a subsidiary of AT&T
Technologies)

Livermore, Los Alamos, and Sandia are weapons laboratories.

Single-program DOE laboratories active in HTS include Ames

Laboratory [operated by lowa State Unlverst)g and the Solar

Fnergy )Research Institute (operated by the Midwest Research
nstitute).
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Table 11.—Energy Department Funding for HTS R&D*

Fiscal year budget (millions of dollars)

1987 1988 1989
(actual) (estimated) (requested)
Office of Energy Research
BasiC Energy SCIENCES. . . . . ...t e $10.2 $15.1 $16.7
High Energy&Nuclear Physics . . . .. ... ... . i 0.2 0.2 0.3
Defense Programs. . . ..o v ittt 1.6 6.7 6.7
Office of Conservation & Renewable Energy
Energy Storage & Distribution . . ... ... ... ... 0.2 4.4 12.9
Energy Utilization Research . . ... ... .. ... .. . . i 0.1 0.4 2.0
Office of Fossil Energy Advanced Research &
Technology Development. . . .. ... e 0.2 0.3 0.2
$12.5 $27,2 $38.7

3Excluding (he Department’s Small Business Innovation Research Program. DOE currently spends more 0N LTS R&D than on HTS—$28.5 million onLTS in fiscal 7987,
$39.5 miltion in 1988.In fiscat 1989, the Department isseeking $52 million foL TS R&D (a figure that excludes $34 millionfor procurement of materials and components).
NOTE: Totals may not add because of rounding.

SOURCE: U.S. Department of Energy, 1988.

Photo credit: Princeton University Plasma Physics Laboratory

Tokamak Fusion Test Reactor, employing superconducting magnets.
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commercialize new technologies. DOE plans
to require the laboratories to involve industry
and the universities in their HTS work to a
greater extent than usual; for DOE’s R&D to
have impacts on commercialization commen-
surate with the Department’s budget alloca-
tions, these efforts will have to succeed.

In 1988, more than half of DOE’s HTS bud-
get—$15 million of $27 million total—will be
channeled through the Basic Energy Sciences
program (B ES, table 11). While some BES funds
go to universities and to industry, most of the
program’s HTS work during 1987 was under-
taken within the laboratory system—a pattern
that will probably continue.”BES has estab-
lished two joint programs in HTS, each involv-
ing three laboratories. Under an arrangement
worked out in 1987, Argonne, Ames, and Brook-
haven will concentrate on processing R&D for
bulk materials, while Oak Ridge, Los Alamos,
and Lawrence Berkeley will work primarily on
materials synthesis, thin films, and electronic
devices. The Administration’s 1989 budget re-
guest would give BES a 10 percent increase for
HTS.

Another DOE office—conservation and re-
newable energy—will spend nearly $5 million
in fiscal 1988 for R&D related to possible elec-
tric power applications. Initial activities in-
cluded a number of feasibility studies, includ-
ing a jointly funded effort with the Electric
Power Research Institute examining possible
end uses. If the president’s 1989 budget is
adopted, conservation and renewable energy
could find its HTS budget tripling. Most of this
would go to the office’s energy storage and dis-
tribution group. In April 1988, DOE announced
that it would provide relatively small sums to
10 DOE laboratories (eight of the multiprogram
facilities, Ames Laboratory and the Solar Energy
Research Institute) for work related to electric

uThe Division of Materials Sciences, which controls most of
the money for HTS within BES, %ent 63 percent of research
funds totaling $155 million within DOE’s own laboratories dur-
ing fiscal 1987. About 35 percent went to universities (including
support for graduate student research at national laboratories),
and 1.8 percent to industry. See Materials Sciences Programs:
Fiscal Year 1987, DOE/ER-0348 (Springfield, VA: National Tech-
nical Information Service, September 1987), p. F-3. These figures
do not include $15.5 million in eguipment funds.

energy storage and distribution. Future fund-
ing under this program will depend in part on
the ability of the laboratories to involve indus-
try and universities.

As table 11 shows, the only other DOE pro-
gram with significant funding for HTS engages
in defense R&D. Most of this work—budgeted
at $6.7 million for 1988, with next year’s request
at about the same level—takes place at the three
weapons facilities.

The sections of this chapter dealing with tech-
nology transfer consider DOE’s prospective
contributions to commercialization of HTS—
for instance, the likelihood of productive col-
laborative efforts between the Department’s lab-
oratories and private industry. If cooperative
arrangements and rapid technology transfers
to industry are to flourish, the laboratories will
have to change in style and culture. Table 13,
later in the chapter, includes a number of spe-
cific policy options for accelerating this shift.

Other Mission Agencies: NBS and NASA

For more than three decades, the National
Bureau of Standards, part of the Commerce De-
partment, has been engaged in research on LTS
materials. President Reagan’s superconduc-
tivity initiative gave NBS the responsibility for
establishing a superconductivity center focus-
ing on electronic applications. While NBS’s
technical achievements have been impressive
—e.g., a precision voltage standard incorporat-
ing 19,000 Josephson junctions—the Bureau is
small compared to many other Federal labora-
tories, and superconductivity a minor part of
its work. The NBS appropriation for 1988 in-
cluded $2.8 million for HTS projects (table 8)
on measurement methods, standard reference
materials, and devices for measuring weak mag-
netic fields. The Administration seeks a major
increase for NBS—to $9.3 million—for fiscal
1989.

The National Aeronautics and Space Admin-
istration’s HTS R&D will aim at eventual ap-
plications such as remote sensing, power and
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propulsion, and space communications.”In
space, simple passive cooling systems could
keep the new materials below their transition
temperatures. As a result, HTS holds consid-
erable interest for NASA. At the same time,
space missions demand very high reliability,
thus painstaking development and testing; de-
ployment on an actual mission is probably
many years in the future. In some contrast to
the other major R&D agencies, NASA has not

1zZNASA Technology Program Plan: High Temperature Super-

conductivity Technology, Preliminary Program Plan, Vol. 1, Na-
tional Aeronautics and Space Administration, Feb. 3, 1988.

NSF AND THE

The National Science Foundation is a mis-
sion agency too, but its responsibilities differ
greatly from those of DoD, NASA, or DOE. The
NSF mission: to support research because this
is in the public interest (for reasons including
economic growth and competitiveness). Almost
all NSF’s research dollars go to the university
system, which the United States depends on
far more than other industrialized economies.

NSF expects to spend $14.5 million in fiscal
1988 on HTS—table 12. With only a few U.S.
companies putting much effort into basic re-
search, many of the preliminaries to commer-
cialization of HTS will take place on the Na-
tion’s campuses.

Are the universities up to the job? In the short
run, the answer is plainly yes. But the work of
commercialization will go on for years, and as
it shifts from research toward applications, a
set of perennial problems in engineering re-
search, and in university/industry relationships,
could hinder the process. These problems stem
from the inhospitality of universities to mul-
tidisciplinary research, and the differing goals
of university and industry R&D.

Disciplinary Boundaries

Many of the Nation’s universities have strong
if often small HTS research efforts. As HTS
technology moves ahead, multidisciplinary
R&D will be essential. Progress will depend on

rushed into HTS; the agency’s R&D is still in
the planning stages.

NASA reprogrammed some $4.2 million for
HTS during fiscal 1988—mostly for feasibility
studies (table 8), and is seeking twice as much
for 1989. The preliminary program plan cited
above calls for spending $48 million on HTS
over the period 1988-94. Even at this level, how-
ever, it seems unlikely that NASA R&D would
have much impact on commercialization of
HTS: mission requirements are apt to be too
specialized.

UNIVERSITY ROLE

the physics community—e.g., for theoretical
guidance and an understanding of the ways in
which structure, particularly at the atomic level
(crystallography, flux pinning sites) determines
properties (critical current densities). Chemists
will add their skills, particularly in materials
synthesis and characterization, as well as in
processing. Materials scientists will have the
job of understanding microstructural and sub-
structural effects (grain boundaries, twins, dis-
location structures), and of linking these with
processing (e.g., thermal-mechanical se-
guences). Materials engineers will develop
processing techniques that yield the needed
structures (hence properties) at reasonable
costs. Design of electronic devices will fall
mostly to electrical engineers and physicists.
Electrical and mechanical engineers will de-
velop high-power/high-field applications—e.g.,
for energy storage systems. Each group has its
own language, its own assumptions and pre-
conceptions, its own world view.

To the lay person, science and technology
may seem all of a piece. They are not. In pri-
vate firms, multidisciplinary groups function
effectively because they must—otherwise the
company would not be able to compete. Over
the past decade, American companies have
worked hard at this, as they have faced up to
the loss of technological advantages in world
competition. Firms like IBM and AT&T—Ileaders
in HTS R&D—have been seeking better ways
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Table 12.—National Science Foundation Funding for HTS R&D

Fiscal year budget (millions of dollars)
1987 1988 1989

(actual) (estimated) (requested)
Directorate for Mathematical and Physical Sciences:
Materials Research $8.0 $10.0 $12.0
CREMISHTY . o oo 0.3 0.4 0.6
PR SICS. .« v ot 2.2 2.3 2.4
Engineering DIreCtorate: . . . .. ..o vt e 1.3 1.9 2.2
$11,7 $14.5 $17.2

NOTE: Totals may not add because of rounding
SOURCE: National Science Foundation, 1988.

of moving new technology from the research
laboratory, through development, and into pro-
duction. The steady advance of technical knowl-
edge—which inevitably entails greater speciali-
zation and fragmentation—only makes this
more difficult. The job is one for management,
and a continual struggle.

Universities find it even more difficult to ac-
commodate such work, lacking the imperatives
of the corporation. Specialization and fragmen-
tation begin on campus. Indeed, disciplinary
boundaries account for some of the technology
gaps noted earlier in this chapter. No one un-
dertakes needed R&D because no group of engi-
neers or scientists looks on the problems as part
of its territory (welding, wear, ceramic proc-
essing). HTS will probably face some of these
kinds of problems.

NSF Centers

Federal agencies have tried to encourage in-
terdisciplinary research in the universities,
using the carrot of R&D money, but funds for
programs like NSF’s Engineering Research
Centers (ERCs) remain small compared to those
for single-investigator projects. Figure 4 shows
the trends over three decades at NSF. Individ-
ual project support remains at about 70 percent
of the NSF total—well above the level of the
mid-1960s.”Still, NSF-sponsored research

13About 13 percent of NSF'sfiscal 1987 budget went for mul-
tidisciplinary research centers—Department of Housing and Ur-
ban Development-Independent Agencies Appropriations for
1988, Part 4, hearings, Subcommittee on HUD-Independent Agen-
cies, Committeeon A cf)progri ations, U.S. House of Representa-
tives (Washington, DC: U.S. Government Printing Office, 1987),
p. 74.

centers could number 80 or more by the mid-
dle 1990s, if the Foundation gets the budget in-
creases it has been seeking.

Currently, about one-fifth of the NSF engi-
neering budget goes for the ERCs, the first of
which were established in 1985. In the Foun-
dation’s 1988 spending plan, the ERCs account
for $33 million ($15 million less than NSF origi-
nally sought) of the $171 million allocated to
engineering. *

The ERC’s are relatively small and focused—
e.g., on Optoelectronic Computing (University
of Colorado). Annual funding levels have
ranged from $1.5 million to $3.5 million. While
NSF expects many proposals for HTS centers
in the future, superconductivity does not fall
within the purview of any of the 14 ERCs ap-
proved through the end of 1987. Indeed, this
group of 14 includes only one center in the area
of materials (and it is scheduled to lose its NSF
support)--perhaps because the Foundation also
funds about a dozen interdisciplinary Materi-

uIp th first 2 years of the program, the Foundation approved
11 ERCs (expending $27.7 million, with industry, States, and
localities more than doubling the NSF contribution). Current
plans call for up to 18 ERCs by the end of 1989. Under the pro-
gram, NSF agrees to support centers for up to 11 years, with
evaluations after 3 and 6 years. The Foundation recently an-
nounced it will discontinue support for two of the initial centers,
following their 3-year reviews. For further background, see The
New Engineering Research Centers: Purposes, Goals, and Ex-
pectations (Washington, DC: National Academy Press, 1986), and
Educating Scientists and Engineers: Grade School to Grad School
(Washington, DC: Office of Technology Assessment, June 1988),
ch. 3.

On NSF's proposed S&T centers, below, see Science and Tech-
nology Centers: Principles and Guidelines (Washington, DC: Na-
tional Academy of Sciences, 1987); also C. Norman, “NSF
Centers: Yes, But ... “ science, July 3, 1987, p. 21.
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Figure 4.—National Science Foundation Research Support
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als Research Laboratories (MRLs) under a sep-
arate program (see box O).

As discussed in box O, ARPA (later DARPA)
—which, over the years, has financed a good
deal of work in superconductivity—originally
sponsored the MRLs. Five of the MRLs have
moved into HTS research, with $3.5 million of
NSF’s 1988 support for HTS going toward these
activities.

The MRLs represent an early attempt by the
Federal Government to change the ground rules
for university research; the ERCs, along with
NSF’s proposed Science and Technology (S&T)
centers represent the latest. Announced by
President Reagan in his 1987 State of the Union
Message, the S&T centers could eventually be-
come the largest NSF program for interdiscipli-
nary research support. Universities submitted
more than 300 proposals after this program was
announced (plus a comparable number of plan-
ning proposals), a third of them in the general
area of materials (and some of these on super-
conductivity). Given the slow growth in its bud-
get, discussed above (table 9, Option 4), the

1980 1985 1990

Foundation has not yet found money for the
S&T centers. In February, the Administration
announced that none would be funded during
the 1988 fiscal year. Instead, the Administra-
tion will seek a one-time appropriation of $150
million in fiscal 1989 to fund 10 to 15 S&T
centers for 5-year periods. If Congress provides
the money for these centers, it is possible that
one or two of those approved by NSF might
have a focus on superconductivity.

Funding for the Industry/University Cooper-
ative Research Center program—well on the
way to proving its worth—has been flat in re-
cent years. Nor has the ERC budget grown as
NSF had hoped. As discussed under Option 9
in table 13, additional funds will be needed to
expand the center programs. Growth in these
programs will not have much impact on HTS
unless one or more of the proposals that would
focus on superconductivity wins the competi-
tion for funds. While Congress could direct NSF
to launch a center specifically for HTS, this
would bean unfortunate precedent, given that
the Foundation has traditionally avoided tar-
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Box u.-—nimnmscipimary x

The boom in Federal R&D since the first nged the face of
American science and engineering, and the f , the Federal Gov-
ernment spent about $600 million for university ome to $6.7 billion.
Yet some things have not changed. Department +gpparating physics
from chemistry, science from engineering—remain inary research has
never caught on. Although the university syste  postwar period,

the schools continue to train new people in old

NSF’s ERCs and proposed S&T centers represe
linkages with industry have also been a goal, as
tive Research Centers—a long-standing interdiscip!
geted than the other center programs, and one thatﬁap

Engineering and Science in the Univoniﬁn

Since the latter part of the 18th century, engin
After World War 11, American engineering '
largely in consequence of the dominant rol
radar, computing, and the atomic bomb. Few
analytical tools of applied mathematics, nee Ed fO

factories, but not in research laboratories.

During the 1960s, Sputnik and the space race
and curricula. Added work in the engineering scienc
ics, thnmndvnamlrn—-renlnead design and mnm:fn

replaced hands-on laboratory courses. Amerxcan en
But many lost sight of the marketplace, and came»

Just as important, the profession—always fragme a get of disciplinary
boundaries defined by 19th century technology (civil al), Each has grown
steadily more specialized. Civil, mechanical an instance, all deal with
problems in structural analysis and design. B its own ways, sanc-
tioned by tradition, of approaching similar ating and solid state
electronics, electrical engineering departmen d teaching on elec-
trical machinery (motors, generators)—a systems and me-
chanical engineering. New fields like co pendently in depart-
ments of electrical engineering, mechani specialists in control
system problems from el 4 a with one another.
Attempts to establish interdisciplin ' cs that could bridge
the gaps often led to new | ves. Fragmentation
mcreased rather diminishi

he patterns. Better
fUniversity Coopera-
cts more directly tar-
Hracting induslry support.

vard applied science.
for the profession—
developments such as
-of physics, and the
eers were at home in

engineering courses
d and fluid mechan-
cises (and computers)
ble doing research.

nment money goes
artment)—a pattern
ctioned, not only
p agencies, mission-
engineers. Those
s and their gradu-
f he Federal labora-
{ ] agency, th ’ 3 ! management; R&D
must be tightly defined af it is to contribute But the cum\ﬁaﬁweeﬂact is to help shape university
curricula around narrow research tOpic;, and to mahxtain existi ﬁisciplinary boundaries.
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geted R&D. (Chapter 5 discusses a number of
alternative approaches.)

Some academics have feared that increases
in funding for centers and other multidiscipli-
nary programs would come at the expense of
single-investigator and small-group research.
While a legitimate concern, figure 4 shows that
the relative shift has been small. Without growth
in the NSF budget, competition for limited
funds will intensify. Independent research must
be preserved. Even so, it would seem prudent
to risk erring on the side of support for the new

Table 13.—Issue Area II: Strengthening Interactions

multidisciplinary centers, rather than on the
side of a continuation of traditional funding
patterns.

There are other ways as well to foster a mul-
tidisciplinary environment in the university sys-
tem: for example, federally funded postdoctoral
fellowships could be designed to encourage
scientists and engineers planning academic
careers to to move laterally into related fields—
e.g., from chemistry to materials, from electri-
cal engineering to solid state physics (Option
10).

Among Universities, Industry, and Government

Issue Options for Congress

Advantages Disadvantages

A. University-industry interactions; Multidisciplinary Research

Commercialization of HTS requires multidis-
ciplinary R&D, To do a better job of train-
ing people who can help American firms
compete, universities will need to encourage
multidisciplinary research and teaching.
Federal agencies, notably NSF, have been
increasing support for multidisciplinary
research, but have had limited funds to ac-
complish  this,

Most of the incentives in American univer-
sities reward those who pursue conventional
research careers; few encourage faculty
members to cross disciplinary boundaries.

OPTION 9. Congress could:

. Provide full funding for NSF to launch its
proposed interdisciplinary Science and
Technology centers. The Foundation
seeks a one-time appropriation for fiscal
1989 of $150 million to support 10 to 15
centers for 5 years.

« Appropriate funds at the $5 million or
above level for NSF's Industry/University
Cooperative Research centers over each
of the next several years, ensuring that
the newer centers do not overshadow this
program. Congress might also consider
renewed support for the industry/Uni-
versity Cooperative Projects Program.

Ample continuing support for NSF's En-

gineering Research Centers, provided

evacuations indicate they are effective, also
seems appropriate.

OPTION 10. Direct NSF, along with other
agencies that fund postdoctoral fellowships,
to establish programs specifically for scien-
tists and engineers who chose to move to
a related field for a year or more of research.

B. Government-industry interactions: Technology Transfer and Joint R&D

Over the past few years, Congress has
enacted several pieces of legislation intend-
ed to encourage transfer of technology from
Federal laboratories to industry. These pro-
vide a framework for reform, with decen-
tralized decision-making at the laboratory
level. While some of the laboratories have
responded enthusiastically to the new laws,
it is not clear that the agencies—especially
at higher levels—have embraced this
mandate,

OPTION 11. Conduct early oversight on the
responses of major R&D agencies—
particularly the Departments of Defense and
Energy-to recent laws and executive
branch actions aimed at speeding technol-
ogy transfer and commercialization of fed-
erally funded R&D.

More support for multidisciplinary research
and teaching could help train engineers and
scientists to do a better job of bridging the
gaps between research and design, devel-
opment and production, R&D and marketing.
Not only will this be vital for competitive-
ness in HTS, it is vital throughout the U.S.
economy.

According to the National Research Council,
such fellowships “would facilitate commu-
nication among disciplines and ‘seed’ the
faculty with individuals who are experienced
in the cross-disciplinary approach. *

The oversight process could help Congress
determine whether further changes in the
legislative framework are needed. Matters
that might be examined include:

« Whether to require that Federal agencies
issue regulations for implementing the pro-
visions of the Federal Technology Trans-
fer Act of 1986, The law does not require
agencies to issue implementing regula-
tions; indeed, it specifies that they shall
not delay implementation until rules are is-
sued. But the situation is a new one for
industry too, and lack of guidelines may
discourage them from approaching the
laboratories,

Without a corresponding increase
in NSF's overall budget (see Op-
tion 4 in Table 9), money for
centers could come at the ex-
pense of individual and small
group research-one of the out-
standing strengths of the Ameri-
can university system.

Without complementary changes
in the university environment,
such moves might hurt the career
prospects of those accepting fel-
lowships.

Reforms take time to implement,
It may be too early to get an ac-
curate reading of agency
responses to the new rules for
technology transfer, The oversight
process itself could mean that
responsible officials spend time
answering inquiries that other-
wise would go into improving
transfer processes.

apirections in Engineering Research: A Assessment of Opportunities and Needs (washington, DC:National Academy press, 1987), p. 67.
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Table 13.—Issue Area Il: Strengthening Interactions Among Universities, industry, and Government-Continued

Issue

Options for Congress

Advantages

Disadvantages

Technology transfer may get few resources
and little attention whenit is not viewed as
part of the agency’s own mission, For HTS,
effective transfer mechanisms could be es-
pecially important, DoD, with more money
to spend on this technology than other
agencies, has fewer reasons for working
hard to transfer R&D results to commercial
(non-defense)  industry

Demonstration projects could help Identify
better methods for transferring technologies
to industry, but little funding has been avail-
able. The same is true of demonstration pro-
jects involving R&D cooperation between the
national laboratories and industry.

If the national laboratories are to transfer
technologies to industry effectively, many
more laboratory employees will need to un-
derstand industrial needs and marketplace
realities While industrial (or university)
scientists can arrange to work in a Federal
laboratory with little difficulty, the primary
need is for movement in the other direc-
tion—from the laboratories to industry.

DOE's national laboratories are seeking a
major role in helping U.S. industry commer-
cialize HTS, but as yet have limited ex-
perience in cooperative R&D with the private
sector, Working out R&D arrangements that
suit industry’s needs without detracting

OPTION 12. Direct DoD, working with DOE
and the Federal Laboratory Consortium for
Technology Transfer, to use on a trial ba-
sis an intermediary or adjunct organization
for transfer of HTS technology to non-
defense firms. The intermediary would need
to have well-established working relation-
ships with the private sector, and strong
motives for making the transfer process
function effectively.

OPTION 13. Appropriate or allow more
money to be set aside for the Federal
Laboratory Consortium for Technology
Transfer to undertake three or more demon-
stration projects on technology transfer
and/or R&D cooperation over the next year
or two. Projects with outcomes relevant to
several agencies would be most useful. Pos-
sibilities include:

. pilot programs at the State level (see Op-
tion 17 below);

« development of guidelines, and trials, in-
volving intermediary organisations (see
Option 12 above),

« preparation and testing of a technology
transfer training program for laboratory
(and industry) employees.

OPTION 14. Authorize and encourage tem-
porary exchanges of technical personnel
(and sharing of personnel), as well as
cooperative R&D projects between industry
and the national laboratories. HTS could get
special attention.

Alternatively, Congress could create a
broader exchange program to send en-
gineers and scientists from national labora-
tories to private corporations for periods of
6 months to 2 years. One hundred fellow-
ships per year would begin reaching enough
laboratory employees to make a difference.
Laboratory engineers and scientists could
be required to work on problems of mutual
interest, with the Government paying half
their salaries and maintaining pension eligi-
bility - benefits.

OPTION 15. Direct DOE to encourage an ex-
perimental approach to cooperation with in-
dustry, As the Department's laboratories
establish pilot centers for HTS R&D, and en-
gage in other collaborative efforts with in-
dustry and universities, each center could

« Actions taken by the laboratories to im-
prove institutional support for technology
transfer through personnel policies and
provisions for royalty sharing with
inventors,

. Effects of agency mission on the course
of technology transfer. Congress might
also ask DoD and DOE how, specifically,
their procedures will apply to HTS.

. The success of the Federal Laboratory
Consortium in living up to its mandate un-
der the 1986 Act.

Given DoD's funding levels for HTS R&D,
transfers to the civilian side of the economy
could have substantial impacts on commer-
cialization. Once R&D results were approved
for transfer by DoD, the intermediary could
take on the job of working with industry,
minimizing interference with the primary mis-
sions of DARPA, SDIO, and the services.

Regardless of the mechanism chosen, an
HTS technology transfer program could be
viewed as a demonstration—with high visi-
bity and potential relevance for other tech-
nologies.

The FLC received about $700,000 during
1987 under a set-aside specified in Public
Law 99-502, with only 5 percent available for
demonstration projects, Additional funds for
demonstrations—perhaps $300,000 per
year-would begin to address the need.

Such a program would serve a need largely
unmet-giving laboratory employees hands-
on industrial experience, thereby speeding
commercialization. Fellowships could be
made available to laboratory personnel on a
competitive basis.

Temporary assignments in universities would
not serve the same purpose, nor would pro-
grams that focus only on bringing industry
people into the laboratories. Cost sharing by
companies would help ensure that the labora-
tory fellows worked on commercially relevant
problems.

An experimental approach would help the
laboratories learn to work with industry with-
out consuming a disproportionate share of
HTS research dollars, Trying a number of
different approaches implies learning from
the results, hence provision for evaluation;

Transfers from DoD might come to
be viewed as substitutes for R&D
funding by civilian agencies, to
the possible detriment of commer-
cial technology development,

Each technology transfer situation
is unique, putting limits on the
lessons to be learned, Nor can a
cookbook approach to technology
transfer function effectively.

Such a program carries risks of
conflict of interest, as well as the
appearance of subsidy, Moreover,
the laboratories might find indus-
try hiring away some of their more
valuable people. Some firms
might fear they could lose control
over proprietary technology.

Relying too heavily on cooperation
between the laboratories and in-
dustry, particularly to the exclu-
sion of other policies for speeding
commercialization, would be a
mistake. There is a second dan-
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Table 13.—Issue Area II: Strengthening Interactions AmMong Universities, Industry, and Government—Continued

Issue

Options for Congress

Advantages

Disadvantages

from broader laboratory missions could re-
quire considerable experimentation

Under the right circumstances, collabora-
tive R&D-involving several private firms in
pre-competitive projects—could be an effi-
cient mechanism for building the HTS tech-
nology base. Yet the time horizons of
industry consortia are unlikely to be that
much longer than those of individual firms

State Governments have a broad range of
economic development tools at their dis-
posal. In addition to the direct funding for
R&D that some have provided, States could
help commercialize HTS through programs
that accelerate the diffusion of research
results to industry. At present, however,
linkages between State Governments and
national laboratories within their borders
tend to bead hoc and not very well estab-
lished.

be designed somewhat differently, even
though all were charged with aiding in com-
mercialization

OPTION 16. The Federal Government could
make funds for HTS R&D available on a
cost-sharing basis to industry consortia,
provided the funding agency determines
that public money will serve to extend the
R&D time horizons.

OPTION 17. Congress could:

« Provide small planning grants to the
States for strengthening R&D-based eco-
nomic development initiatives, including
grants for the evaluation of existing pro-
grams, H may take 5 years or more for
States to put new programs in place;
planning grants available now could
mean better capabilities at the State lev-
el when HTS technologies begin moving
out of the laboratory,

. Fund several State Government pilot
projects embodying different approaches
to the transfer and commercialization of
federally-funded HTS R&D (conducted in
universities as well as national labora-
tories).

. Direct Federal agencies to give greater
weight to support from State Govern-
ments in evaluating proposals for
university-based R&D centers, and other
proposals where commercialization is a
major objective.

to succeed, the laboratories will have to be
self-critical Approaches that worked for HTS
could be adopted elsewhere.

Cost-sharing of longer-term R&D would ad-
dress a critical problem for U.S. competitive-
ness. The Federal contribution could involve
provision of facilities (e.g., at a national
laboratory) and/or temporary assignments of
personnel to a consortium, in addition to
financing,

Strengthened capacities in the States to as-
sist smaller businesses in commercializing
innovative technologies would complement
Federal SBIR (Small Business Innovation
Research) programs, particularly Phase Il ef-
forts, Planning grants could also help the
States find ways of bridging the gap between
Phase | and Phase Il awar