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Foreword

The Nation relies on federally funded research to address many national objectives. With global competition, changing student demographics, rising demands for research funds, and the prospect of constricted budgets, Congress and the executive branch must make difficult choices in supporting U.S. science and engineering. The House Committee on Science, Space, and Technology asked OTA to examine the Federal research system—a conglomeration of many separate systems that sponsor, oversee, and perform research—and the challenges that it will face in the 1990s.

Given the exceptional history, strength, and character of U.S. research, there will always be more opportunities than can be funded, more deserving researchers competing than can be sustained, and more institutions seeking to expand than the prime sponsor—the Federal Government—can fund. The objective for government, then, is to ensure continued funding for a full portfolio of first-rate research and a high-caliber research work force to assure long-term scientific progress. This report analyzes what OTA identifies as four pressing challenges for the research system in the 1990s: setting priorities in tiding, understanding trends in research expenditures, preparing human resources for the future research work force, and supplying appropriate data for ongoing research decisionmaking. Managing the Federal research system requires more than funding; it means devising ways to retain the diversity and creativity that have distinguished U.S. contributions to scientific knowledge.

The advisory panel, workshop participants, reviewers, and other contributors to this study were instrumental in defining the key issues and providing a range of perspectives on them. OTA thanks them for their commitment of energy and sense of purpose. Their participation does not necessarily represent endorsement of the contents of this report, for which OTA bears sole responsibility.
NOTE: OTA appreciates and is grateful for the valuable assistance and thoughtful critiques provided by the advisory panel members. The panel does not, however, necessarily approve, disapprove, or endorse this report. OTA assumes full responsibility for the report and the accuracy of its contents.
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Introduction

Research provides extraordinary benefits to society through the creation of new knowledge and the training of scientists and engineers. The research and higher education system in the United States is the envy of the world, and has a long history of advancing the state of scientific knowledge. This is known as "scientific progress": "...not the mere accumulation of data and information, but rather the advancement of our codified understanding of the natural universe and of human behavior, social and individual." These advances have addressed such goals as enhancing the Nation’s public health, military security, prestige, educational achievement, work force, technological development, environmental quality, and economic competitiveness.

To say only that research contributes to national goals, however, simplifies and understates a complex system. Research is no longer a remote, scientist- or engineer-defined activity resulting in new knowledge for society. Perhaps it never was. "Deeply held political values of democratic accountability and public scrutiny have naturally and inevitably impinged on science policy. Demands for observable benefits from public investment in science increase." Such demands have led to claims that scientific research has a significant and direct impact on the economy, and that an investment in knowledge is a downpayment on the products and processes that fuel U.S. economic growth and productivity. "Economists admit, however, that the difficulties in measuring the benefits of research...are hard to exaggerate." The Nation now expects that in addition to knowledge, science and engineering will contribute to U.S. prestige and competitiveness abroad, create new centers of research excellence on a broad geographic basis, continue to provide unparalleled opportunities for education and training, and nurture a more diverse research work force.

Thus, the Federal Government funds research to achieve more than specific national goals. By doing so, it invests in knowledge—and the people who produce it—not only for its intrinsic worth (which can be considerable), but also for the value knowledge acquires as it is applied.

Scientific research is typically split into two categories, "basic" and "applied." Basic research pursues fundamental concepts and knowledge (theories, methods, and findings), while applied research focuses on the problems in utilizing these concepts and forms of knowledge. OTA does not generally

---

1Harvey Brooks, “Knowledge and Action: The Dilemma of Science Policy in the 70s,” Daedalus, vol. 102, spring 1973, p. 125. Unless otherwise stated, ‘science’ in this report includes the social and behavioral sciences as well as the natural sciences and engineering. “Research” refers to a creative activity ongoing in all of these fields.


distinguish between these categories in this report, because policymakers, especially Congress, make very few decisions in which the two are separate. In particular, research agency program managers rarely allocate monies on the basis of a project’s basic or applied classification, and divisions of research funding into these categories are often unreliable. 5

This Report and Its Origins

In December 1989, the House Committee on Science, Space, and Technology requested that OTA assist it in understanding the state of the federally funded research system—its goals, research choices, policies, and outcomes—and the challenges that it will face in the 1990s. By requesting a study of the state of the Nation’s research system and of alternative approaches the Federal Government could take in funding research, the Committee sought information on the nature and distribution of research funding and decisionmaking. Direct congressional involvement in research decisionmaking is growing, and annual agency appropriations seem more closely tied to specific goals—and tough choices among them—than ever before. 6 As one member put it:

...the payoffs for the Nation are so great that increased investments in science and technology are only prudent. However, even if we could double the science budget tomorrow, we would not escape the need to establish priorities. ...7

The Federal Government has sustained an illustrious history of support for research. Underlying this relationship between government and the scientific community was a social contract or ‘trusteeship,’ developed after the scientific breakthroughs spurred by World War II, that delegated much judgment on Federal research choices to scientific experts. 8 Perhaps the epitome of the trusteeship was the research grant, which created a new relationship between the Federal Government and the research performer, especially the principal investigator in universities. 9 This social contract implied that in return for the privilege of receiving Federal support, the researcher was obligated to produce and share knowledge freely to benefit—in mostly unspecified and long-term ways—the public good. 10

Since the 1960s, Federal funding for research (both basic and applied) has increased from roughly $8 billion in 1960 (1990 dollars) to over $21 billion in 1990 (see figure 1-1). Funding increased quickly in the early 1960s during the “golden years” for research, after the launch of the Sputnik satellite, the escalation of the Cold War, and the Presidential commitment to land men on the Moon. Once these challenges had been met, research funding decreased

---

5A quarter-century ago it was noted that, “The precise partitioning of all basic research into components is, of course, largely arbitrary. Basic research can be classified in terms of its motivation-as culture, as an adjunct to education, as a means to accomplish nonscientific goals of the society; of its sources of support—whether mission-oriented agency or science-oriented agency; of its performers—whether university, government laboratory, or private industry; or of its character—whether ‘little science’ or ‘big science.’ Any one of these classifications, if applied consistently, could be used to cover all basic science, but none is wholly satisfactory.” See National Academy of Sciences, Federal Science and Technology Budget Priorities: New Perspectives and Procedures (Washington, DC: National Academy Press, 1989); and U.S. Congress, House Committee on Science, Space, and Technology, Subcommittee on Science, Research, and Technology, The Hearings inadequacy, Direction and Priorities for the American Science and Technology Effort, 101st Cong., Feb. 28-Mar. 1, 1989 (Washington, DC: U.S. Government Printing Office, 1989).


7Doug Walgren, Chairman of the House Subcommittee on Science, Research, and Technology, in House Committee on Science, Space, and Technology, op. cit., footnote 6, pp. 1-2.

8Research as a planned activity of the Federal Government can be traced to two landmark volumes: Vannevar Bush’s 1945 “A Report to the President on a Program for Postwar Scientific Research” (subsequently known as Science; The Endless Frontier), which instigated the creation of an agency—the National Science Foundation—whose dual mission was the promotion of research and science education, and Science and Public Policy, or the 1947 Steelman Report, which championed a crosscutting policy role for managing federally funded research. For interpretations, see Morton England, A Patron for Pure Science: The National Science Foundation’s Formative Years, 1945-57 (Washington DC: National Science Foundation, 1982); and Deborah Shapley and Rustum Roy, Lost at the Frontier (Philadelphia, PA: IS1 Press, 1985).


slightly and leveled off from the late 1960s until the mid-1970s. From 1975 onward, however, Federal research funding again increased, due in large part to the expansion in health and life sciences research.11

Along with this increase in research funding, the number of academic researchers grew steadily, perhaps by as much as 60 percent from 1977 to 1987 (see figure 1-2).12 More generally, from 1980 to 1988, scientists and engineers in the work force grew by an average of 7.8 percent per year, four times the annual rate for total employment.13 Not surprisingly, the competition for research funds among these scientists and engineers also intensified. By the late


12Note, however, that there was a change in the wording of the National Science Foundation Survey questionnaire of academic Ph.D.s in 1987: respondents were asked to identify whether "research" was their primary or secondary work activity. This change may have resulted in an artificially large increase from 1985 to 1987 in "academic researchers." Prior to 1987, Ph.D.s in academia were only asked to identify their primary work activity. SOURCE: National Science Board, Science & Engineering Indicators-1989, NSB 89-1 (Washington, DC: U.S. Government Printing Office, 1989), appendix table 5-17 and p. 115.

13Ibid., p. 67.
1980s, researchers supported by the Federal Government had become increasingly restive over funding. Today, many say that their lives as researchers have become more stressful and laden with the paperwork of proposal applications and accountability for awarded funds, inhibiting the creativity and joy of the research process.\(^\text{14}\) They cite the declining fraction of meritorious proposals that are funded, new investigators lacking the support to set up independent research groups, and the fear that U.S. students will turn their careers away from academic science and engineering.\(^\text{15}\)

Today, because the scientific community has the capability to undertake far more research than the Federal Government supports, policymakers and sponsors of research must continuously choose between competing "goods." (The tensions underlying these choices are summarized in table I-1.) Controversies over the support of younger scientists and established researchers, "have" and "have-not" institutions, and tradeoffs among fields are all manifestations of the consequences of choices perceived by various segments of the "scientific community."\(^\text{16}\) Scientific community, as used here, refers to apolitical entity. Like other sectors, science contributes to national goals and competes for Federal resources. At a more practical level, the scientific community invoked by Congress and the Presidential Science Advisor refers to a heterogeneity of professional associations, lobby activities, and actual research performers. (These disciplinary or subject-specific divisions and interest groups more accurately correspond to what OTA calls "research communities.

Additional funding for science and engineering research would certainly be a good investment of Federal resources. There is much that could be done, and many willing and able people and institutions to do it. The focus of this report, however, is not on the level of investment, but on the "Federal research system." As the sum of the research programs and efforts that involve the support of the Federal Government, the "system" is best characterized as the conglomeration of many separate systems, each with constituencies inside and outside of science.\(^\text{17}\) How these participants compete, cooperate, and interact in processes of Federal decisionmaking determines which research is funded by the agencies and performed by scientists and engineers.

If large increases in the budget were to materialize, it would not necessarily relieve system stresses for long. Additional research funding would certainly allow the pursuit of more scientific opportunities and yield fruitful gains, but it would also enlarge the system and increase the number of deserving competitors for Federal support. Thus, such stresses must be addressed with other policies. In the short term, the government faces a rising budget deficit. Congress has set targets to reduce the deficit and eventually to balance the budget.\(^\text{18}\) In this fiscal climate, the research system may not be able to maintain the growth in Federal funding of research that it experienced in the 1980s. Regardless of funding levels, however, issues of management, tiding, and personnel remain.

Given the extraordinary strength of the U.S. research system and the character of scientific research, there will always be more opportunities

---

\(^{14}\)Science: The End of the Frontier? A report from Leon M. Lederman, President-Elect to the Board of Directors of the American Association for the Advancement of Science (Washington, DC: American Association for the Advancement of Science, Jan. 31, 1991).

\(^{15}\)These were the prominent issues, for example, at the National Academy of Sciences-Institute of Medicine, "Forum on Supporting Biomedical Research: Near-Term Problems and Options for Action," Washington DC, June 27, 1990. Recent discussion has paradoxically focused on the broad field of the life sciences where Federal funding increases have been most generous for the last 15 years. In its initial effort to document change and stress in the Federal research system created by an abundance of research applications, OTA found that an increasing proportion could not be funded by various research agencies due to budget limitations, rather than to deficiencies of quality. U.S. Congress, Office of Technology Assessment, "proposal Pressure in the 1980s: An Indicator of Stress on the Federal Research System," staff paper of the Science, Education, and Transportation Program, April 1990.


\(^{17}\)As one political scientist writes: "... because the Federal R&D system is comprised of so many independent actors, each of whom tend to view science and engineering from a relatively narrow perspective, the Federal R&D system proceeds virtually without planning and coordination. If it moves... it does so... oozing slowly and incrementally in several directions at once, with constantly changing boundaries and shape." Joseph G. Morone, "Federal R&D Structure: The Need for Change," The Bridge, vol. 19, fall 1989, p. 6.

than can be funded, more researchers competing than can be sustained, and more institutions seeking to expand than the prime sponsor—the Federal Government—can fund. The objective, then, is to ensure that the best research continues to be funded, that a full portfolio of research is maintained, and that there is a sufficient research work force of the highest caliber to do the job. This report is designed to support Congress in achieving these goals.

**Trends in Federal Research Funding**

The research system has shown itself to be remarkably robust over at least the last 30 years, and it has done well with the resources it has received. To develop multiple perspectives on the system, Federal funding can be examined by agency, broad field, and category of recipient.

Figure 1-3 displays Federal funding trends for the six largest research agencies. Since 1973, the Department of Health and Human Services (HHS, largely through the National Institutes of Health—NIH) has supported more research than any other Federal research agency. In fiscal year 1989, HHS supplied nearly twice the research funds of the next largest research agency, the Department of Defense (DOD). HHS and DOD were followed by the National Aeronautics and Space Administration (NASA), the Department of Energy (DOE), the National Science Foundation (NSF), and the Department of Agriculture (USDA).

Reflecting the division of research funds by agency and broad field, a 20-year time series is shown in figure 1-4. Life sciences continues its steady growth relative to other broad fields. In fiscal year 1990, life sciences dominated Federal funding at $8.9 billion (in 1990 dollars). Engineering was funded at slightly less than one-half the level of support given to the life sciences ($4.4 billion), as were the physical sciences (roughly $4 billion). Environmental and mathematics/computer sciences were funded at $2.1 and $0.7 billion respectively, and the social sciences together gathered $0.6 billion.

Turning to research performance, universities and colleges in the aggregate are the largest recipients of federally funded research (basic and applied, see

---

19. Congress is most interested in comparing research expenditures to other elements of the Federal budget. Thus, a deflator that represents expenditures on products and services that are often bought throughout the United States—a “constant dollar” in the most general sense—is often the most useful for congressional policy analysis. Given the problems with research-specific deflators and the advantage of a general-GNP deflator to compare expenditures across the economy, all constant dollar graphs and tables in this report were calculated with the GNP Implicit Price Deflator for 1982 dollars (see ch. 2).

20. Note that the order of these agencies would be changed if research and development or basic research were used to rank them. The remaining agencies, not included in the top six, together fund less than 5 percent of the research supported by the Federal Government.
figure 1-5). From 1969 to 1990, Federal funding for research at universities and colleges grew from over $4 billion to nearly $8 billion (in constant 1990 dollars). In 1990, performance of research by industry (at over $3 billion) and the Federal laboratories (at over $6 billion) are funded at lower levels. For basic research alone (not shown), universities and colleges are even more clearly the dominant research performer at over $5 billion when compared with Federal laboratories, the next largest basic research performer, at slightly over $2 billion.

The distribution of Federal research and development (R&D) funds has long been a contentious issue—both in Congress and in the scientific community. As shown in figure 1-6, if these funds are aggregated by the State of the recipient institution or laboratory, then five States received 53 percent of the R&D funds in fiscal year 1990 (California,
Maryland, Massachusetts, New York, and Virginia.\(^2\) (Research institutions are also not randomly dispersed across America; rather, they are concentrated on the two coasts and the upper midwest.) At the other end of the distribution, 15 States together received less than 2 percent of the funds. At the institutional level, 10 universities receive 25 percent of the Federal research funding.

\(^2\)These figures are presented for research and development because figures for research alone are not available. Based on 1984 data, the General Accounting Office found various patterns of concentration among performers: researchers in 10 States submitted over one-half of the proposals to the National Science Foundation and the National Institutes of Health, supplied almost 60 percent of the proposal reviewers, and won over 60 percent of the awards. See U.S. General Accounting Office, University Funding: Patterns of Distribution of Federal Research Funds to Universities (Washington, DC: February 1987), p. 43. These figures, however, ignore other relevant factors in judging the "fair" distribution of Federal research funds, such as the total population of a State and the number of scientists and engineers living in it. No matter how fair the competitive process, the outcomes may still be seen as "unfair." Also see William C. Boesman and Christine Matthews Rose, "Equity, Excellence, and the Distribution of Federal Research and Development Funds," CRS Report for Congress (Washington, DC: Congressional Research Service, Apr. 25, 1989).
and only 30 universities account for 50 percent. Funding is concentrated in 100 research universities in 38 States. This reflects their importance to the Nation’s research enterprise.

These data on the distribution of resources bear a critical message: research capabilities-institutions and people—take time to grow. It is not simply a matter of “they who have, get.” The reputation, talent, and infrastructure of research universities attract researchers and graduate students. Some universities become assets not only in the production of fundamental knowledge, but also in bridging science and technology to other goals such as State and regional economic development.

**Federally Funded Research in the 1990s**

Snapshots of federally funded research, comparing fiscal years 1980 and 1991, are provided in table 1-2. Research is a small portion of the total Federal budget. Although the distribution of research funds by agency sponsor, category of performer, and stratum of academic institution has hardly changed during this period, the activity has never been in greater demand.

However, questions such as “Does the Nation need more science?” and “How much research should the Federal Government support?” have no ready answers. Measures of distress and conflicts over resource allocation within the scientific community do not address whether the Nation needs more science. Other problems in the Federal research system do not derive from, but are exacerbated by, such stress. They include sparse participation by women and ethnic minorities in science, indications that other nations are better able to capitalize on the results of U.S. research than American industry, and management problems that have plagued many Federal research agencies. Only some of these problems can be addressed solely by the Federal Government, and long-term solutions may not be found in adjusting Federal funding levels. Rather, they reflect problems in the organization and management of research and competing values within the scientific community.

“How much is enough” depends on the goals of the research system (see box 1-A). The system by definition takes on new goals, each of which can be evaluated. But in the aggregate how these goals are assimilated-by add-on or substitution—is not easily predicted. The challenge is not to determine what fraction of the Federal budget would constitute appropriate funding for scientific research. Rather, OTA finds that under almost any plausible scenario for the level of research funding in the 1990s, there are issues of planning, management, and progress toward national goals to address.

Because the reach of science is now great, decisions about the funding of research are intertwined with many Federal activities. Congress and the executive branch, which make these decisions in our form of government, will continue to wrestle with scientific and other national priorities, especially those that help prepare for tomorrow’s science—renewing human resources throughout the educational pipeline and building regional and institutional capacity. History cautions against the expectation that the scientific community will set priorities across fields and research areas. Congress must instead weigh the arguments made within each area against desired national outcomes.

In the 1990s, the Federal research system will face many challenges. OTA has organized them here under four interrelated issues: 1) setting priorities for the support of research; 2) understanding research expenditures; 3) adapting education and human resources to meet the changing needs of the research work force; and 4) refining data collection, analysis, and interpretation to improve Federal decisionmaking. (For a summary of issues and possible congressional responses, see table 1-3.) To craft public policies for guiding the system, each issue is outlined in the following discussion.

---

22-Institutions, like the faculty researchers employed by them, accumulate “tivmmge.” Among the many factors that influence Federal research funding, institutional reputation is part of a cycle of credibility that gives investigators an edge in competition for scarce resources—the very resources that strengthen the institution as a productive research performer, which builds more credibility, and so on. See Robert K. Merton, “The Matthew Effect in Science, II: Cumulative Advantage and the Symbolism of Intellectual Property,” *Ibis*, vol. 79, No. 299, 1988, pp. 606-623.

23-See Joshua Ledeburg, “Does Scientific Progress Come From Projects or People?” *Current Contents*, vol. 29, Nov. 27, 1989, pp. 4-12. In this report, OTA concentrates on Federal, especially agency, perspectives on research. Performer (researcher and institutional) responses to changes in Federal policies and programs were included to broaden understanding of the Federal role in academic research, since universities are the primary site for research performance and most data are collected on universities. However, national laboratories and industry play targeted roles and figure prominently in research funding decisions.
Table 1-2—Federally Funded Research in the 1980s and 1990s (in percent)

<table>
<thead>
<tr>
<th>Description</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1991 (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&amp;D as percent of total Federal budget</td>
<td>5.0</td>
<td>4.7</td>
</tr>
<tr>
<td>Total research as percent of Federal R&amp;D</td>
<td>38.9</td>
<td>36.3</td>
</tr>
<tr>
<td>Basic researches percent of Federal R&amp;D</td>
<td>15.7</td>
<td>19.1</td>
</tr>
<tr>
<td>Basic researches percent of total Federal budget</td>
<td>0.8</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Agency</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1991 (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHS/NIH</td>
<td>29/24 (38/35)</td>
<td>34/29 (40/37)</td>
</tr>
<tr>
<td>DOD</td>
<td>20 (12)</td>
<td>15 (8)</td>
</tr>
<tr>
<td>NASA</td>
<td>14 (12)</td>
<td>16 (15)</td>
</tr>
<tr>
<td>DOE</td>
<td>11 (11)</td>
<td>12 (14)</td>
</tr>
<tr>
<td>NSF</td>
<td>8 (17)</td>
<td>9 (15)</td>
</tr>
<tr>
<td>USDA</td>
<td>6 (6)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (4)</td>
<td>10 (4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performer</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1991 (est.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universities</td>
<td>32 (50)</td>
<td>36 (47)</td>
</tr>
<tr>
<td>Federal</td>
<td>32 (25)</td>
<td>30 (23)</td>
</tr>
<tr>
<td>Industry</td>
<td>18 (7)</td>
<td>15 (9)</td>
</tr>
<tr>
<td>Nonprofits</td>
<td>6 (6)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>FFRDCs(^a)</td>
<td>11 (11)</td>
<td>11 (12)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Fiscal year 1980</th>
<th>Fiscal year 1988</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 10</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Top 20</td>
<td>40</td>
<td>39</td>
</tr>
<tr>
<td>Top 50</td>
<td>68</td>
<td>65</td>
</tr>
<tr>
<td>Top 100</td>
<td>84</td>
<td>85</td>
</tr>
</tbody>
</table>

KEY: DOD=U.S. Department of Defense; DOE=U.S. Department of Energy; FFRDC=Federally Funded Research and Development Center; USDA=U.S. Department of Agriculture; NSF=National Science Foundation; HHS/NIH=U.S. Department of Health and Human Services/National Institutes of Health; NASA=National Aeronautics and Space Administration

\(^a\) The category of FFRDCs includes all Federally Funded Research and Development Centers that are not administered by the Federal Government.

NOTE: R&D data are based on Federal obligations; calculations involving the total Federal budget are based on outlays. Columns may not sum to 100 percent due to rounding.


Issues and Options for Congress

ISSUE 1: Setting Priorities in the Support of Research

Summary

Priorities are set throughout the Federal Government at many levels. At the highest level, research priorities are compared to conscience and nonengineering needs. At the next level, priorities are set across research fields, such as biomedicine and mathematics. Within fields, agency programs reflect research opportunities in subfields and relevance to national needs. Finally, research projects are compared, ranked, and awarded Federal funds.

Although priority setting occurs throughout the Federal Government, it falls short in three ways. First, criteria used in selecting various areas of research and megaprojects are not made explicit and vary widely from area to area. This is particularly true, and particularly a problem, at the highest levels of priority setting, e.g., in the President’s budget and the congressional decision process. Second, there is currently no mechanism for evaluating the total research portfolio of the Federal Government in terms of progress toward many national objectives, although recent efforts by the Office of Science and Technology Policy have lead to some cross-agency planning, budgeting, and evaluation. Third, the principal criteria for selection, scientific merit and mission relevance, are in practice coarse filters. Con-
Box I-A—How Much is Enough?

“How much is enough money for research?” is a question that can only be asked if it is clear what scientific and engineering research in the United States is attempting to accomplish: research for what?

1. Is the primary goal of the Federal research system to fund the projects of all deserving investigators of natural and social phenomena?
   If so, then there will always be a call for more money, because research opportunities will always outstrip the capacity to pursue them.

2. Is it to educate the research work force, or the larger science and engineering work force, needed to supply the U.S. economy with skilled labor?
   If so, then support levels can be gauged by the need for more technically skilled workers. Preparing students throughout the educational pipeline will assure an adequate supply and diversity of talent.

3. Is it to promote economic activity and build research capacity throughout the United States economy by supplying new ideas for industry and other entrepreneurial interests?
   If so, then the support should be targeted in line with our efforts to pursue applied research, development, and technology transfer.

4. Is it all of the above and other goals besides?
   If so, then some combination of these needs must be considered in allocating Federal support.

Indicators of stress and competition in the research system do not address the question of whether science needs more funding to do more science. Rather, they speak to the organization and processes of science and to the competitive foundation on which the system is built and that sustains its vigor.

Education, economic activity, and other national goals have long been confronted by Congress and the executive branch, Although the relative importance of these needs varies over time with new developments and crises, their absolute importance has not been set. Thus, allocating resources to these needs has always been a tradeoff, within a limited budget, against other national goals and the programs that embody them.

Because of its intrinsic merit and importance to the Nation, research has consistently been awarded funding increases. But these do not compare to what some claim would be an appropriate level of funding for research to pursue a full agenda of opportunities. Deciding if the Nation is pursuing enough research opportunities or if the Nation needs more science is thus a complicated question, which requires that other decisions about the nature of the research system and its goals be settled first. Table 1A-1 reports the costs of some potential science initiatives as estimated in the late 1980s.

Table 1A-1—Sample Requests From the Research Community for Increased Funding

<table>
<thead>
<tr>
<th>Field or agency</th>
<th>Report or initiative</th>
<th>Additional funds requested</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSF</td>
<td>Initiative to double the NSF budget</td>
<td>$2.1 billion</td>
</tr>
<tr>
<td>NASA space science</td>
<td>Towards a New Era in Space: Realigning U.S. Policies to New Realities</td>
<td>Over $1 billion</td>
</tr>
<tr>
<td>Neuroscience</td>
<td>1990s Decade of the Brain Initiative</td>
<td>Over $1 billion</td>
</tr>
<tr>
<td>USDA research grants</td>
<td>Investing in Research</td>
<td>$0.5 billion</td>
</tr>
<tr>
<td>Behavioral and social sciences</td>
<td>The Behavioral and Social Sciences: Achievements and Opportunities</td>
<td>$0.26 billion</td>
</tr>
<tr>
<td>Mathematical sciences</td>
<td>Renewing U.S. Mathematics</td>
<td>$0.12 billion</td>
</tr>
<tr>
<td>All academic research</td>
<td>Science: The End of the Frontier?</td>
<td>Over $10 billion</td>
</tr>
</tbody>
</table>

KEY: NSF-National Science Foundation; NASA-National Aeronautics and Space Administration; USDA-U.S. Department of Agriculture

*Adjusted to 1990 dollars using the 1982 GNP Implicit Price Deflator.
### Table 1-3--Summary of Issues and Possible Congressional Responses

<table>
<thead>
<tr>
<th>Issue</th>
<th>Possible congressional responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting priorities for research</td>
<td>Hearings on crosscutting priorities and congressional designation of a body of the Federal Government to evaluate priority setting. Application of criteria to: a) promote education and human resources, b) build regional and institutional capacity in merit-based research decisionmaking, and c) balance little science and megaproject initiatives. Oversight of agency research programs that focuses on strategies to fulfill the above criteria, and on responses to priority setting.</td>
</tr>
<tr>
<td>Coping with changing expenditures for research</td>
<td>Encouragement of greater rest-accountability by the research agencies and research performers (especially for indirect costs, megaprojects, and other multiyear initiatives). Allowance for the agencies to pursue direct cost containment measures for specific items of research budgets and to evaluate the effectiveness of each measure.</td>
</tr>
<tr>
<td>Adapting education and human resources to meet future needs</td>
<td>Programs that focus investment on the educational pipeline at the K-12 and undergraduate levels. Attention to diversity in the human resource base for research, especially to the contributions of underparticipating groups. Incentives for adapting agency programs and proposal requirements to a changing model of research (where teams are larger, more specialized, and share research equipment and facilities).</td>
</tr>
<tr>
<td>Refining data collection and analysis to improve research decision making</td>
<td>Funding to: a) augment within-agency data collection and analysis on the Federal research system, and b) increase use of research program evacuation at the research agencies. Encouragement of data presentation and interpretation for use in policymaking, e.g., employing indicators and other techniques that measure outcomes and progress toward stated objectives.</td>
</tr>
</tbody>
</table>

**SOURCE:** Office of Technology Assessment, 1991.

cerns for developing human resources and building regional and institutional capacity must also be considered; these criteria strengthen future research capability. While not every project or agency will factor these criteria equally, the total Federal research portfolio must address these concerns.

Priority-setting mechanisms that cut across research fields and agencies, and that make selection criteria more transparent, must be strengthened in both Congress and the executive branch. Congressional oversight must evaluate the total Federal research portfolio based on national objectives, research goals, and agency missions. In the executive branch, Congress should insist, at a minimum, on iterative planning that results in: a) setting priorities among research goals, and b) applying (after scientific merit and program relevance) other criteria to research decisionmaking that reflect planning for the future. In addition, since megaproject costs affect the ability of other disciplines to start new, large projects, megaprojects are candidates for crosscutting priority setting.

**Discussion**

Priority setting can help to allocate Federal resources both when they are plentiful, as they were in the 1960s, and when they are scarce, as expected through the early 1990s. Governance requires that choices be made to increase the benefits and decrease the risks to the Nation. Priority setting occurs throughout the Federal Government at many levels. At the highest level, research priorities are compared to conscience and nonengineering needs. At the next level, priorities are set across research fields, such as biomedicine and mathematics. Within fields, agency research programs reflect research opportunities in subfields and relevance to national needs. Finally, research projects are compared, ranked, and awarded Federal funds.

---

Underground nuclear test craters dot Yucca Flat at the Nevada Test Site (NTS). In addition to nuclear testing, researchers at NTS explore other scientific phenomena such as geologic and seismic problems.

Toward More Explicit Priority Setting

There are three problems with priority setting as it is currently practiced in the Federal Government. First, criteria used in selecting various areas of research and megaprojects are not made explicit, and vary widely from area to area. This is particularly true, and particularly a problem, at the highest levels of priority setting, e.g., in the President’s budget and the congressional decision process. The best developed priority-setting mechanisms are within the research agencies and at the agency program level.

Second, there is currently no mechanism for evaluating the total research portfolio of the Federal Government in terms of progress toward many national objectives. Research priorities must be considered across the Federal research system, and in particular, across the Federal agencies. What the Federal Government values more or less in research can be inferred in part from the Federal budget, but there is no “research budget.” Federal support is distributed across many executive agencies and falls under the jurisdiction of a number of congressional committees and subcommittees (see table 1-4). Therefore, once allocations have been made to agencies (by the Office of Management and Budget-OMB) or to appropriations subcommittees (by full appropriations committees), decisions are made independently within narrow components of what is after-the-fact called the research budget. This hampers the implementation of crosscutting comparisons by Congress.

During the 1980s, OMB was a surrogate for a crosscutting agent, with Congress adding its own priorities through budget negotiations. Recent efforts by the Office of Science and Technology Policy (OSTP) have lead to cross-agency planning, budgeting, and evaluation in certain research and education areas. President Bush has invested more power in OSTP to participate with OMB in deliberations over research spending, especially in targeted

Presidential priority areas such as high-performance computing, global environmental change, and mathematics and science education. Since the Administration is moving in the direction of more centralized and coordinated priority setting, it is all the more important for Congress to consider priority-setting mechanisms as well.

Third, although scientific merit and mission relevance must always be the chief criteria used to judge a research area or agency program’s potential worth, they cannot always be the sole criteria. In particular, the application of criteria that augment scientific merit—which represent today’s judgments of quality—would help meet tomorrow’s

---

Notes:

Box 1-B-Criteria for Research Decisionmaking in Agency Programs

Within agency research programs, research proposals have traditionally been selected for support on the basis of expert peer or program manager judgments of scientific merit and program relevance. Many Federal agencies are now finding that the introduction of other explicit criteria is important for research decisionmaking.

For example, the National Science Board (NSB) established the following criteria for the selection of research projects by the National Science Foundation (NSF): 1) research performer competence, 2) intrinsic merit of the research, and 3) utility or relevance of the research. In addition, NSB included 4) the "... effect of the research on the infrastructure of science and engineering. This criterion relates to the potential of the proposed research to contribute to better understanding or improvement of the quality, distribution, or effectiveness of the Nation’s scientific and engineering research, education, and manpower base."

Under this fourth criterion, NSF includes:

... questions relating to scientific, engineering, and education personnel, including participation of women, minorities, and disabled individuals; the distribution of resources with respect to institutions and geographical area; stimulation of high quality activities in important but underdeveloped fields; support of research initiation for investigators without previous Federal research support as a Principal Investigator or Co-Principal Investigator and interdisciplinary approaches to research or education in appropriate areas.

In short, this criterion defines the bases for using other criteria in addition to scientific merit in mainstream allocations of research funds, and within set-aside programs. Set-aside programs, at NSF and elsewhere, underscore the continuing need for "sheltered competitions' for researchers who do not fare well in mainstream disciplinary programs.

As acknowledged by NSB, although scientific merit and program relevance must always be the primary criteria used to judge a research program or project’s potential worth, they cannot always be the only criteria. For most of today’s research programs, there are many more scientifically meritorious projects than can be funded. Proposal objectives of research investment. Broadly stated, there are two such criteria: strengthening education and human resources at all stages of study (e.g., increasing the diversity and versatility of participants); and building regional and institutional capacity (including economic development by matching Federal research support with funds from State, corporate, and nonprofit sources).

Education and human resources criteria would weigh research initiatives on their contribution to human resources for science and engineering. This should remain foremost in mind when weighing policies for research programs.

Can Congress look to the scientific community for guidance on setting priorities? The short answer is "no." Congress wishes—perhaps now more than ever—that the scientific community could offer priorities at a macro level for Federal funding. Science Advisor Bromley and former Science Advisor Press have stated criteria and categories of research initiatives on their contribution to participating regions and institutions. Regional and institutional capacity are important concerns in all Federal finding, and encouraging new institutional participants and development of research centers strengthens the future capacity and diversity of the research system. Some agency programs already incorporate these criteria in project selection (see box 1-B).
review could thus be an iterative process. First, a pool of proposals could be identified based on scientific merit and program relevance, and those with exceptional human resources and/or research infrastructure potential so indicated. The program manager, with or without the advice of expert peers, can then pick a balanced subset from the pool. Any of several subsets might be equally meritorious. This is where selection criteria and judgment enter the process. The result is a program research portfolio that can be reshaped in succeeding years.

OTA suggests that two broad criteria could be applied to research project selection: strengthening education and human resources, and building regional and institutional capacity. How might these two additional criteria be rated in research proposals?

- Education and human resources criteria would weigh proposals on their future production of new researchers or technically skilled students. Outcome measures would relate to undergraduate education, graduate training, and characteristics of new Ph.D.s—the number and quality of those entering graduate study and the research work force, respectively. Contributions to human resources include increasing participation in the educational pipeline (through degree completion), the research work force, and the larger science and engineering work force. With the changing character of the student population, tapping the diversity of traditionally underrepresented groups in science and engineering (e.g., women and U.S. minorities) is vital for the long-term health of the research work force.

- Regional and institutional capacity criteria would weigh proposals on their contribution to underparticipating regions and institutions. Outcome measures would include the enhanced research competitiveness of funded institutions; State, local, and private participation in the support of the research infrastructure; and an enlarged role in training and employment in targeted sectors, industries, and fields. Regional and institutional capacity are important concerns in all Federal finding, reflecting the interests of taxpayers. While the major research universities are exemplary in their production of research, untapped resources could be developed in other types of educational institutions throughout the United States.

Funding research to achieve all of these objectives will remain a prerogative of Congress. But decisions that add tomorrow criteria to May’s, especially in the review of project proposals at the research agencies, will expand the capability of the Federal research system.

“If the Federal Government wishes to augment the economic health of a particular region, supporting research in that area is one means of achieving it. ‘Spin-offs’ from research centers have traditionally improved local economies by encouraging development of technical industries and local research infrastructures. They also often contribute to local educational efforts and directly provide technical jobs for residents. See U.S. Congress, Office of Technology Assessment, Higher Education for Science and Engineering, OTA-TM-SET-52 (Washington, DC: U.S. Government Printing Office, March 1989).”

priority that they consider essential for science.” Each emphasizes the separation of large projects requiring new infrastructure from “small science.” Press further distinguishes human resources from national crises and extraordinary scientific breakthroughs, whereas Bromley places national needs and international security concerns above all else.

While the Press and Bromley formulations appear to provide frameworks for priority setting, they do not address the problem that there are few mechanisms for, and no tradition of, ranking research topics across fields and subfields of inquiry. In addition, priority setting is often resisted by the recipients of Federal funding because it orders the importance of research investments, which means that some programs do not get funded and some groups within the scientific community complain of lack of support. Consequently, Congress and the executive branch have found that the scientific community cannot make crosscutting priority decisions in science. In particular, the traditional mechanism of peer review is clearly not suited to making judgments across scientific fields. Some research communities do set priorities within specific research areas. However, the practice is not universal.


One effect of these rank-orders is the seeming creation of separate accounts, i.e., that choices could be made within each category and then across categories. Of course, such choices are being made by various participants in the research system simultaneously.
or widespread. Therefore, while recognizing the preferences of researchers, the Federal Government must set priorities at two levels: among scientifically meritorious research areas and megaprojects, and among agency programs.

**Megaprojects and the Science Base**

Key to the consideration of allocating public funds for science and engineering research is the simultaneous support of little and big science. Little science is the backbone of the scientific enterprise, and a diversity of research programs abounds. Not surprisingly, many investigators and their small teams shudder at the thought of organizing Federal science funding around a principle other than scientific merit—an approach that, in fact, is advocated by no one. They fear that setting priorities would change the criteria by which research funds are awarded. In particular, they seem to hear calls for priority setting as calls to direct all of research along specified lines, not as a means to assure that balance is achieved. For example, one goal would certainly be the maintenance of funding for a diverse science research base, while other goals would include training for scientists and engineers, and supplying state-of-the-art equipment.

The Federal Government also seeks to achieve goals at many levels. These goals are likely to differ between programs that pursue specific objectives and those that seek primarily to bolster the science base. For instance, the allocation of additional monies to NIH for AIDS (acquired immunodeficiency syndrome) research, beginning in the late 1980s and continuing today, has been a clear designation of an objective as a priority research area. In addition, to enhance the science base in specific research areas, such as environmental science and high-temperature superconductivity, the Bush Administration has increased funding in certain fields. These increases, however, seem to be dwarfed by the cost of a very few, but visible, megaprojects.

Megaprojects are large, “lumpy,” and uncertain in outcomes and cost. Lumpy refers to the discrete nature of a project. Unlike little science projects, there can be almost no information yield from a megaproject until some large-scale investment has occurred. Presumably, a successful science megaproject provides knowledge that is important and unattainable by any other means. Because of the large expenditures and long timeframes, many science megaprojects are supported by large political constituencies extending beyond the science community. Future decisions may center on ranking science megaprojects, since not all of them may be supportable without eroding funding of the science base (see figure 1-7).

There are few rules for selecting and funding science megaprojects; the process is largely ad hoc. From a national perspective, megaprojects stand alone in the Federal budget and cannot be subject to priority setting within a single agency. Nor can megaprojects be readily compared. For example, the Superconducting Super Collider (SSC) and the Human Genome Project (HGP) are not big science in the same sense. One involves construction of one large instrument, while the other is a collection of smaller projects.

An issue raised about some megaprojects is their contribution to science. For instance, the Space Station has little justification on scientific grounds, especially when compared with the SSC, the HGP, or the Earth Observing System, which have explicit scientific rationales. On purely scientific grounds, the benefits that will derive from investing in one project are often incommensurable with those that would be derived from investing in some other.
Figure 1-7—Cost Scenarios for the Science Base and Select Megaprojects: Fiscal Years 1990-2005

Current cost estimates for megaprojects

3 percent growth for science base (megaproject funding added on)

Constant dollars

Doubled current cost estimates for megaprojects

3 percent growth for science base (megaproject funding added on)

Constant dollars

KEY: SSC=Superconducting Super Collider; EOS=Earth Observing System.


"Science

However, because the problem of selecting among science megaprojects has most in common with the selection of complex capital projects, timeliness (why do it now rather than later?) and scientific and social merit must all be considered, as well as economic and labor benefits. At present, for example, the Space Station has considerable momentum as an economic and social project.

Other measures to evaluate and, if necessary, compare megaprojects include the number and diversity of researchers that can be supported, the scientific and technological value of information likely to be derived (i.e., the impact of the megaproject on the research community), and the ultimate utility of the new equipment and/or facility. For instance, if one project will support only a few researchers, while a second of similar cost and scientific merit will support a larger number of researchers, then perhaps the second should be favored. One might also expect preference for megaprojects that can be cost-shared internationally over those that cannot be. (Issues of costs in megaprojects are discussed below.)

Once the context for priority setting is examined, choices take on another dimension. What do U.S. society and the Federal Government expect for their research investment? What does the scientific community promise to deliver? The answers differ among participants and over time. As Robert White, President of the National Academy of Engineering, states: "It may be time that we think about whether our concern for the support of the science and
technology enterprise has diverted us from attention to how we can best serve national needs. “3”

Congressional Priority Setting

Since progress begets more opportunities for research than can be supported, setting research priorities may be imperative for shaping a successful Federal research portfolio in the 1990s.”6” To improve priority setting at a macro level, Congress should hold biennial hearings specifically on the state of the research system, including cross-field priorities in science and engineering, and the criteria used for decisionmaking within the cognizant research agencies.

For “objective-oriented” science and engineering that may or may not cross agencies, such as high-temperature superconductivity research, Congress should allocate resources based on plans to attain specific goals. In programs that seek primarily to fortify the science base, such as those sustained by NSF, Congress could judge progress toward goals that reflect the research capacity of the scientific community. While objective-oriented programs will contribute to these goals, the burden falls largely on science base programs to meet the goal of maintaining the research community. Congressional oversight of the research agencies could include questions of how their total research activities and specific programs, such as multiyear, capital-intensive megaprojects, contribute to expanding education and human resources, as well as to building regional and institutional capacity.

If Congress determines that more thorough and informed priority setting is required, the executive branch must disclose the criteria on which its priorities were set. OSTP is a candidate for this task. Building on the Federal Coordinating Council for Science, Engineering and Technology (FCCSET) mechanism, which presently considers only certain cross-agency research topics, OSTP could also initiate broader priority setting. In the executive branch, Congress should insist, at a minimum, on iterative planning that results in: a) making tradeoffs among research goals; and b) applying (after scientific merit and program relevance) other criteria to research decisionmaking that reflects planning for the future. In addition, since megaproject costs affect the ability of other disciplines to start new, large projects, megaprojects are candidates for crosscutting priority setting.”7”

Structural improvements to current priority setting, especially those that facilitate the budget process and research planning within and across the agencies, would also make the tradeoffs more explicit and less ad hoc, and the process more transparent. At a minimum, agency crosscutting budgetary analysis8 and a separate congressional cycle of priority-setting hearings (e.g., biennially) could reduce uncertainty and reveal the relationships among new and continuing projects, the support of new investigators by each agency, and the changing cost and duration estimates that currently bedevil all participants in the Federal research system.

Congress could also initiate specific changes in the executive agencies that would increase their ability to respond to changing priorities. They would include measures that encourage: 1) flexibility, so that programs can be more easily initiated, reoriented, or terminated; 2) risk-taking, so that a balanced portfolio of mainstream and “long-shot” research can be maintained; 3) strategic planning, so that agency initiatives can be implemented as long-term goals; 4) coordination, so that crosscutting priorities can be pursued simultaneously in many agencies; and 5) experimentation with finding allocation methods, so that new criteria can be introduced into project selection and evaluated to ascertain the value added to decisionmaking.

It is symbolic that across the Federal research system, national policymakers, sponsors, and performers alike have acknowledged that the funding process would benefit from careful consideration of

36Brooks writes, “Today many of the same negative signals that existed in 1971 are again evident. Will science recover to experience anew era of prosperity as it did beginning in the late seventies, or has the day of reckoning that so many predicted finally arrived?” Harvey Brooks, “Can Science Survive in the Modern Age? A Revisit After Twenty Years,” National Forum, vol. 71, No. 4, fall 1990, p. 33.
38This was a principal recommendation proposed in National Academy of Sciences, op. cit., footnote 6.
research priorities, especially at the macro level. Whether their exhortations lead to clearer research agendas (including the suspension or postponement of some activities) remains to be seen, and whether these investments are balanced, well-managed, and yield the desired consequences is hard to judge in real time. But surely the policy process is enriched by drawing a map of the choices, the benefits, and the costs to be incurred by the scientific community and the Nation.

ISSUE 2: Understanding Research Expenditures

Summary

Many in the scientific community claim that the “costs of doing research” are rising quickly, especially that the costs of equipment and facilities outpace increases in Federal research funding. The most reliable data are available from research agencies, and can be analyzed at two levels: 1) total Federal expenditures for research, and 2) individual components of research project budgets. OTA finds that Federal expenditures for research have risen faster than inflation, and more researchers are supported by the Federal Government than ever before. Salaries and indirect costs account for the largest and fastest growing share of these expenditures. However, these findings do not truly address the claims expressed above, because of the numerous and sometimes inconsistent meanings of the costs of doing research.

Most research activities become cheaper to complete with time, as long as the scope of the problem and the standards of measurement do not change. However, advances in technology and knowledge are “enabling” they allow deeper probing of more complex scientific problems. Experiments are also carried out in an environment driven by competition. While competition is part of the dynamic of a healthy research system, competition drives up demand for tiding, because success in the research environment often correlates highly with the financial resources of research groups.

Direct cost containment by the research agencies may not be an appropriate Federal role, although Congress might direct the agencies to pursue specific measures at their discretion and to evaluate their effectiveness. Instead, greater cost-accountability could be encouraged by the executive branch and Congress. In particular, the Federal Government should seek to eliminate the confusion around allowable indirect costs, and develop better estimates of future expenditures, especially for megaprojects where costs often escalate rapidly.

Discussion

Many researchers state as an overriding problem that the “costs of doing research” have risen much faster than inflation in the Gross National Product (GNP), and Federal expenditures for research have not kept pace with these rising costs. Included in the costs of research are salaries, benefits, equipment, facilities, indirect costs, and other components of research budgets. Equipment and facilities are typically named as most responsible for increased costs.

However, addressing these claims is difficult, because it is hard to define what is meant by the costs of doing research. Research activities become cheaper to complete with time, as long as the scope of the problem and the standards of measurement do not change. But this is not the way progress is made. Advances in technology and knowledge are “enabling” they allow deeper probing of more complex problems. This is an intrinsic challenge of research.

There is an extrinsic challenge as well. Experiments are carried out in an environment that is driven by competition. Competition is part of the dynamic of a healthy research system. One sign of a
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healthy research system is that it can expand to produce more research. “Needs” in the research environment are thus open-ended.

Although competition exists in the research community, it does not necessarily drive down costs, as would be expected in typical “markets.” In an earlier era, the chief cost of research was the annual salary of the principal investigator (PI). Today, the PI is often the head of a team with many players and access to the latest research technologies. In the face of inherent uncertainty about the eventual outcomes of research, sponsors must apply various criteria in predicting the likelihood of eventual project success, such as access to sophisticated equipment or the availability of appropriately trained personnel. These criteria are often associated with higher rather than lower costs. Success, therefore, often comes to those who spend the most (especially if research teams are relatively evenly matched). In fact, competitive proposals are often the most expensive and low bids can actually decrease a proposer’s chance of winning a grant. Because additional personnel and sophisticated equipment are seen by sponsors as being instrumental in the conduct of research, costs are ultimately limited by what sponsors are willing to spend.

Products, or ‘outputs,’ of scientific research have also traditionally defied measurement. Consequently, the price of research measured in economic terms—the cost per-unit output—is extremely difficult to estimate. Analysis using crude measures of scientific “productivity” suggests that the cost of producing a published paper or performing a given scientific measurement has decreased: with less than double the investment per year since 1965, more than double the number of papers are published today in academia, and more than double the number of Ph.D. scientists are employed in the academic sector.43 By these measures, science has grown more productive (and consequently the cost per-unit output of research has decreased).44 However, there is no metric to compare a ‘unit’ of today’s research with one in the past.

Thus, ‘Are the costs of research going up?’ is not a useful question for policy purposes. Research expenditures by the Federal Government are awarded and accounted for on an annual basis. What gets included in these expenditures can be modified by adjusting the scale and pace of scientific research. Especially for basic research, these factors are variable, though the competition for personal and institutional recognition pushes PIs toward larger teams and more sophisticated instrumentation. In mission-oriented science, the rate of research may be dictated by pressing concerns (e.g., curbing the AIDS epidemic is desired as quickly as possible).

For policy purposes, research costs equal expenditures: if the Federal Government provides more finds, ‘costs’ will go up accordingly. A more useful policy question might be: ‘Is Federal spending on individual components of research project budgets reasonable?’ The Federal Government will tend to have a different point of view when compared to the research performer. OTA has explored both perspectives.

Incomplete and murky data on research expenditures complicate questions on the costs of research. Analysis of Federal expenditures for the conduct of research must factor what Federal agencies are willing to spend for personnel, facilities, and instrumentation, while analysis of expenditures by research performers is confounded by the expenditure accounting schemes that vary from research institu-
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41See, for example, Richard Nelson, “The Allocation of Research and Development Resources: Some Problems of Public Policy,” Economics Of Research and Development, Richard Tybout (ed.) (Columbus, OH: Ohio State University Press, 1965), pp. 288-308. Nelson points out that...42Published papers and patents have been used as proxies, but they cannot be standardized. See Susan E. Cozzens, ‘‘Literature-Based Data in Research Evaluation: A Manager’s Guide to Bibliometrics’’, final report to the National Science Foundation Sept. 18, 1989.

43However, if one accepts these definitions of research output, the productivity of research relative to other economic activities might still be stagnant. Economist William Baumol explains that research, due to the price of labor rather than increases in its productivity, has an “...inherent tendency to rise in cost and prices, persistently and cumulatively, relative to the costs and prices of the economy’s other outputs.” He warns that...44The consequence may be an impediment to adequate funding of R&D activity, that is, to a level of funding consistent with the requirements of economic efficiency and the general economic welfare.” See W.J. Baumol et al., Productivity and American Leadership: The Long View (Cambridge, MA: MIT Press, 1989), ch. 6, quotes from pp. 116, 124.
In addition, much of the current debate over rising expenditures takes place within a context of agency budget constraints and pressures felt by research performers.

The most reliable data on Federal research expenditures are available from research agencies, and can be analyzed at two levels: 1) total Federal expenditures for research, and 2) individual components of research project budgets. OTA finds that total expenditures on individual components of grants have risen over inflation, but not nearly at the rate for total Federal expenditures for research (see figure 1-8). Instead, growth in the size of the research workforce supported by the Federal Government seems to account for the largest increase in Federal research expenditures. Also, the largest component increases of research project budgets are for salaries and indirect costs.

Trends in Components of Total Federal Research Expenditures

Analyzing Federal expenditures for specific line items of research budgets reveals interesting trends (again see figure 1-8). First, reimbursements for indirect costs are the fastest growing portion of Federal research expenditures. Indirect costs is a term that stands for expenses that research institutions can claim from the Federal Government for costs that cannot be directly attributed to a single research project, i.e., they are distributed over many investigators who share research infrastructure and administrative support. Federal support for indirect costs has increased since the 1960s, with the largest increases in the late 1960s and the 1980s. In 1958, indirect cost billings comprised 10 to 15 percent of Federal academic R&D funding. By 1988, that share had risen to roughly 25 percent. In addition, some agencies allow more than other agencies in indirect costs. For example, in 1988, the indirect cost as a percent of the total R&D expenditures allowed at


NIH was 30 percent, whereas it was less than 24 percent for NSF (a proportion unchanged since the mid-1980s).

Second, increasing numbers of investigators and rising salaries (and the benefits that go with them) have driven up the price of the personnel component of direct costs. University personnel speak of the increased competition for faculty with other sectors of the economy, and note that faculty salaries have been rising significantly over inflation during the last decade. The average total compensation (salaries and benefits) for academic Ph.D.s in the natural sciences and engineering increased from $59,000 (1988 dollars) in 1981 to more than $70,000 in 1988. In the same period, the number of full-time equivalent scientists and engineers employed in academic settings rose steadily from about 275,000 to almost 340,000.4

Third, Federal support for academic research equipment alone increased from $0.5 billion in 1968 (1988 dollars) to $0.9 billion in 1988. Despite pronounced increases and improvements in equipment stocks in the 1980s, 36 percent of department heads still describe their equipment as inadequate (to conduct state-of-the-art research). This is in part due to the reduction in the obsolescence time of equipment and instrumentation use since the late 1970s.49

Finally, the Federal share of all capital expenditures for academic facilities (which include both research and teaching facilities) has never topped one-third. Now it is less than 10 percent.50 For university research facilities alone, the Federal Government provided an estimated 11 and 16 percent, respectively, of private and public university capital expenditures in 1988-89. The government also supports research facilities through depreciation, operation, and maintenance charges accounted for in the indirect cost rate. In 1988, the Federal Government supplied nearly $1 billion to support university infrastructure. Almost 20 percent was for facilities depreciation, while the rest was recovered for operation and maintenance costs.51

Academic administrators claim that with growing frequency, aging laboratories and classroom buildings falter and break down,52 and many claim that facility reinvestment has not kept pace with growing needs. However, the picture is not clear. For example, when asked by NSF, a majority of the research administrators and deans at the top 50

---

5For public universities, 50(060)percent of the facilities funds come from the States, and 30 percent from bond issues. For private universities, roughly one-third comes from the Federal Government, while another one-third is from endowments. See Michael Davey, Bricks and Mortar: A Summary and Analysis of Proposals to Meet Research Facilities Needs on College Campuses (Washington, DC: Congressional Research Service, 1987).
6Over the period 1982 to 1988, the Federal support of university infrastructure grew by over 70 percent in real terms. These figures are presented in “Enhancing Research and Expanding the Human Frontier,” op. cit., footnote 26, pp. 61-62. The document further states that: “Each academic institution must provide a certification that its research facilities are adequate (to perform the research proposed) as a condition of accepting research grants.” The . . . $12 billion of needed, but unfunded capital projects. . .” reported in the National Science Foundation surveys of universities . . has ot had an apparent effect on the ability of universities to accept Federal research funds.‘
research universities replied that their facilities were “good to excellent,” whereas a majority of the research administrators and deans in the schools below the top 50 estimated that their facilities were “fair to poor.”

The crux of the facilities problem is that research and academic centers can always use new or renovated buildings, but how much is enough? Even though “need” may not be quantified in the different sectors of the research enterprise, a demand certainly exists. For example, when NSF solicited proposals for a $20 million program in 1989 to address facilities needs, it received over 400 proposals totaling $300 million in requests.

Federal Policy Responses to Increased Demand

Many Federal agencies have experimented with grant-reducing measures, such as the salary caps required by Congress and temporarily imposed by NSF and NIH, the ceilings on indirect costs currently in place at USDA, the elimination of cost-blind reviews of proposals in some research programs at NIH, the limitation of funds supplied in new grants to researchers with multiple Federal grants at the National Institute of General Medical Sciences, and the institution of freed-price grants in some NSF programs. Congress could pursue permanent grant-reducing measures to slow or limit increases in research expenditures on individual research grants. In general, allowing market forces to determine costs has been a tradition in Federal policy.

Instead, greater cost-accountability could be encouraged. One benefit of cost-accountability could be incentives for performers to spend less than what was targeted in project budgets, and greater flexibility in expenditures for performers (e.g., researchers could be encouraged to use the money saved one year in the next year, a so-called no-cost extension). Within such cost-accountability measures, Congress might also direct the agencies to experiment with cost-containment schemes and to evaluate their effectiveness.

Greater cost-accountability is especially important in the calculation of indirect cost rates. At present, the guidelines for calculating costs are detailed in conjunction with OMB Circular A-21 and have been in force since 1979. Every major research university has an indirect rate established for the current fiscal year for recovery of costs associated with sponsored research. These rates have evolved over many years as a result of direct interaction and negotiation with the cognizant Federal agency. There is a wide range of indirect costs rates among universities, with most noticeable differences between public and private institutions (rates tend to be higher at private institutions). Rates vary because of: 1) significant differences in facilities-related expenditures, 2) under-recovery by some universities, 3) imposition of limits by some government agencies in the negotiation process, and 4) diversity in assigning component expenditures as direct or indirect.

However, confusion around what is contained in the indirect cost rate is getting worse, not better. This reflects, in part, the difficulty of separating expenditures along lines of research, instruction, and other functions. Recent investigations by the Office of Naval Research and the House Committee on Energy and Commerce have also uncovered significant variation in the accounting of indirect costs by the cognizant Federal agencies and research universities. These differences should be sorted out, and more explicit and understandable guidelines devised.

subassociation of American Universities, op. Cit., footnote 47.
It is also important to stress accuracy in developing estimates of costs for megaprojects. When the Federal Government "buys" a megaproject, the initial investment seems to represent a point of no return. Once the go, no-go decision has been made at the national level, the commitment is expected to be honored. However, criteria for consideration in the funding of a science megaproject could conceivably include: startup and maintenance costs, cost of unanticipated delay, cost of users' experiments, and likely changes in the overall cost of the project from initial estimate to completion. Some estimates for science megaprojects double before the construction is even begun, and costs of operating a big science facility once it is completed are sometimes not considered. 69

Megaprojects will always be selected through a political process because of their scale, lumpiness, and incommensurability. Since their costs, especially in following years, affect other disciplines' abilities to start new, large projects, megaprojects could well be considered as candidates for crosscutting, priority-setting analysis before the practical point of no return. As the National Academy of Sciences' report on budget priorities reminds: . . . it is necessary to specify the institutions, individuals, and organizations that will be served; [and] the costs . . . of the program." 60 The cost of investment for the Federal Government is an important criterion to apply to all scientific research, including megaprojects.

**Performer Expectations**

Not all problems in research costs can be addressed by the Federal Government. Many researchers point to higher expectations, which require more spending, and competition in the university environment. In the academic environment, researchers are asked today to publish more papers, shepherd more graduate students, and bring in more Federal funding than their predecessors. 61 If they do not meet these expectations, some report a sense of failure. 62 This is true even if they have succeeded, but not by as much or as quickly as they had hoped.

To boost research productivity and to compete with other research teams, faculty attempt to leverage their time with the help of postdoctoral fellows, nontenure track researchers, and graduate students who are paid lesser salaries. Due to the shortage of faculty positions for the numbers of graduate students produced, young Ph.D.s have been willing to take these positions in order to remain active researchers. This availability of "cheap labor" is seen by many senior researchers and their institutions as the only way they can make ends meet in competing for grants. 63 This is a trend toward an "industrial model," where project teams are larger and responsibilities are more distinct within the group. 64 While the expenditures charged to an individual grant may be less (since more grants may be required to support the diverse work of the group), the overall cost of supporting a PI and the larger group are greater. 65

Some experiments have been attempted on U.S. campuses to temper the drive for more research publications (as a measure of productivity). For example, at Harvard Medical School, faculty are allowed to list only five publications for consideration in tenure reviews, with similar numbers set for

---


60 National Academy of Sciences, op. cit., footnote 6, p. 11.

61 This is especially true in entrepreneurial research areas such as biotechnology. See Henry Etzkowitz, "Entrepreneurial Scientists and Entrepreneurial Universities in American Academic Science," *Minerva*, vol. 21, summer-autumn 1983, pp. 198-233.


63 Labor economist Alan F., Executive Director, Office of Scientific and Engineering Personnel, National Research Council, writes: "... personnel costs constitute roughly 45 percent of total costs and ... this percentage has remained reasonably stable over time. Given that salaries of faculty (i.e., principal investigators) have been rising during the 1980s, this suggests that the staffing pattern of research projects has been changing, with the input of PIs decreasing relative to ... other, less expensive resources. There is some evidence to support this hypothesis in the report of GURR (Government-University-Industry Research Roundtable). . . . [that] finds in academia an increasing ratio of nonfaculty to faculty," personal communication, Nov. 15, 1990. See Government-University-Industry Research Roundtable, op. cit., footnote 48.

64 Elsewhere this has been called the "industrialization of science," Or "... a new collectivized form in which characteristics of both the academic and industrialized modes are intermingled." See John Ziman, *An Introduction to Science Studies* (Cambridge, England: Cambridge University Press, 1984), p. 132 (elaborated below).

other promotions. Thus, the quality and importance of the candidate’s selected set of papers is stressed, though measuring these characteristics remains controversial. However, strong incentives militate against reducing research volume. Most overhead is brought into the university by a small number of research professors. (At Stanford, 5 percent of the faculty bring in over one-half of the indirect cost dollars.) Any measure that would reduce grant awards and publications produced by these investigators would deprive the university of revenues. In fact, many universities in tight financial straits try to maximize the level of research volume. 

The Federal Government must seek to understand better the trends in expenditures in the research environment—specially variations across institutional settings—and craft government policies to allocate resources effectively. Reliable analyses of research expenditures at all of the Federal agencies are not available. Future studies of expenditures should look not only at the economic forces that increase (and decrease) research expenditures, but also at the sociology of research organizations, including the demography of research teams and institutional policies for sponsored projects.

Federal agencies clearly must understand increasing demands to fund research, as research universities and laboratories are an invaluable resource for the United States. Devising mechanisms for coping with research expenditures is one of the central challenges to the Federal system for funding research in the 1990s.

ISSUE 3: Adapting Education and Human Resources To Meet Changing Needs

Summary

Three issues are central to education and human resources for the research work force:

1. Recent projections of shortages of Ph.D. researchers in the mid-1990s have spurred urgent calls to augment Ph.D. production in the United States. OTA believes that the likelihood of these projections being realized is overstated, and that these projections alone are poor grounds on which to base public policy. For instance, they assume continued growth in demand in both academic and industrial sectors, independent of the level of Federal funding. In both this and previous OTA work, however, OTA has indicated the value to the Nation—regardless of employment opportunities in the research sector—of expanding the number and diversity of students in the educational pipeline (IS-12 and undergraduate) for science and engineering, preparing graduate students for career paths in or outside of research, and, if necessary, providing retraining grants for researchers to move more easily between research fields.

2. Total participation in science and engineering can be increased if the opportunities and motivation of presently underparticipating groups (e.g., women, minorities, and researchers in some geographic locations) are addressed. Federal legislation has historically played an important role in recruiting and retaining these groups. Also, “set-aside” programs (which offer competitive research grants to targeted groups) and mainstream disciplinary programs are tools that can enlarge, sustain, and manage the diversity of people and institutions in the research system.

3. Research in many fields of science and engineering is moving toward a larger, more “industrial” model, with specialized responsibilities and the sharing of infrastructure. In response, the Federal Government may wish to acknowledge changes in the composition of research groups and to enhance the opportunities and rewards for postdoctorates, nontenure track researchers, and others.

66 The National Science Foundation also now limits the number of publications it will consider, as evidence of an applicant’s track record in reviewing grant proposals. See David P. Hamilton, “Publishing By—and For?—the Numbers,” Science, vol. 250, Dec. 7, 1990, pp. 1331-1332.


68 OTA interviews at Stanford University, Aug. 2-3, 1990.

Discussion

The graduate science and engineering (s/e) education system in the United States, especially at the doctoral level, is the envy of the world. Foreign nationals continue to seek graduate degrees from U.S. institutions at an ever-growing rate. From 1977 to 1988, the number of Ph.D.s awarded in s/e by U.S. universities increased by nearly 50 percent (for a breakdown by field and decade, see figure 1-9). This exemplary production of Ph.D.s continues a noble tradition abetted by Federal research and education legislation.

With passage of the National Defense Education Act of 1958 (Public Law 85-864) in the wake of the Sputnik launch, the Federal Government became a pivotal supporter of pre- and postdoctoral science, engineering, and indeed, non-s/e students. Additional programs were soon established by NSF, NASA, NIH, and other Federal agencies. This period of growth in Federal programs offering fellowships (portable grants awarded directly to students for graduate study) and traineeships (grants awarded to institutions to build training capacity) was followed by decreases in the 1970s. In s/e, this decline was offset by the rise in the number of research assistantships (RAs) for students awarded on Federal research grants to their mentors.

During the 1980s, RAs became the principal mechanism of graduate s/e student support, increasing at 5 percent per annum since 1980, except in agricultural sciences where RAs have actually declined. (A comparison of the types of graduate student Federal support, 1969 and 1988, is presented in figure 1-10.) This trend is consistent with the growing “research intensiveness” of the Nation’s universities: more faculty report research as their primary or secondary work activity, an estimated total in 1987 of 155,000 in academic settings.

Thus, the Federal Government has historically played both a direct and indirect role in the production and employment of s/e Ph.D.s. Both as the primary supporter of graduate student stipends and tuition, and as a patron, mainly through research grants, the Federal Government has effectively intervened in the doctorate labor market and helped shape the research work force.

Supplying the Research Work Force

The U.S. graduate research and education system trains new researchers and skilled personnel for all sectors of the Nation’s work force (and arguably for some countries abroad). Since 1980, NSF estimates that the total s/e work force (all degrees) has grown at 7.8 percent per year, which is four times the annual rate of growth in total employment. Scientists and engineers represented 2.4 percent of the U.S. work force in 1976 and 4.1 percent in 1988.

While new s/e Ph.D.s have traditionally been prepared for faculty positions in academia—almost 80 percent were employed in this sector in 1987—in broad fields such as engineering and disciplines such as computer science the demand for technical labor outside of academia is great. Other fields, like chemistry, benefit from having a large set of potential academic and industrial employment opportunities. This diversity makes any labor market

---

70See National Science Board, op. cit., footnote 12, p. 55; and National Research Council, Foreign and Foreign-Born Engineers in the United States (Washington, DC: National Academy Press, 1988). Although OTA uses the shorthand “scientists and engineers,” it recognizes the range of fields represented by the term. They are encompassed by the degree-granting categories in the National Science Foundation’s Science Resources Studies reports: engineering, physical sciences, environmental sciences, mathematical sciences, computer/information sciences, life (biological/agricultural) sciences, psychology, and social sciences.


74If plotted by gender, this figure would look quite different. Traditionally, women have not received as many fellowships and traineeships as men or foreign students on temporary visas, are more dependent on personal or family resources during graduate study, and suffer higher attrition before completing the Ph.D. See U.S. Congress, Office of Technology Assessment, Educating Scientists and Engineers: Grade School to Grad School, OTA-SET-377 (Washington, DC: U.S. Government Printing Office, June 1988), pp. 79-80; and National Science Foundation, Women and Minorities in Science and Engineering, NSF 90-301 (Washington, DC: January 1990), pp. 23-24.

75National Science B. ed, op. cit., footnote 12, pp. 46, 57. These 155,000 represented 37 percent of the doctorate scientists and engineers employed in the United States in 1987.

76Ibid., p. 67. Among Ph.D.s, the ratio of employed scientists to engineers is 5 to 1.

77Ibid., app. table 5-19.
fluid and its forecasting difficult, but the major components can be analyzed.\textsuperscript{a}

Based on changing demographics and historical trends in baccalaureate degrees, some studies have projected that the scientific community will face a severe shortage in its Ph.D. research workforce during the 1990s.\textsuperscript{79} However, there are pitfalls in the methodologies employed in these projections of Ph.D. employment demand.\textsuperscript{80} Predicting the demand for academic researchers must also account for enrollment and immigration trends, anticipated career shifts and retirements, and the intentions of new entrants, as well as shifting Federal priorities and available research funding. All of these are subject to change, and may vary by institution, field, and region of the country.\textsuperscript{81} In addition, OTA questions

\textsuperscript{a}Degrees in computer science were not awarded until the late-1970s; before then, computer science was counted with mathematical sciences.


\textsuperscript{81}Indeed, shortages may not be the biggest concern. Changes in demographic composition and quality of graduates may be more problematic. For a discussion, see Howard P. Tuckman, "Supply, Human Capital, and the Average Quality Level of the Science and Engineering Labor Force," \textit{Economics of Education Review}, vol. 7, No. 4, 1988, pp. 405-421.

the ability of statistical analyses to predict future demand for s/e Ph.D.s, especially as responses to market signals and other societal influences are known to adjust both interest and opportunities. Even without the prospect of a slackening economy in the 1990s, such projections would be unreliable. Given the track record of these forecasting tools, they are poor grounds alone on which to base public policy.  

Noting the uncertainty of projections, OTA finds that concentration on the preparedness of the pipeline to produce Ph.D.s (i.e., increasing the number of undergraduates earning baccalaureates in s/e) by introducing flexibility into the system is the most robust policy. If shortages begin to occur in a particular field, not only should graduate students be encouraged to complete their degrees (i.e., reducing attrition), but prepared undergraduates should be induced, through various proven Federal support mechanisms, to pursue a Ph.D. Those scientists who would have otherwise left the field might stay longer, those who had already left might return, and graduate students in nearby fields could migrate to the field experiencing a shortage. If shortages do not materialize, then the Nation’s work force would be enhanced by the availability of additional highly skilled workers.

OTA believes there are initiatives that maintain the readiness of the educational pipeline to respond to changing demands for researchers and that enhance the diversity of career opportunities—sectors and roles—for graduates with s/e Ph.D.s. Congress could urge NSF and the other research agencies to intensify their efforts to maintain a robust educational pipeline for scientific researchers (and to let the labor market adjust Ph.D. employment). Funding could be provided for undergraduate recruitment and retention programs, for grants to induce dedicated faculty to teach undergraduates, and for the provision of faculty retraining grants.

**Expanding Diversity and Research Capacity**

Trends in the award of s/e degrees attest to 20 years of steady growth in human resources (see figure 1-11). These data are a sustained record of scientific education at the Ph.D. level. However, the benefits of this education do not accrue equally to all groups, and therefore to the Nation. Women and U.S. racial and ethnic minorities, despite gains in Ph.D. awards through the 1970s and 1980s, lag the participation of white males. Relative to their numbers in both the general and the undergraduate populations, women and minorities (and the physically disabled) are underparticipating in the research work force. Meanwhile, foreign nationals on temporary visas are a growing proportion of s/e Ph.D. recipients (and about one-half are estimated to remain in the United States).

---

82 OTA reached this conclusion after examining the performance of various models of academic and industrial labor markets. See Office of Technology Assessment, op. cit., footnote 72, especially chs. 3 and 4. Recent independent confirmation of this conclusion appears in Alan Fechter, “Engineering Shortages and Shortfalls: Myths and Realities,” _The Bridge_, fall 1990, vol. 20, pp. 16-20.

83 See Office of Technology Assessment, op. Cit., footnote 74.


85 The National Science Foundation, as prescribed in their enabling legislation, is equally responsible for science education and the support of the Nation’s basic research. It has gradually expanded its programs, long focused on the graduate end of the pipeline, to address issues in undergraduate and K-12 education. For example, see National Science Foundation Research on Key Issues in Science and Engineering Education: Targeted Program Solicitation, NSF 90-149 (Washington, DC: 1990). Perhaps faculty retraining programs, both to highlight changes in educational strategies and developments in research, should be considered. Retraining has been acknowledged as important for maintaining the engineering work force, and retraining grants have been provided in some programs within the Department of Defense and other agencies. Additional research retraining grants could certainly be financed by the research agencies and perhaps administered through the Federal laboratories. Retraining for teaching would fall primarily to universities that wish to improve the classroom (i.e., undergraduate) teaching of its faculty. See National Research Council, op. cit., footnote 78; and Neal Lane, ‘Educational Challenges and Opportunities: Human Resources in Science and Technology: Improving U.S. Competitiveness, Proceedings of a Policy Symposium for Government, Academia, and Industry, Mar. 15-16, 1990, Washington, DC, Betty Vetter and Eleanor Babco (eds.) (Washington, DC: Commission on Professional in Science and Technology, July 1990), pp. 92-99.

86 Degrees alone tell an incomplete story of future supply of scientists and engineers. For example, college attendance rates of 8 to 21-year-olds vary by gender and race. Since 1972, 35 to 40 percent of whites of both sexes in the cohort have attended college with Black rates in the 25 to 30 percent range. By 1988, female attendance exceeded that of males and was rising, whereas male attendance of both races peaked in 1986-87 and declined thereafter. See National Science Board, op. cit., footnote 12, p. 50, figure 2-2.

Increasing the participation at all educational levels in s/e by traditionally underrepresented groups is a challenge to the human resources goals of the Federal research system. Enhancing the participation of targeted groups at the Ph.D. level will be particularly difficult, as the research work force adjusts to changing fiscal conditions and funding of research. As OTA found in an earlier study, "... equal opportunity for participation in higher education and in research for all groups is a long-term social goal that will be achieved only with steady national commitment and investments." Congress could amend the Higher Education Act (reauthorization is scheduled for the 102d Congress) and the Science and Engineering Equal Opportunities Act to add provisions that address diversity in research and science education funding, and emphasize undergraduate teaching opportunities at certain categories of institutions such as historically Black colleges and universities (HBCUs). Programs targeted to U.S. minorities, women, and the physically disabled could help to expand the pool of potential scientists and engineers. It is clear that in

---

this particular realm of human resources, market forces alone will not increase the participation of these groups. Policy intervention is required and Congress is empowered to intervene.

The capacity of the research system could also be augmented by encouraging “have-not” institutions to concentrate excellence in select research programs (departments and centers) and build from there. Attempting to enter the top ranks of federally funded research-intensive universities through across-the-board enhancement of all research programs may lead to each program being unable to garner enough support to improve research capability. Various programs that address geographical diversity, such as the NSF Experimental Program to Stimulate Competitive Research (EPSCoR), or greater consideration of geography in funding allocation within the portfolios of mainstream scientific merit-based programs, could build research capacity that benefits States and regions as well as the Nation as a whole.

Research and Education in Flux

Calls for the reform of higher education in the 21st century are now emanating from many presidents of research universities. These calls center on improved undergraduate education and a better balance between research and teaching. Many see a need to change the reward system of the university, since asking universities to augment the teaching of undergraduates may be misplaced if faculty continue to view this as a drain on time that would be better spent doing research.

The tension between research and teaching is perpetuated by the provision of funds meant to improve both the institution’s research performance and teaching capability. A common perception during the 1960s was that Federal dollars that supported research also benefited undergraduate teaching because these top researchers would communicate their excitement about developments “at the laboratory bench” to undergraduate and graduate students alike. In the 1980s, with the separation between research and undergraduate education becoming more pronounced, the connection between research progress and the cultivation of human resources grew more tenuous. These calls for increased undergraduate teaching by faculty seek to alter an academic research and teaching model in the United States that is already under strain.

The predominant mode of academic research in the natural sciences and engineering begins with a research group that includes a PI (most often a faculty member), a number of graduate students, one or several postdoctoral scientists, technicians, and perhaps an additional nonfaculty Ph.D. researcher. While this group may be working on a single problem funded by one or two grants, subsets of the group may work on different but related problems funded simultaneously by multiple project grants. (In the social sciences, the groups tend to be smaller, often numbering only the faculty member and one to two graduate students.)

In addition, the dominant model to launch a career as a young scientist is movement from one research university to another with an assistant professorship, the attainment of a first Federal research grant, and the re-creation of the mentor’s professional lifestyle (e.g., independent laboratory, graduate students, postdoctorates). For an institution to subscribe to this model tends to shift much of the actual responsibility for awarding tenure from the department faculty to the Federal Government. While university officials say there is “... no fried time in which researchers are expected to become self-sufficient through outside grants... researchers who have failed to win such grants are less likely to

---


92See Anthony B. Maddox and Renee P. Smith-Maddox, “Developing Graduate School Awareness for Engineering and Science: A Model,” Journal of Negro Education, vol. 59, No. 3, 1990, pp. 479-490. This connection was also highlighted when institutions of higher education receiving Federal assistance were required to provide certain information on graduation rates, reported by program and field of study. See Public Law 101-542, Title I—Student Right-To-Know, Stat. 2381-2384, Nov. 8, 1990, p. 104.
Seventh graders observe research in a “cleanroom.” Seeing science at work is important for all age groups.

earn tenure than their colleagues who have found such support.

There is doubtless a role for universities to play in the diversification of research careers of recent Ph.D.s. New Ph.D.s find it difficult to entertain alternative opportunities if they have no experience with them. Thus, programs that offer a summer in a corporate laboratory or part of an academic year at a 4-year liberal arts college can help advanced graduate students visualize working in settings other than the university. Arrangements that link an HBCU or liberal arts college to a research university or national laboratory stretch the resources and experience of both participating institutions.

New Models: University and Federal

Other models of education could be encouraged that feature a greater sharing of resources (e.g., equipment and space) and people (e.g., doctoral students, nonfaculty researchers, and technicians). Models that stress research in units other than academic departments, research in nonacademic sectors, and nonresearch roles in academia could be entertained. Some Federal research agencies already


To date, such arrangements have been most common in undergraduate engineering. One coalition, spearheaded by a 5-year $15 million National Science Foundation grant, will establish a communications network for information dissemination, faculty exchange, workshops, and outreach to elementary, secondary, and community college students. The participating universities are City College of New York, Howard, Maryland, Massachusetts Institute of Technology, Morgan State, Pennsylvania State, and Washington. See “NSF Announces Multi-Million Dollar Grants to Form Engineering Education Coalitions,” NSF News, Oct. 9, 1990.
recognize the development of this form of teamwork in their finding programs and support of the research infrastructure. For example, these models are institutionalized in the centers programs sponsored by NSF. Centers, which support individual researchers (as faculty and mentors) as well, may represent a new way of doing business for NSF. Centers are also featured at NIH intra- and extramurally; at the laboratories affiliated with DOD, DOE, and NASA; and at the agricultural experiments stations funded through block grants by USDA.  

Research in general is becoming increasingly interdisciplinary, i.e., it requires the meshing of different specializations to advance a research area. Academic departments house specialists by discipline whose research will be performed in units-entering, institutes, programs—that cut across the traditional departmental organization on campus. Such organized research units have a history on U.S. university campuses, but not as dominant structures. However, as outlined above, in many fields there is movement toward an industrial model of research, characterized by larger research teams and a PI who spends more time gathering funds to support junior researchers who in turn devote their full time to research. For many of today’s research activities, this model seems to enhance productivity and allow more complex research problems to be tackled, by specializing responsibilities within the research team and sharing infrastructure.  

The expanding size and complexity of research teams under the responsibility of entrepreneurial PIs and “lab chiefs’’ fosters financial and organizational strains. To help ease the strains caused by a transition in some parts of the research community to an industrial model, the Federal research agencies could encourage alternative models of education-in- research that feature a greater sharing of resources and people. While it is not the role of the Federal Government to dictate university research or education policies, it can provide the impetus for examining and experimenting with those policies through grant support.  

Mainstream agency programs have always awarded research funds to advance the state of knowledge in their programmatic areas mainly on the core criterion of “scientific merit.” Though difficult to define precisely, this is generally taken as a necessary condition for funding. Recognition that discipline-based agency programs favor investigator track record in proposal review, but that other factors reflect important objectives of research funding, led to the creation of set-aside programs. These programs, originating both in Congress and within agencies, restrict the competition for scarce funds according to some characteristic of the investigator or the proposal. Set-aside programs thus evaluate proposals first and foremost on scientific merit, but redefine the playing field by reducing the number of competitors. (Examples discussed in the full report include NIH’s Minority Biomedical Research Support Program; NSF’s aforementioned EPSCoR, Presidential Young Investigator, and Small Grants for Experimental Research programs; and the Small Business Innovation Research programs conducted by various Federal agencies.)  

Taken together, such programs address the competitive disadvantage faced by young, minority, or small business research performers; by researchers and institutions in certain regions of the Nation; and by ideas deemed ‘high-risk’ by expert peers or that do not fit with traditional disciplinary emphases. The proliferation of such programs over the last 20 years has been a response to the desire to enlarge

---

95In 1990, the National Science Foundation supported 19 Engineering Research Centers and 11 Science and Technology Research Centers (STCS) at $48 million and $27 million, respectively. Thus, together they account for less than 10 percent of the National Science Foundation’s budget, while providing a long-term funding base (5 to 11 years) for interdisciplinary and high-risk projects oriented to the applied, development, and commercial-use end of the research continuum. See Joseph Palca and Eliot Marshall, “Bloch Leaves NSF in Mainstream,” Science, vol. 249, Aug. 24, 1990, p. 850. In the block-grant, multi-investigator approach embodied by STCS: “NSF has rolled the dice on an experiment in science, and it will take some time to know whether it has come up with a winner.” See Joseph Palca, “NSF Centers Rise Above the Storm,” Science, vol. 251, Jan. 4, 1991, pp. 19-22, quote from p. 22.  


98See Ziman, op. cit., footnote 64, pp. 132-139. In other words, the traditional academic model of faculty-mentor plus graduate student is today accompanied by production units that demand more teamwork and sharing—what has long been common, for example, in astronomy, fusion, and high-energy physics research.
both the participation in, and the capacity of, the Federal research system. But because the annual finding for each program remains modest (typically in the $10 million range), program impact is limited.

Without set-asides, the Federal Government would have little confidence that once scientific merit has been demonstrated, other differentiating criteria would be applied to the funding of researchers. However, to a research system already strapped for resources, the finding of such “tangential” concerns is seen by some as diverting precious dollars away from the core need to advance knowledge.99

Human resources are perhaps the most important component of the research system. Through support of scientists and engineers, graduate students, and the educational pipeline, the Federal Government is instrumental in the creation of a strong research work force, which has been expanding under this support since the 1950s. In the 1990s, however, the research work force—its myriad forms of organization and scale of effort—has reached such a size that it feels strain under the Federal Government’s present approach to supporting the conduct of research. In addition, accommodating to an expanding research work force, and to the changing ethnic and racial composition of students in the educational pipeline for science and engineering, poses challenges to the Federal research system. Human resources issues have implications not only for the number of participants in the research work force, but also for the character of the research that new entrants automatically bring to the Nation’s research enterprise.

ISSUE 4: Refining Data Collection and Analysis To Improve Research Decisionmaking

Summary

Data collected on the health of the Federal research system—dollars spent for research, enrollments, and academic degrees awarded in specific fields, and outcome measures such as publications and citations—are extensive. In other areas, however, data are scarce. For instance, almost no consistent information exists on the size and composition of the research work force (as opposed to the total science and engineering work force), or what proportion is supported by Federal funds (across agencies).

Most research agencies, with the exception of NSF and NIH, devote few resources to internal data collection. Consequently, most analyses must rely on NSF and NIH data and indicators alone, potentially generalizing results and trends that might not apply to other agencies. Furthermore, it is not clear how agency data are used to inform research decisionmaking, as some challenge current policy assumptions and others are reported at inappropriate levels of aggregation.

OTA suggests additional information that could be collected for different levels of decisionmaking, concentrating in areas of policy relevance for Congress and the executive branch. However, better information may not be cost-free. The idea is not merely to add to data collection and analysis, but to substitute for current activities not used for internal agency decisionmaking or external accountability. Refried inhouse and extramural data collection, analysis, and interpretation would be instructive for decisionmaking and managing research performance in the 1990s.

Discussion

Many organizations collect and analyze data on the research system. First and foremost is NSF, with its numerous surveys, reports, and electronic data systems that are publicly available. Certainly the most visible compendium of data on the research system is the biennial report, Science & Engineering Indicators (SEI), issued since 1973 by the National Science Board, the governing body of NSF.100 Other sources include the other Federal research agencies; the National Research Council; the Congressional Research Service; professional societies, especially the American Association for the Advancement of

99Change comes incrementally and at the margins of the enterprise. But if one were constructing the system from scratch, mainstreaming criteria to reflect the multiple objectives of research funding would be a key element to consider.

100See Susan E. Cozzens, “Science Indicators: Description or Prescription?” OTA contractor report, September 1990. Note that Science & Engineering Indicators (SEI) was named Science Indicators until 1987. SEI builds on data collected, published, and issued in many other reports by the Science Resources Studies Division of the National Science Foundation.
Science; and other public and special interest groups.\textsuperscript{101}

Together these databases and analyses provide a wealth of information: time series on the funding of research and development (R&D); expenditures by R&D performer (e.g., universities and colleges, industry, Federal laboratories), by source of funding, and by type (basic, applied, or development); numbers of students who enroll in and graduate with degrees in s/e; characteristics of prescollege science and mathematics programs and students in the education pipeline; and size, sectors of employment, and activities of the s/e (especially Ph. D.) workforce.\textsuperscript{102} Detailed analyses of the Federal budget by research agency are available each year, and impacts on specific disciplines and industries can often be found.

These publications provide a basis for understanding the Federal research system. But even with each of these organizations devoting substantial resources to the collection of information, better data are needed to guide possible improvements in the system.\textsuperscript{103} With its establishment, NSF was legislatively authorized as the Federal agency data liaison and monitor for science and technology.\textsuperscript{104} Data can be used to monitor, evaluate, anticipate, and generally inform decisionmakers—both within agencies and within Congress. Although many data are already collected, they are rarely matched to policy questions. Other (or more) data could improve decisionmaking.

**Information for Research Decisionmaking**

OTA defines four categories of data that could be useful in decisionmaking: 1) research monies—how they are allocated and spent; 2) personnel—characteristics of the research workforce; 3) the research process—how researchers spend their time and their needs (e.g., equipment and communication) for research performance; and 4) outcomes—the results of research. Besides the considerable gaps and uncertainties in measures of these components, the most detailed analyses are done almost exclusively at NSF and NIH, and not at the other major research agencies.\textsuperscript{105} These analyses may not generalize across the Federal research system. Comparable data from all of the agencies would be very useful to gain a more well-rounded view of federally supported research.

Perhaps the most fundamental pieces of information on the research system are the size, composition, and distribution of the research workforce, and how much is federally funded. Varying definitions pose problems for data collection and interpretation (for an example, see box 1-C). These data are important to understand the health and capacity of the research system and its Federal components. In addition, there is evidence that research teams are changing in size and composition. This trend is also important to measure since it affects the form and distribution of Federal funding.

Second, information is needed on expenditures (e.g., salaries, equipment, and indirect costs) in research budgets; for all research performers—academia, Federal laboratories, and industry; and by subfield of science and engineering. Data on how Federal agencies allocate monies within project budgets could also be compiled, and would illuminate how funding decisions are made within the research agencies and would help to clarify funding levels in specific categories of expenditures. Better cost accounting and forecasting for megaprojects is


\textsuperscript{102}For example, the Government-University-Industry Research Roundtable of the National Academy of Sciences, with data compiled by the National Science Foundation’s Policy Research and Analysis Division, provided much useful analysis on the state of academic R&D and changes since the early 1960s. Government-Industry-University Research Roundtable, op. cit., footnote 48.

\textsuperscript{103}These efforts must also be seen in the context of the massive Federal data system. The components most relevant to research are the datasets compiled and reported by the Census Bureau, the Bureau of Economic Analysis, the Bureau of Labor Statistics, and the National Center for Education Statistics.

\textsuperscript{104}For the scope of these data collection and analysis responsibilities, see England, op. cit., footnote 8, app. 1.

\textsuperscript{105}For example, the National Institutes of Health set aside 1 percent of its research budget for research evaluation and internal analysis of the investigators and programs it supports. The Department of Energy, the National Aeronautics and Space Administration, the Office of Naval Research, and the National Science Foundation have conducted ad hoc inhouse evaluations of the research they support and the efficiency of the operations needed to select and manage various research portfolios.
Box I-C—How Many “Scientists” Are There?

How one defines a “scientist,” “engineer,” researcher,” or “postdoctorate” is in the eye of the beholder. Depending on what data collection method is used, counting scientists and engineers (WE’s) can result in radically different estimates.1

<table>
<thead>
<tr>
<th>Definition</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>S/E’s in the U.S. work force (defined by job held).</td>
<td>5,300,000</td>
</tr>
<tr>
<td>S/E’s in academia (defined by responses to surveys in academic institutions)</td>
<td>712,000</td>
</tr>
<tr>
<td>S/E Ph.D.s in basic research—all sectors (defined by responses to surveys of Ph. D.s).</td>
<td>187,000</td>
</tr>
<tr>
<td>S/E Ph.D.s in academia, where research is either their primary or secondary work activity (defined by responses to surveys of Ph.D.s)</td>
<td>155,000</td>
</tr>
<tr>
<td>S/E Ph.D.s in basic research in academia (defined by responses to surveys of Ph.D.s)</td>
<td>66,000</td>
</tr>
<tr>
<td>Full-time equivalent S/E investigators in Ph.D. institutions (e.g., two researchers who each spend half-the on research would be counted as one full-time equivalent S/E investigator)</td>
<td>63,000</td>
</tr>
</tbody>
</table>

None of these definitions is the ‘right’ one. Rather, the appropriate definition depends on the purpose for which the number is to be used. Throughout this report, OTA refers to scientists and engineers in many ways: e.g., by participation in the U.S. work force, by sector of employment, by work activity, by field, by highest degree earned. The reader should keep in mind that the numbers can change by tenfold or more depending on who is counted as a scientist or engineer.

1Most of the following numbers are taken from the National Science Board. Science & Engineering Indicators—1989, NSB 89-1 (Washington, DC: 1989). and are 1987 or 1988 estimates by the National Science Foundation’s Science Resources Studies Division. The number of full-time equivalent investigators is based on analysis by the National Science Foundation’s Policy Research and Analysis Division as reported in Government-University-Industry Research Roundtable, Science and Technology in the Academic Enterprise: Status, Trends, and Issues (Washington, DC: National Academy Press, October 1989), p. 2-51.

...surely needed. Continuous upward revisions of cost estimates for megaprojects disrupt decisions about their future funding priority.

Third, data on the research process could be improved in amount and kind. One trend (mentioned above) that OTA has noted, mostly with anecdotal evidence and inferences from analyses of expenditures, is the increasing size of research groups, both within the university structure and through Federal support of centers. This trend has policy implications for the cost of research, its interdisciplinary capabilities, the changing demographics of the work force, and the aspirations of young researchers. It also reflects how researchers may spend their time. More data on ‘production units’ in research, and their dependence on Federal finding relative to other sources, would augment enrollment, Ph.D. award, and work activity data. Changes in the structure of production units have also influenced the research process and the volume—and perhaps the character of outcomes.106 Information on the research process would yield a firmer foundation on which to base funding allocation decisions, specifically: 1) how researchers spend their time, 2) movement of research teams toward a more industrial model in the allocation of responsibilities, 3) changing equipment needs and communications technologies, and 4) requirements and average time to attain promotions in the scientific work force.

Evaluating Research Outcomes

Because of the fundamental and elusive nature of research, measuring its outcomes—in knowledge and education—is very difficult. The most elusive outcome is cultural enrichment—the discovery and growth of scientific knowledge. As OMB Director Richard Darman has said (speaking of the proposed Moon/Mars mission): “No one can put a price on uplifting the Nation. Research has resulted in many benefits and is funded precisely for this reason. This kind of benefit is nearly impossible to measure. However, there are some proxies.

106The role of laboratory chief or team leader combines entrepreneurial and administrative tasks. Both are essential to the funding and longevity of the productive research unit. On the emergence of the entrepreneurial role on campus, see Etzkowitz, op. cit., footnote 61.
When looking at research as a contribution to education, numbers of degrees can be tallied and assertions made about skills added to the Nation’s work force. When looking at research as creating new knowledge, one tangible “output” is papers published by scientific investigators to communicate new information to their scientific peers. Communicating the results of scientific research to colleagues through publication in the open literature is considered to be an important feature of good research practice. Perhaps the best approach is to construct workable indicators and include a rigorous treatment of their uncertainties.

One tool that has been vigorously developed for measuring the outcomes of research is bibliometrics—the statistical analysis of scientific publications and their attributes. Intrinsic to scientific publication is the referencing of earlier published work on which the current work is presumably based or has utilized in some way. References are a common feature of the scientific literature, and by counting how often publications are cited, bibliometrics can arrive at a weighted measure of publication impact—not only whether publications have been produced, but also what impact those publications have had on the work of other scientists.

OTA has explored several examples of new data sets that could be compiled using bibliometrics. First, universities can be ranked according to an output or citation measure—the citation rates for papers authored by faculty and others associated with each institution. Institutions can be ranked by total number of cited papers, the total citations received by all papers associated with each institution, and the ratio of number of citations to the number of publications, namely, the average citations per cited paper. This appears to be a more discerning measure than either publication or citation counts alone.

For example, a ranking of institutions by average citation rates can be used in conjunction with the list of top universities, in Federal R&D funding received, to link inputs with outputs. Together, these measures illuminate differences in rank. Not only can publishing entities be analyzed, but so can fields of study. For instance, “hot fields,” in which the rate of publication and citation increases quickly over a short period of time, can be identified and “related fields,” in which published papers often cite each other, can be mapped. Because of problems of interpretation in bibliometric analysis, it should be seen as “value-added” to research decisionmaking, not as stand-alone information. Bibliometrics could be used to help monitor outcomes of research, e.g., publication output and other information from the research system.

Criteria that go beyond bibliometric data could be specified for such evaluations. These criteria could include the originality of research results, the project’s efficiency and cost, impacts on education and the research infrastructure, and overall scientific merit. Such research project evaluation could be

108 Researchers in Western Europe have been particularly active during the 1980s. For example, see B.R. Martin and J. Irvine, Research Foresight (London, England: Pinter, 1989); and A.F.J. van Raan (ed.), Handbook of Quantitative Studies of Science and Technology (Amsterdam, Holland: North-Holland, 1988).
111 The analysis below is based on Institute for Scientific Information databases and Small, op. cit., footnote 110.
112 As part of the agenda for future exploration, institutions receiving primarily directed funds or block grants (e.g., in agriculture) could be compared with those that are investigator-initiated. This comparison would help to test the claim that targeted appropriations (e.g., earmarking) lead to the production of inferior research. For discussion, see ch. 5 of the full OTA report.
A Research Triangle Park scientist accesses a computer network. Computers can greatly enhance data collection and presentation.

employed to augment agency decisions on funding and administration of research programs. (Some research agencies already utilize certain aspects of research program evaluation.115)

Utilizing Data for Research Decisionmaking

In a policy context, information must be presented to those who are in positions to effect change by allocating or redirecting resources. In the diverse structure of the Federal research system, research decisions are made at many levels. For example, an agency program manager requires data specific to the purview of his/her program, while OMB and OSTP must be aware of trends in science that span broad fields, institutions, and agencies, as well as those that apply only to specific fields, performers, and research sponsors.

Drawing on NSF expertise as the possible coordinating “agency, information could be collected at each agency on proposal submissions and awards, research expenditures by line items in the budget, and the size and distribution of the research work force that is supported (including the funding that this work force receives from other sources). Information must be available to decisionmakers for evaluation as well as to illuminate significant trends. Often data can be presented in the form of indicators, e.g., comparisons between variables, to suggest patterns not otherwise discernible. NSF has pioneered and sustained the creation of indicators for science policy and has recently suggested monitoring several new indicators (e.g., indicators of proposal success rates, PI success rates, and continuity of NSF support).116

OTA agrees that new indicators could be very useful, and also suggests elaborating them. These could include measures of the active research community (which would calibrate the number of researchers actively engaged in research), and production units (which would track trends in the composition of research teams by broad field and subfield).

The combination of such indicators would give a more precise estimate of the changing parameters of the Federal research system.117 This information would be invaluable to policymakers concerned about the health of certain sectors of the system. To produce such information, as part of ongoing agency data collection and NSF responsibilities for collation and presentation, extra resources would be needed (at least in the near term). Over time, plans could be developed to streamline NSF data and analysis activities, such as a reduction in the number of nonmandated reports issued annually, or expansion of its inhouse and extramural “research on research. The idea is not merely to add to data collection and analysis, but to substitute for current activities that are not used for internal agency


117For example, what would be the indications that growth in research productivity is slowing or that the size of a research community is precariously large or small relative to the resources supporting it? See Colleen Cordero, “Policy Experts Ask a Heretical Question: Has Academic Science Grown Too Big?,” The Chronicle of Higher Education, vol. 37, No. 3, Nov. 21, 1990, pp. A1, A22.
decisionmaking or external accountability. If there is a premium on timely information for research decisionmaking, it must be declared (and funded as) a Federal priority.

Congress could instruct every research agency to develop a baseline of information, direct NSF to expand its focus and coordinating function for data collection and analysis, and direct OSTP (in conjunction with OMB) to devise a plan to increase the reporting and use of agency data in the budget process, especially crosscutting information in priority research areas. Using the FCCSET mechanism, this has already been done for global change, high-performance computing, and most recently, science and mathematics education. This mechanism seems to work and could be more widely emulated.

In Summary, better data on the Federal research system could be instrumental in the creation or refinement of research policies for the 1990s. For a summary of data oriented to different users, see table 1-5. The utility of data, of course, is judged by many participants in the system: the needs of Congress are usually agency- and budget-specific; the agencies, in contrast, worry about the performance of various programs and their constituent research projects. While data collection by NSF and groups outside the Federal Government has been instructive, it could be greatly enhanced. Much information could be collected on the Federal research system that maps trends, at different levels of aggregation and units of analysis, for different users. However, the existence of data does not ensure their utility.

The highest priority in data collection for research policymaking in the 1990s is comparable data from all of the agencies to help Congress maintain a well-rounded view of federally supported research. The second priority is data presented in forms that are instructive at various levels of decisionmaking. New data and indicators, grounded in the tradition of the SEI volumes and extramural research on research, are needed to monitor changes in the Federal research system. Finally, OTA finds that research evaluation techniques, such as bibliometrics and portfolio analysis, cannot replace judgments by peers and decisionmakers, but can enrich them. Ongoing project evaluation could keep agencies alert to changes in research performance and augment program manager judgments about performers and projects. In short, such evaluation could serve to improve overall program effectiveness.

One of the functions of analysis is to raise questions about the information that decisionmakers have at their disposal, to assess its advantages and disadvantages, and to define a richer menu of options. Improving the measurement process could help to quantify existing opportunities and problems, and pinpoint previously uncovered ones, relevant to decisionmaking at all levels of the Federal Government.

Toward Policy Implementation

Since the post-Sputnik era, both the U.S. capacity to perform research and the demand for funds to sustain scientific progress have grown. Federal investments have fostered the research system, managed through a pluralistic agency structure. This structure has supported the largest and most produc-

---

118 The National Science Foundation routinely conducts user SurveyS. ’ If Science Resources Studies (SRS) knows from questionnaire responses how its various data sets are used—do they influence research or education policies? Are they a source for administrators or faculty-researchers? Then NSF should have a sense of audience ‘ consumption’ and ‘utilization’ patterns. These would suggest which reports could be dropped, replaced, and modified. For example of the SRS inventory of ‘intramural publications,’ see National Science Foundation Publications List: 1977-1987, NSF 87-312 (Washington, DC: July 1987).


120 Several National Science Foundation staff have indicated to OTA project staff (personal communications, October-December 1990), the Science Advisor draws heavily on unpublished and newly published Science & Engineering Indicators (SEI) data in preparing and presenting the Administration’s policy proposals at congressional “posture hearings” early in the annual authorization process. Indeed, the production cycle of SEI is geared to delivery of the volume as an input to this budget process.

121 Quantitative data will not suffice. Information on the contexts in which research is performed, and characteristics of the performers individually and collectively, will provide clues to how the numbers can be interpreted and perhaps acted on. For example, see Daniel T. Lavyzill, ‘Most Research on Higher Education Is Stale, Irrelevant, and of Little Use to Policymakers,’ The Chronicle of Higher Education, vol. 37, No. 8, Oct. 24, 1990, pp. B1, B3.

122 This leads OTA to suggest that the research agencies, especially the National Science Foundation and its policy programs, remain in close touch with external analysts of the Federal research system. Keeping abreast of other new measurement techniques and findings related to people, funding, and research activities would be a modest but fruitful investment in extending inhouse capabilities and refining knowledge of federally sponsored research performance.
Table 1-5-Desired Data and Indicators on the Federal Research System

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Method</th>
<th>Primary users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency funding allocation method</td>
<td>Funding within and across fields and agencies</td>
<td>Agency data collection (and FCCSET)</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Cross-agency information on proposal submissions and awards, research costs, and the size and distribution of the research work force supported</td>
<td></td>
<td>X X X</td>
</tr>
<tr>
<td>Research expenditures</td>
<td>Research expenditures in academia, Federal and industrial laboratories, centers, and university/industry collaborations</td>
<td>Agency data collection</td>
<td>X X X</td>
</tr>
<tr>
<td></td>
<td>Agency allocations of costs within research project budgets, by field Megaproject expenditures: their components, evolution over time, and construction and operating costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research work force</td>
<td>Size and how much is federally funded</td>
<td>Lead agency survey</td>
<td>X X X</td>
</tr>
<tr>
<td></td>
<td>Size and composition of research groups</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research process</td>
<td>Time commitments of researchers</td>
<td>Lead agency survey; onsite studies</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Patterns of communication among researchers</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Equipment needs across fields (including the fate of old equipment)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Requirements for new hires in research positions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome measures</td>
<td>Citation impacts for institutions and sets of institutions</td>
<td>Bibliometrics; surveys of industry and academia</td>
<td>X X X</td>
</tr>
<tr>
<td></td>
<td>International collaborations in research areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Research-technology interface, e.g., university/industry collaboration</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>New production functions and quantitative project selection measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Comparison between earmarked and peer-reviewed project outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evaluation of research projects/programs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indicators</td>
<td>Proposal success rate, PI success rate, proposal pressure rates, flexibility and continuity of support rates, project award and duration rate, active research community and production unit indices</td>
<td>Agency analysis</td>
<td>X X X</td>
</tr>
</tbody>
</table>

KEY: FCCSET=Federal Coordinating Council on Science, Engineering, and Technology; OMB=Office of Management and Budget; OSTP=Office of Science and Technology Policy; PI=principal investigator.


In the 1990s, changing funding pattern and various pressures from both outside and within the scientific community will test the Federal research system. In such an environment, the prospects of fashioning a system that is responsive to national needs through selective, yet generous research funding will demand well-informed, coherent policies.

The system will face many challenges, but four are clear: First, new methods of setting priorities and

---

As Brooks observed: "The research enterprise is more like an organism than like a collection of objects. The removal of one part may degrade the functioning of the whole organism and not just the particular function ostensibly served by the part removed." Harvey Brooks, "Models for Science Planning," Public Administration Review, vol. 31, May/June 1971, p. 364. Policies must respond to, and in some ways, anticipate, the consequences of funding decisions on the research system. Indeed, this report has tried to warn about extrapolating the past to manage the future of the system.
increased use of existing methods are required at all levels of decisionmaking. Second, Federal expenditures for individual components of research projects have increased faster than inflation. Understanding and coping with these increases is imperative in research decisionmaking. Third, the development of human resources for the science and engineering work force must occur through Federal incentives and institutional programs that act on the educational pipeline (K-12 through graduate study). Finally, gaps and uncertainties in the data used to describe the Federal research system must be reduced, and be replaced by more routine provision of policy-relevant information.

OTA finds that Congress, the executive branch, and research performers must converge on these issues. Potential congressional actions fall into three categories. Congress can: 1) retain primary responsibility for decisions and initiating actions; 2) place some of the responsibility for coordination and decisions on the executive branch; and 3) encourage research performers (especially universities, as well as Federal and industrial laboratories) to address components of these issues. (For a summary of possible actions, see table 1-6.)

At the congressional level, hearings, legislation, and oversight should first address crosscutting and within-agency priority setting at the national level. OTA suggests that one or more committees of Congress routinely (preferably biennially) hold hearings that require the research agencies, OSTP, and OMB to present coordinated budget plans with analyses that cut across scientific disciplines and research areas. Coordination among relevant committees of Congress would make this most productive. These hearings could also focus on crosscutting criteria for research decisionmaking within and across agencies. Emphasis must be placed on criteria to expand the future capabilities of the research system, such as strengthening education and human resources. A second set of congressional actions could explore cost-accountability efforts at the research agencies and throughout the research system. A final set of hearings ought to examine the state of data on the research system and improvements to inform congressional decisionmaking.\(^\text{124}\)

### Table 1-6-Summary of Possible Congressional, Executive Branch, and Research Performer Actions

<table>
<thead>
<tr>
<th>Congressional hearings, legislative efforts, and oversight to:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Set priorities across and within agencies, and develop appropriate agency missions.</td>
<td></td>
</tr>
<tr>
<td>Evaluate the total portfolio to see if it fulfills national research goals, human resources needs, scientific infrastructure development, and balance.</td>
<td></td>
</tr>
<tr>
<td>Initiate greater cost-accountability throughout the Federal research system.</td>
<td></td>
</tr>
<tr>
<td>Expand programs that fortify the educational pipeline for science and engineering, and monitor the combined contributions of agency programs to achieve education and human resources goals.</td>
<td></td>
</tr>
<tr>
<td>Augment data and analysis on the Federal research system for congressional decisionmaking.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Executive branch actions to:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhance cross-agency priority setting in the Federal budget and increase research agency flexibility to address new priorities.</td>
<td></td>
</tr>
<tr>
<td>Institute better cost-accountability and cost-containment measures by agencies and research performers.</td>
<td></td>
</tr>
<tr>
<td>Expand agency programs to promote participation in the educational pipeline for science and engineering, and require agencies to report progress toward these goals.</td>
<td></td>
</tr>
<tr>
<td>Monitor and analyze policy-relevant trends on the research system, especially as related to the changing organization and productivity of research groups and institutions.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Research performer actions to:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Contain and account for research expenditures.</td>
<td></td>
</tr>
<tr>
<td>Revise education and research policies as they affect: a) recruitment and retention in the educational pipeline for science and engineering, and b) faculty promotion, tenure, and laboratory practices.</td>
<td></td>
</tr>
</tbody>
</table>


Hearings could be followed with congressional oversight-on agency progress toward their research missions, implementing the criteria chosen by Congress to enhance research decisionmaking.

instituting greater cost-accountability, and providing useful data and analysis on an ongoing basis to Congress.

Some of these hearings and oversight efforts already take place in committees of Congress. While they have been very useful, OTA finds that to effect change in the research system, congressional action must be comprehensive and sustained. Posture hearings with the Science Advisor and agency directors will not suffice.

In its role as the prime sponsor of Federal research, the executive branch (especially OSTP, OMB, and the research agencies) could provide more flexibility in response to changing research priorities. For instance, the executive branch could systematically initiate tradeoffs among agency research programs including, with the cooperation of Congress, the termination of programs. This would help to create more coordinated research policies. Similarly, the research agencies could institute greater cost-accountability measures, and include costs as explicit factors in decisionmaking at the project level. This would provide a more realistic assessment of future capabilities with respect to projected funding levels. On human resources issues, the executive branch could implement or expand agency programs and reporting requirements to: 1) encourage recruitment and retention of women, U.S. minorities, and other underparticipating groups in the educational pipeline for science and engineering; and 2) monitor the changing structure of research performance, especially forms of research organization, and devise funding allocation methods that accommodate both the needs of the PI and research teams. Finally, each of the research agencies (with NSF as the lead agency) could conduct routine data collection and analysis on policy-relevant aspects of their programmatic contributions to the research system.

Not all problems in the research system, however, can be addressed in Congress or by the executive branch. Universities and laboratories (both Federal and industrial) are key components of the system, and many policies are dictated by the practices within these institutions. Containing research expenditures and expanding the educational pipeline through institutional programs and requirements are examples of policy areas in which research performers must fulfill their role in the social contract implied by the Federal patronage of research. The Federal Government can only encourage universities and laboratories to follow new paths; few direct Federal incentives are available to initiate change. Greater delineation of government and research performer responsibilities would help to sanction congressional and executive branch action on problems in the research system.

In addition to specifying at which level (congressional, executive branch, or research performer) issues could be appropriately addressed, responses to the four challenges outlined above must also recognize many inherent tensions in the research system. They include the merits of more centralized decisionmaking juxtaposed against the advantages (and realities) of a decentralized Federal research system. Other tensions arise between the funding of mainstream individual investigator programs and set-aside or more specialized programs (see again table 1-1). Inevitably, policies that relieve some tensions will engender others.

In Summary, decisionmaking in the Federal research system concerns many laudable goals, and the options are clearly competing “goods.” Thus, the Federal Government must make tough choices, even beyond issues of merit and constricted budgets, in guiding the research system. A quarter-century ago, a chapter on “Science and the Federal Government” concluded with these words:
As never before in history, the status of science and technology has become an important hallmark of a nation’s greatness; and the United States clearly has perceived and acted upon this fact. In the process, the Federal Government has displaced the university, industry, and the private foundation as chief patron and has fashioned a host of institutions to administer vastly increased commitments to scientific and technological excellence.\(^{125}\) Sustaining and managing this system is the challenge of the decade ahead.
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CHAPTER 2
The Value of Science and the Changing Research Economy

This is a golden age of scientific discovery with great potential to improve our performance as a Nation. This is the rationale we use in our requests for increased funding. But even a country as rich as the United States cannot write a blank check for science. We need to discipline ourselves in how we request support and in how much we ask for. Otherwise we will lose our credibility.

Frank Press

Introduction

Research advances the world stock of scientific knowledge and the countries that finance its pursuit. The United States, in particular, has a history of strong support of research and belief in its inherent worth. Scientific discoveries have spurred technological and other kinds of developments since the beginning of the industrial age, and thus have shaped much of Western culture. Cures to diseases have been found, better automobiles and space probes have been developed, the Earth and its environments more fully understood, and the foundations of atomic matter explored.

The importance of science to progress in most Western societies is indisputable. In the words of two economic historians:

In the United States, scientific and engineering research has a significant impact on the products and processes that fuel U.S. economic growth and productivity. There is also ample recognition of the significant role played by the Federal Government in legitimizing and financing research as a public good. (This is epitomized by the case of superconductivity, see box 2-A.) Such findings are reassuring that, in the words of science policy statesman [1]

---


[3] Reporting the results of a new empirical investigation economist Edwin Mansfield finds: "... that about one-tenth of the new products and processes commercialized during 1975-85 in [seven] industries could not have been developed (without substantial delay) without recent academic research. The average time lag between the conclusion of the relevant academic research and the first commercial introduction of the innovations based on this research was about seven years. ... A very tentative estimate of the social rate of return from academic research during 1975-78 is 28 percent, a figure that is based on crude (but seemingly conservative) calculations and that is presented only for exploratory and discussion purposes. It is important that this figure be treated with proper caution. ... Our results ... indicate that, without recent academic research, there would have been a substantial reduction in social benefits." See Edwin Mansfield, "The Social Rate of Return From Academic Research," Research Policy, forthcoming 1991.

Another analysis, using different measures, supplements Mansfield's finding. While knowledge is found to be a major contributor to productivity growth, there is roughly a 20-year lag between the appearance of research in the academic community and its effect on productivity as measured by industry-absorbed knowledge. See James D. Adams, "Fundamental Stocks of Knowledge and Productivity Growth," Journal of Political Economy, vol. 98, No. 4, 1990, pp. 673-702. Of course, during the 20-year gestation period, much applied research and development must occur before the effects on industrial productivity are realized. Economists find Mansfield's empirical approach the most direct evidence of economic returns to date. Summary of reactions at American Economic Association and National Science Foundation seminars in 1989 and 1990 provided by Leonard Hale-personal communication, January 1991. For a discussion of measurement techniques, see ch. 8.

Indeed, the U.S. research system is designed so that returns on Federal investment will accrue to the private sector and other nations. The results of publicly funded research are for the most part openly disseminated with little or no copyright protection or patent exclusivity. For how this situation is changing, see U.S. Congress, Office of Technology Assessment, Intellectual Property Rights in an Age of Electronics and Information, OTA-CIT-302 (Washington DC: U.S. Government Printing Office, April 1986). Also see Congressional Budget Office, "Federal Investment in Intangible Assets: Research and Development," unpublished document, February 1991.
Box 2-A—History of Superconductivity: Scientific Progress Then and Now

The history of superconductivity illustrates the episodic nature of progress in scientific research and the limitations of predictions for scientific advancement in a specific research area. Due to resistance, normal conductors will lose energy in the form of light or heat when a current is passed through them. While this is not a wholly undesirable effect (e.g., in heaters and light bulbs), in most electric applications, resistance wastes energy. Successfully harnessing the resistance-free currents of superconductors could be revolutionary: energy could be transmitted with perfect efficiency; electronic devices could be made faster and smaller; and the power of superconducting magnets (many of which are much stronger than traditional electromagnets) could transform traditional transportation methods both on land and at sea. The first superconductor was discovered in 1911 by Kammerlingh Onnes, a Dutch scientist. Using liquid helium, Onnes cooled mercury to 4 degrees Kelvin (K) above absolute zero, at which point an electric current flowing through the mercury suddenly lost all resistance (for a chronology of subsequent progress, see figure 2A-I).

The Science of Superconducting Materials

Limitations on the physical properties required for a material to superconduct have hindered widespread applications. For every superconducting material there is a threshold for its physical properties (temperature, magnetic field level, and current density) above which it will not superconduct. By the 1950s, researchers had discovered many materials that would superconduct, but at temperatures no higher than about 20 K.

The 1950s brought two separate breakthroughs that moved superconductivity closer to applicability. First, researchers in the Soviet Union discovered a new class of superconductors that would remain superconducting in high magnetic fields, and that could eventually be used in superconducting magnets. Second, in 1957, the American research team of Bardeen, Cooper, and Schreiffer received the Nobel prize and recognition for a theory explaining superconductivity.

From the 1950s to the early 1980s, progress toward higher temperature superconductors was slow. Then, a surprising breakthrough occurred in late 1986 that transformed superconductivity research and drew widespread public attention. In Zurich, the IBM research team of Bednorz and Mueller discovered a new ceramic material that remained superconducting at temperatures as high as 35 K. A few months later in 1987, a research team at the University of Houston developed a similar ceramic material that could superconduct at 92 K. Not only did these discoveries provide the long-awaited ability to use liquid nitrogen instead of helium as a coolant, the discoveries were made at such an incredible pace, considering the history of superconductivity research, that the goal of room-temperature superconductivity (at roughly 300 K) suddenly appeared to be within reach.

Figure 2A-I-Superconducting Critical Transition Temperature v. Year

<table>
<thead>
<tr>
<th>Temperature K</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>1900</td>
</tr>
<tr>
<td>250</td>
<td>1920</td>
</tr>
<tr>
<td>200</td>
<td>1940</td>
</tr>
<tr>
<td>150</td>
<td>1960</td>
</tr>
<tr>
<td>100</td>
<td>1980</td>
</tr>
</tbody>
</table>

One degree Kelvin (K) is equal to one degree Celsius (°C), except that Kelvin is measured from absolute zero (-273 °C). Room temperature (about 75 °F, or 25 °C) is about 300 K.
The Federal Response

The response to these discoveries was enormous. The popular press lauded high-temperature superconductivity as "... the startling breakthrough that could change our world. Scientific meetings where superconductivity results were rumored to be released became standing-room-only events. While the temperature barrier still frustrates researchers, work continues in other areas that are key to useful applications of superconductivity, like current densities and magnetic fields. Success has been attained in many areas, but much more research needs to be done.

Fortunately, the Federal Government has maintained its commitment: in 1987, President Reagan presented an 11-point agenda to increase superconductivity research and development (R&D) in the United States, and in 1988, Congress enacted several laws pertaining to superconductivity R&D, mostly aimed at spurring commercial development of superconducting technologies. The Federal superconductivity budget rose from $85 million in fiscal year 1987 to $228 million in fiscal year 1990, with most of the increase going to high-temperature research. Funding is spread among several different agencies, primarily the Departments of Defense (DOD), Energy, and Commerce, the National Science Foundation, and the National Aeronautics and Space Administration. Programs at different Federal agencies have aided scientists in the exchange of research information.

Congress has made several attempts to coordinate superconductivity research. Part of the 1988 Omnibus Trade and Competitiveness Act created the National Commission on Superconductivity (NCS). The Trade Act also mandated an increase in staff for the National Critical Materials Council (NCMC). Finally, the National Superconductivity and Competitiveness Act of 1988 called for cooperation among the Office of Science and Technology Policy (OSTP), NCMC, and NCS in order to produce a 5-year National Action Plan for Superconductivity to be accompanied by annual reports. The success of these initiatives has been limited. The 5-year National Action Plan was published in December of 1989, but the formation of NCS was delayed. Although the plan itself acknowledged the need for better Federal coordination, it lacked both the budget recommendations and the long-term perspective Congress had requested. In addition, OSTP’s Federal Coordinating Council on Science, Engineering, and Technology Committee on Superconductivity report of March 1989 did little more than assemble agency superconductivity budget data and list programs in the agencies.

Questions remain, such as whether DOD funds too high a percentage of superconductivity research and whether the Federal laboratories are doing too much of the research relative to other performers. Progress in the development of high-temperature superconductivity is likely to unfold slowly—with substantial assistance from the Federal Government.

---

Office of Technology Assessment, op. cit., footnote 1, p. 63.
"The Ames laboratory distributes the "High-T Update," a widely read newsletter, the national laboratories have broadcast nationally several high-temperature superconductivity conferences; and the Department of Energy has established a computer database that shares research results with industry. The National Aeronautics and Space Administration also maintains a Space Systems Technical Advisory Committee, a group with representatives from industry, universities, and government organizations.
Office of Technology Assessment, op. cit., footnote 1, p. 63.
Ibid., p. 69.
Harvey Brooks: “A strong basic science is a necessary condition for a strong economy, a livable environment, and a tolerable society.”

Survey results indicate that since the mid-1970s public confidence in the scientific community ranked second only to medicine and ahead of 11 other social institutions, including education, the press, and Congress. Furthermore, the expectations of the American public about science and technology during the next 25 years include cures for cancer and AIDS, safe long-term storage or disposal of wastes from nuclear powerplants, establishment of a colony on the Moon, and development of genetically engineered bacteria to destroy toxic chemicals. But among the same sample of adults, realism about the possible negative consequences of science and technology is clearly evident. More than two in five respondents considered another Three Mile Island-type accident and the accidental release of a toxic chemical that results in numerous deaths of Americans “very likely.” Finally, when asked their preference for problems that should receive more Federal funding, three of four Americans responded “helping older people,” “improving education,” and “reducing pollution,” two of three noted “improving health,” one in two favored “helping low income people,” and one of three responded “scientific research” (which was well ahead of “exploring space” and “improving defense”). For further discussion of Federal funding in the “public interest, see box 2-B.

Taken together, the investments and expectations of the Federal Government in research have contributed to a shining history of scientific advance in the United States. Universities, Federal laboratories, and industrial research centers have discovered many new phenomena and developed theories and techniques for their continued exploration and use. In the 1990s, preserving quality in research, while understanding changes in the political and economic environment in which it has grown, will require planning and adaptation by research sponsors and performers alike.

Research Funding in the United States

Focusing on research (not development), as OTA does in this report, reduces the scope, but not the complexity of the Federal research system. The Federal Government spent over $11 billion in fiscal year 1990 on basic research and over $10 billion on applied research. Research thus represents 1.8 percent of the total Federal budget (at $1.2 trillion). This 1.8 percent, or roughly $21 billion, is an abstraction referred to as the “Federal research budget.”

Funding for research in the United States is led by the Federal Government (47 percent of the national total). Industry is a close second at 42 percent; universities and colleges (the category that includes State and local government funds) follow at 7 percent; nonprofit institutions and others fund the remaining 4 percent. Industrial support of basic and applied research has grown dramatically over the

---


6The question asked was: “As far as the people running these institutions are concerned, would you say you have a great deal of confidence, only some confidence, or hardly any confidence at all in them?” Since 1973, from 37 to 45 percent of the respondents indicated “... a great deal of confidence.” See National Science Board, Science and Engineering Indicators-1989, NSB 89-1 (Washington, DC: 1989), p. 172 and app. table 8-11.

7Respondents in 1985 were asked: “Do you think it is very likely, possible but not too likely, or not at all likely that this will occur in the next 25 years?” National Science Board, Science and Engineering Indicators—1987, NSB 87-1 (Washington DC: 1987), p. 150 and app. table 8-10.

8The respondents were asked to tell, for each problem, “... if you think that the government is spending too little money on it, about the right amount, or too much.” See National Science Board, op. cit., footnote 6, p. 174 and app. table 8-13. A sample of British respondents were asked the same question in 1988. Improving health care and helping older people topped their list, while 47 percent (v. 34 percent of the U.S. sample) expressed a desire for increased government funding of scientific research.

9In empirical terms, “research” has changing referents in the report. Sometimes a measure refers to “academic” or “university” research, other times to “basic” research. The reader is alerted to these different performers or activities as OTA reviews them and the sources of information used to characterize scientific research.

10The research figures are current dollar estimates. See Albert H. Teich et al., Congressional Action on Research and Development in the FY 1991 Budget (Washington DC: American Association for the Advancement of Science, 1990). Other figures are computed from various sources cited in table 1-2.
Box 2-B-Public Interest in Science

At a time when U.S. society has embarked on more technological adventures than ever before, Americans apparently understand less about science and technology than citizens in other western countries. But understanding alone is not the issue; rather, it is the complex relationship among public understanding, public confidence in science and technology, and the public interest. From the turn of the century through World War II, American technology and science came into its own. New inventions for the benefit of consumers were talked about everywhere from the Sears and Montgomery Ward catalogs to popular magazines; stories about the new invention, the telephone, were plentiful; and even if not everyone understood the new technology, they had confidence in it. ¹

Military technology, given its lasting impact on everyone's lives during wartime, seemed easier to fathom "back then." Soldiers understood how a gun worked; stories abound about how American GI's were able to fix things on the spot, using whatever spare parts they could lay their hands on. People thought they understood the technology that surrounded them and that it was essentially beneficial. ¹

With the development of the atomic bomb (necessarily shrouded in secrecy) came the end of innocence. The shattering of Hiroshima and Nagasaki was accompanied, for many, by a shattering of faith in science and technology as forever benign and helpful. In ways that we have only now begun to understand, the image of destruction associated with the atom bomb has affected all technology, certainly all technology associated with nuclear power and nuclear waste, With Three Mile Island, Bhopal, the Challenger accident, and Chernobyl, this image of destruction has become the paradigm, for many, of all science and technology. ¹

The discovery of restriction enzymes that slice strands of DNA into separate pieces, and that DNA pieces from different species will connect with each other, has given rise to the great hope of understanding and curing genetic diseases. Yet it also has raised fears of somehow disturbing the natural universe, changing things that ought not be tinkered with. To know more sometimes is to fear more: "unintended consequences" is today a familiar refrain; even good intentions have side effects.

The very advance of biological and medical knowledge itself leads to frustrations and contradictions, further undermining confidence in science. If we can perform the miracle of organ transplants, why can we not cure multiple sclerosis? If we can cure childhood leukemia, why not lung cancer? Science editor Daniel E. Koshland writes:

But as architects of change, we [scientists] have occasionally oversold the product, implying that it will bring unmixed good, not acknowledging that a scientific advance is a Pandora's box with detriments or abuses as well as benefits. By confessing that we are not omniscient we may lose some awe and admiration, but we will gain in understanding and rapport. ¹

What can the scientific community do? Despite some negative feeling about science, or some aspects of it, there are indications that the public is more interested in it and more willing to make the effort to learn than they are given credit for. Although 20 percent of college graduates earn science and engineering degrees, many more enter college eager to learn science. The television program "NOVA" which covers all aspects of science, is consistently among the more highly watched programs on public television. And 95 daily newspapers across the Nation have weekly

This box is adapted from Alan H. McGowan, president, Scientists' Institute for Public Information, who wrote it expressly for this OTA report under the title "Public Understanding of Science" For an overview of the relationship between public interest, understanding, and confidence, see Kenneth Prewitt, "The Public and Science Policy," Science, Technology, & Human Values, vol. 7, spring 1982, pp. 5-14.

One of the best descriptions of this phenomenon is to be found in Daniel J. Boorstin, The Americans: The Democratic Experience (New York, NY: Vintage Books, 1974).

There is a difference between understanding the scientific principles behind an invention or technology and having a general idea of how the parts fit together or what sequence of events must occur to make the technology work.


Continued on next page
Box 2-B—Public Interest in Science—Continued

Science sections which, according to their editors, are among the most highly regarded sections in the paper. This represents a growth from 66 such sections in 1986 and 19 in 1984.

The attitude in the scientific community has also changed. Fifteen years ago, most scientists avoided the popular press. Now, many scientists and engineers relish being quoted. Still, working to improve public understanding is not rewarded in many ways within the scientific community; the time is taken from other pursuits, and therefore can be costly to one’s career.

What mechanisms would encourage more involvement by scientists and engineers in raising public interest in and understanding of science efforts? Congress might include required spending of a portion of research grants on public understanding efforts, designating a fraction of each agency’s budget for an office devoted to help grantees develop public understanding efforts, and giving awards to scientists who have made substantial contributions to public understanding. At a time when more and more of American life is rooted in science and technology, and when the Nation’s economic well-being depends as never before on its understanding and utilization, the Federal Government cannot be complacent about the public’s interest and confidence in science.


In addition, sociologist Dorothy Nelkin puts it: “Dependent more on political choices than peer review, many scientists in the 1980s became convinced that scholarly communication was no longer sufficient to assure support for their costly enterprise, that national visibility through the mass media was strategically essential. They greatly expanded efforts to work the media, trying to shape the images conveyed.” Dorothy Nelkin, “Selling science,” *Physics Today*, November 1990, p. 45. Also see the special issue in which this article appears, “Communicating Physics to the Public,” *Physics Today*, November 1990, pp. 23-56.


Precedents for such activities include a 1-percent set-aside in the budgets of the National Institutes of Health (NIH) for evaluation of NIH research, and the annual “public Understanding of Science and Technology” awards given to science journalists by the American Association for the Advancement of Science and Westinghouse.

Greater public understanding of science will not necessarily lead to greater Federal funding of research. As one commentator observed a generation ago: “Although there is no question that the public has demonstrated its willingness to provide . . . support, I doubt whether the intrinsic cultural value could be used to justify to the public or to politicians more than a small fraction of the present support for basic science in the United States, or indeed in any other major country of the world.” Harvey Brooks, “Are Scientists Obsolete?” *Science*, vol. 186, Nov. 8, 1974, p. 508.

While questions of relative funding can be gauged with funding data (e.g., comparisons between Federal and industrial support), it is not easy to compare expenditures in one year to those in another. Economic change affects the “value” of a dollar over time. Because some goods (foodstuffs, automo-

---

The Federal R&D effort is funded primarily by the Federal Government, industry, and academic institutions. In 1990, industry and the Federal Government together accounted for nearly 96 percent of total support, with universities and colleges contributing 3 percent, and other nonprofit institutions funding 1 percent. Industry is the largest single source of R&D funds, providing $74 billion compared to the Federal Government’s $69 billion, and the past decade represents a period of great growth in industrial R&D spending. National Science Foundation. *National Patterns of R&D Resources: 1990*, NSF 90-316 (Washington DC: May 1990), table B-5.

For these aggregate figures, the National Science Foundation estimates of basic/applied/development breakdowns—despite some fuzziness in labeling—are thought to be reliable. See ibid.
This research is part of an acid rain study in the Duke Forest Project, NC. Research can take many forms, from space exploration to the study of microbes, and almost all are represented in the Federal research portfolio.

biles, housing) change slowly over time, economists have developed so-called constant dollars or "deflators" to use in comparing economic activity in two or more years. Constant dollars work less well for goods that change rapidly (e.g., computers, consumer electronics, and defense technologies), and not at all for products that, by definition, are dissimilar from one year to the next. The use of any two deflators can also lead to very large differences, especially as the timeframe lengthens. Taking into account these difficulties in the use of deflators for comparing research funding over time, OTA has chosen to use the "Gross National Product Implicit Price Deflator." This deflator reflects changes in total public and Federal expenditures. Thus, OTA's figures can be easily compared, as Congress routinely does, with trends in other public expenses. (Box 2-C discusses different deflators and their use in interpreting trends in research funding.)

Documenting Perspectives on the Future of Research

The American public holds scientific research in high esteem, but does not see it as the Nation's top priority. This contrasts with survey findings of the late 1980s and 1990 reflecting the perceptions of scientists and engineers. Biomedical researchers in academia and industry, recombinant DNA researchers, young faculty researchers in physics, and a cross-section of Sigma Xi (The Scientific Research Society) members all report difficulty in establishing or sustaining research programs and fear reductions in Federal funding for individual-investigator research (which they see as a top funding priority). Perhaps the most forceful recent advocate of increased research funding is Nobel laureate physicist

13 In this construction research is a "product" i.e., has measurable outputs. But the value of the output is not determined by market prices. Would be more accurate perhaps to treat research as a "process," i.e., an activity or service to the economy.


Box 2-C—Calculating Constant Dollar Trends for Research

While seeming a trivial problem at first glance, calculating funding trends for research in constant dollars (i.e., units that have the same spending power in each year) can be full of pitfalls. Different methods can lead to quite different trends and, therefore, policy conclusions. For example, the constant dollar values calculated using a method developed at the Department of Commerce (and used by the National Science Foundation) imply that research expenditures in the United States have grown by roughly 40 percent in the period 1990 to 1990. Similar calculations based on a method developed by the Office of Management and Budget (and used by the American Association for the Advancement of Science) imply that research expenditures have grown by less than 15 percent (see figure 2C-1).¹

Figure 2C-1—Federal Research Spending in Constant Dollars Using Two Different Deflators: Fiscal Years 1960-90 (In billions of 1982 dollars)

So how does one calculate a constant dollar trend? The object is to translate dollars from one year to the next, i.e., to find the price of a market basket of commodities. The deflator is the ratio of the purchasing power of a dollar for a particular year to that of a reference year. A change in the index means that purchasing power has changed with respect to the same market basket. This change can also be expressed as “constant dollars, such as ‘1982’ or ‘1988’ dollars. These ratios can then adjust any dollar amount for a given year to get a value in constant dollars.

A set of ratios or indices for a series of years is called a “deflator.” To calculate a deflator, a comparison must be made between how much a specific thing costs in the year in question and in the constant dollar year. The differences between methods used to calculate constant dollar trends depend on what goods or services are tracked to make up the deflator. For instance, increasing salaries are very different from increasing (or decreasing) prices of computers.

Congress is most interested in comparing research expenditures to other elements of the Federal budget. Thus, a deflator that represents expenditures on products and services that are often bought throughout the United

¹Informal meeting on deflators, hosted by the American Association for the Advancement of Science, Dec. 5, 1990. OTA notes that the National Institutes of Health uses its own deflator, called the Biomedical Research and Development Price Index, which is discussed in ch. 6.
States—a constant dollar in the most general sense—is often the most useful for congressional policy analysis. Using the Gross National Product (GNP) Implicit Price Deflator developed by the Department of Commerce is usually acceptable, since it employs a large market basket of goods to calculate its constant dollar ratios. Constant dollar trends for research calculated with this deflator compare research expenditures to other expenditures throughout the economy.

In other contexts, a deflator that specifies indices relating only to research (salaries, facilities, and instrumentation) could be preferable. In such a deflator, if 45 percent of total expenditures for research goes to salaries, 45 percent of the deflator would reflect the changes in these salaries. When other components of the deflator are similarly adjusted—equipment, facilities, and indirect and other costs—a new index is derived. Use of such an index to adjust total research expenditures would approximate how much scientists were spending in one year as if the prices and contents of the market basket of goods and services were unchanged (i.e., the effect of increasing salaries and cost of equipment and other items would have been removed). Deflators are difficult to calculate for science and engineering research, because the items and mix of the market basket cart change rapidly and they may be quite different in separate fields of inquiry. In addition, even a “correct” deflator of this type can be misleading because it only concerns inputs and not the changing character of research outputs, i.e., one is not buying the same science and engineering “product.”

Given the problems with research-specific deflators and the advantage of a general GNP deflator to compare expenditures across the economy, all constant dollar figures and tables in this report were calculated with the GNP Implicit Price Deflator for 1982 dollars (unless noted otherwise). However, OTA does not make any specific policy assumptions based exclusively on constant dollar trends.

Leon Lederman, who also relies on a survey of active researchers in major universities (see ‘box 2-D).

Such surveys can take the pulse of a population, tapping respondents’ perceptions, experiences, and feelings. Other data, however, must be assembled and analyzed to provide a more systematic, well-rounded characterization of the state of affairs—and general health—of the Federal research system. That is OTA’s objective in this report.

Although scientists may now feel engulfed by the stress of research competition, the Federal research system and the place of U.S. science in the world has remained strong. Other countries support research infrastructures at the forefront of many fields—which is expected in an internationally competitive economy—but U.S. science still ranks at or near the top in most fields. This is a testament to the strength and scale of federally funded research.

Box 2-D—An Interpretation of Researchers’ Distress by Leon M. Lederman

On January 7, 1991, Leon M. Lederman, Nobel laureate physicist and President-Elect of the American Association for the Advancement of Science (AA/M), sounded “a cry of alarm” for academic science. He released a report to the AAAS membership expressing concern “...far the future of science in the United States and for the profound cultural and economic benefits that science brings.” The following are excerpts from the report, which was based on an informal survey of natural sciences faculty in 50 U.S. universities, including the top 30 institutions in Federal R&D funds received. The survey yielded letters from 250 scientists. The text below is an excerpt from Lederman’s report and is followed by a postscript written by him expressly for this OTA report.

The responses paint a picture of an academic research community beset by flagging morale, diminishing expectations, and constricting horizons.

The following are three incidents where we had to stand by while competitors from abroad moved forward on research based on our ideas... The history of the past decade is one of continued harassment over runny, lost opportunities due to inadequate support, and a stifling of imagination due to money worries if U.S. scientists must continue to stand by and watch as our best ideas are carried forward by groups from abroad, our nation cannot hope to escape a rapid decline.

-Professor of Physics, Massachusetts Institute of Technology

Academic science has not arrived at its present state through a conscious decision by the Administration or Congress, No political leader has advocated starving science-- indeed, most feel that they support it strongly, Presidents Reagan and Bush have both promised to double the size of the National Science Foundation’s budget within five years, and Congress, almost every year, appropriates more for the National Institutes of Health than the Administration requests.

However, recent growth has been insufficient to compensate for the effects of the long drought that preceded it. Thus, In the view of those in the laboratories, there has been a gradual year-by-year erosion in the availability of funding and the health of academic science over nearly two decades.

I suspect that if I were twenty years younger I would not choose an academic research career. Even now I find myself considering other options. I’m wed of writing ‘excellent’ proposals that aren’t funded.

-Professor of Chemistry, Duke University

The (funding) problem is compounded... by a number of other factors that, taken together, further restrict the results that can be obtained from each research dollar. One factor is complexity--or what same observers have called “sophisticated inflation.” As our understanding of nature increases, the questions we need to answer became more complex. There is a corresponding increase in the sophistication (and cost) of the equipment needed to do research, both for small, “table tap” experiments and large facilities such as telescopes and accelerators.... The cost of regulation is a second factor. In many fields, particularly in the life sciences, increased regulation absorbs significant funds and research time.... A third factor is institutional overhead. According to the National Science Foundation, indirect costs at universities (including administration, maintenance of buildings, utilities, etc.) have risen from 16 percent of the total academic R&D budget in 1966 to about 28 percent in 1986... (and this) means that less money is available to the laboratory scientist for the direct costs of research.

The problem is more serious than average grant size or proposal success rates (at the National Science Foundation and the National Institute of Health), however. The letters reveal potentially important changes in the way scientists as individuals pursue their craft. As a consequence of the increasingly difficult search for funding, academic scientists are less willing to take chances on high risk areas with potentially big payoffs. Instead, they prefer to play it safe, sticking to research in which an end product is assured, or worse, working in fields that they believe are favored by funding agency officials. These scientists are also increasingly viewing their fellows as competitors, rather than colleagues, leading to an increasingly corrosive atmosphere. The manifestations of this attitude range from a reluctance to share new results with other scientists to public bickering about relative priorities in funding different fields.

We are tending to do “safer” projects, avoiding the high risk, but high payoff projects. In the present climate we cannot afford to have experiments not work... Undergraduates, graduate students and postdocs continually ask about the benefits of pursuing an academic career when funding is so tight.

—Assistant Professor of Biology, Carnegie-Mellon University

Science: The End of the Frontier? a report from Leon M. Lederman, president-elect, to the Board of Directors of the American Association for the Advancement of Science (Washington, DC: American Association for the Advancement of Science, January 1991).

OTA does not necessarily agree with the conclusions either in the report or the postscript.
...in addition) respondents reported that they are cutting back on the number of students they are training, and that students now in the laboratories are opting out of research careers.

While the current loss of productive groups is serious, even more disturbing is the negative influence the present difficulties are having on the next generation. On a recent visit to MIT I had an informal lunch with about twenty graduate students in organic chemistry and asked how many of them were going into academic science. One person raised his hand and he was returning to a small liberal arts college where he had been a student. This group agreed that their lack of interest in university level positions is their perception that the challenge of gaining funding is now dominant over the challenge of the science.

-Professor of Chemistry, University of Illinois

What would it take to relieve the acute problems in academic research and restore U.S. science to its pre-1968 excellence? Let us consider this question independently of “practical” constraints dictated by current events. My analysis... indicates that we should be spending at least twice as much as we were in 1968 (in constant dollars) if we are to approach the conditions of [this era]. Indications from NSF, NIH and DOE tend to confirm the pressure for a doubling of the current level of funding for academic science, which amounts to about $10 billion a year. This huge sum could, I believe, be effectively deployed in two or three fiscal years.

Beyond this, in future years, I would argue that the growth of four percent per year in the number of academic scientists and the complexity factor growth estimate of five percent per year imply that a sustained flourishing of academic research requires annual real growth of eight to ten percent. Such an increment may sound substantial in our current climate, but as the economy responds, academic research would remain only a tiny fraction of total federal spending for many decades. Furthermore, even with such increases, it would be a decade or two before our level of nondefense research expenditure proportional to GNP would equal the 1989 levels of Japan or West Germany.

February 1991 Postscript

In his budget for FY 1992, the President requested significant increases for science, averaging 5-10 percent above inflation. In view of the fiscal constraints, scientists must stand in awe at the respect their work has earned. This is the eighth year of real increases initiated by the Administration and passed by Congress. Nevertheless, the AAAS Inquiry has dramatically confirmed indications of serious troubles at the laboratory bench.

There are several reasons for believing that, in spite of these increases, the Nation is seriously underinvesting in research. One is the comparison with what our economic competitors are doing. Another is the comparison of our relative research capability today with what it was in the late 1960s.

International prizes (identifying when the work was done) as well as patents and a hard-to-quantify loss of scientific and technological self-confidence paint in the same direction. The unprecedented stress within the scientific community described above is another indicator.

The crisis documented in the AAAS survey must be viewed as part of a larger pattern of national decisions. My analysis indicates that a continuation of the kind of investment we were making in the 1960s would have brought us today to somewhere near $30-40 billion for academic research. This is what motivated the “unrealistic” proposal for a doubling of the budget with subsequent 8-10 percent annual increases for at least a decade.

We are keenly aware that we have concentrated on only one important element of a problem that must include many other components, such as non-military R&D in industry and the national laboratories, and the overall scientific literacy of the work force. Research and education are so intimately entwined that they must be treated together. Only very briefly mentioned in the report are the human resources devoted to what economist Robert Reich calls “strategic brokers” those who translate R&D results into economic products. The record of U.S. investment in research and education, even given the increases, is one of decline relative to the GNP and relative to other industrialized societies. Where it is surely true that sums allocated by the Federal Government could always be spent more efficiently (especially in education), the problem is clearly underinvestment. Yet the primary asset of a modern industrial nation in the 21st century is its brainpower: a skilled, educated workforce.

The vision to recognize this as a salient feature of our times resides in many of our leaders. No doubt some such perception explains the favoring of science in tough times. However, the resources that are really demanded are far greater, as has been unrealistically proposed in the AAAS report. Nevertheless, if these human capital investments are judged in the context of a $5 trillion GNP or a $1.4 trillion Federal budget, it becomes clear that the issue isn't cost—it is a matter of choice, The choice is to treat the human resources of the Nation—-an educated, capable work force—as the key to a successful society. If we choose wisely, and I let my imagination soar, the expenditure for academic scientific research will one day reach $50-100 billion (in 1991 dollars). With commensurate investment in education and infrastructure, we can restore not the world leadership we once enjoyed, but the position of the Nation as a dynamic and resourceful society, a leading participant in the new global economy of the 21st century. If we fail to see this long term issue, if we are dominated by our “third quarter” crises, if we hesitate because we have lost faith in the power of the human mind, our long term prospects will be dismal indeed.
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Medicare, and Medicaid), net interest on the Federal debt, and Federal spending on research. While the deficit continues at record levels, the Omnibus Budget Reconciliation Act of 1990 will temper Federal spending, including possible modifications and further priority setting in expenditures for research. 18

In addition, the scientific community has grown in size since the 1960s, reflecting a rising research economy that supported the pursuit of many spectacular opportunities. However, as more knowledge is gained, expenditures for cutting-edge research have also increased. These factors have combined to magnify the burdens on research performers and institutions, and on the Federal sponsors that fund them. Many in the research system also wonder, as the uncertainty increases over enrollments by U.S. students in science, whether the next generation of scientists and engineers will sustain the research enterprise. 19 The pressures mount on public policy to decide which opportunities are most urgent, which agency programs to favor, and the rationale for supporting a diversity of fields, sectors, and research personnel. In the words of Yale Medical School Dean Leon Rosenberg:

The scientific community is responsible in a major way for the paradoxes and dilemmas in which we find ourselves. . . . There are more opportunities than ever to ferret out the secrets of human biology and apply those secrets to the reduction of human suffering. The dilemma is that we must obtain more funding for the support of this effort in order to capitalize on those opportunities and improve the morale of the scientific community, while at the same time acknowledging that we have been generously supported for the past 40 years. 21

This report explores the ‘paradoxes and dilemmas’ of supporting U.S. science in the 1990s, while this chapter introduces the history of the Federal research system and current challenges that demand Federal policy attention.

Historical and Current Federal Roles in the Research System

The Federal research system has many participants. They include Congress, the Federal research agencies, the Office of Management and Budget (OMB), the Office of Science and Technology Policy (OSTP), academic research institutions, Federal and industrial laboratories, the National Academy of Sciences complex, professional societies, think tanks, and others. Together these components sponsor, perform, and guide the activity called ‘research.

Recognition of the role of the Federal Government in the support of research grew during the early parts of the 20th century, especially before and immediately after World War II. During the 1930s and 1940s, the Departments of Defense (DOD) and Agriculture (USDA), the Public Health Service (largely through the National Institutes of Health, NIH), and the Atomic Energy Commission (then, the Energy Research and Development Administration, and now the Department of Energy, DOE) collectively funded a diverse Federal research portfolio. In the 1950s, the National Aeronautics and Space Administration (NASA) began to sponsor space exploration projects, and in the 1960s, it launched a celebrated and successful effort to safely land humans on the Moon and to gather data on the solar

20 The gap between current rhetoric and current problems in science education as they relate to the Nation’s research capability is examined in Iris Rotberg, “I Never Promised You First Place,” Phi Delta Kappan, vol. 72, December 1990, pp. 296-303.
22 Because universities perform the preponderance of basic and applied research and train most of the research work force, and because much of the data on research performance has been collected on academia, this report often focuses on academic research performers. However, when relevant, and especially where data are available, other performers are discussed.
system. Federal research was supported and selected in partnership with the scientific community and with little constraint to adhere to formal agency missions.

For many years, the core of the national effort in science was increasingly understood to reside in and be expressed through the National Science Foundation (NSF). A 1965 National Academy of Sciences report, Basic Research and National Goals, went so far as to state that:

... the National Science Foundation is viewed ... as being responsible for ... “intrinsic basic science,” the motives for which are relatively remote from politically defined missions. Since this is a social overhead whose connection with specific applied objectives of the society is distant and undefined, it would seem ... that allocation of resources to this activity would be even more difficult than the allocation to mission-related research.

Since NSF primarily funded research in universities, science policy was generally equated with the provision of resources for research, principally through the university-based research system.

Although DOD, NASA, DOE, and USDA had significant basic and applied research budgets in the 1960s and 1970s, and NIH funding soared with the War on Cancer in the early 1970s, it was not until the 1980s that infusions in defense research and development (R&D) and the debates over the importance of federally sponsored applied research once again highlighted the pluralistic Federal role. The fragmented, mission-oriented structure that emerged after World War II went a long way toward realizing Vannevar Bush’s vision of a Federal system for the support of science and engineering. In large measure, it was responsible for the emergence of the great American research universities and the ‘golden age’ of science. Today, research is understood to be an activity pursued in many agencies of the Federal Government and sectors of the U.S. economy.

The wisdom of the compact between science and the Federal Government has been demonstrated repeatedly in the last half of the 20th century. As more and more has been explicitly demanded of scientific and technological institutions in U.S.

---


25While the Bush Report and the Steelman Report (introduced in Chapter 1) were both effusive in their praise of the social benefits emanating from scientific advance and the underlying rationale for the Federal support of science, each took a different approach to the administration of a national science foundation. OTA points out that “... the Steelman report regarded science as a special interest. Although large-scale government support for science was a new phenomenon, science was not considered to be sufficiently different from other policy areas to warrant any special political relationships.” Bush supporters were... convinced that science was distinct from other types of government programs, that it must be free from political control, and that, to be successful, scientists should be able to direct their own affairs... Scientists, ... through advisory groups and a system of review by scientific peers, would decide how research should be conducted and would influence the research agenda.” See U.S. Congress, Office of Technology Assessment, The Regulatory Environment for Science, OTA-TM-SET-34 (Springfield, VA: National Technical Information Service, February 1986), pp. 15-16.

26George B. Kistiakowsky, “Summary,” in National Academy of Sciences, Committee on Science and Public Policy, Basic Research and National Goals, A Report to the Committee on Science and Astronautics, U.S. House of Representatives (Washington DC: March 1965), p. 11. This collection of essays evolved, in the words of Committee Chairman George P. Miller, into “... the production of a comprehensive study designed to throw into bold relief some of the more serious phases of policy which Government must consider in its decisions to support or otherwise foster research in America.” (p. v).

27From the researcher’s perspective, multiple sources of Federal support provide funding flexibility, i.e., choice among agencies. From a Federal perspective, flexibility allows choice among alternative research initiatives and performers. New programs can be started or old ones refocused.


29The importance of nonprofit foundations and the private sector in supporting, defining, and utilizing basic research is also indisputable (though the extent of their participation differs greatly by field, industry, and measures of contribution). See National Science Foundation, op. cit., footnote 11.
society, the social contract has changed. A new relationship may be evolving, but the trusteeship remains intact. Today, with the expectation of sustained Federal support of science, concern has shifted to ‘how much growth’ and ‘how to manage expansion.’ With acute and widespread awareness of the dependency of research institutions on Federal support, money has become the lightning rod of debates over science and other institutional domains. While this is apparent to most decision-makers, equally important but less visible is the issue of the organization for making policy choices, i.e., how to distribute whatever monies are allocated for research.

Differing conceptions of urgency, time-scale, and level of investment feed tensions within the scientific community as Federal priorities change. In a dynamic, pluralistic system, discontinuities in funding can be expected. The Federal Government is accused of supporting faddish research on the one hand, and of sluggishness in responding to new research opportunities on the other. What is often seen as a choice between big science and little science, or between high-energy physics and molecular genetics, is often more apparent than real. Overall funding decisions are often shaped more by funding allocations between research and other national objectives. As symbolized in the debates over the Superconducting Super Collider and the Human Genome Project, there is a sense of congressional urgency, frustration, and ambivalence over research goals.

While representative democracy ultimately invests the power of decisionmaking in elected officials of the Federal Government (who judge political and national needs), these decisions are tempered by expert advice. Such judgments have consequences for decisionmaking and accountability, especially at the research agencies. More than the other branches of government, Congress—the representa-

tive of the public interest—is at the nexus of the trusteeship for research. Congress plays an increasingly active role, both in determining the Federal research budget and in stewarding the Federal research system in directions that serve the public good (see chapter 3).

Prospects for the 1990s

Science and engineering are increasingly vital parts of the Nation’s culture; research contributes in many ways to the technological and economic base. Since the post-Sputnik era, both the capacity to perform research and the demand for funds to sustain scientific progress have grown. As the research enterprise moves into the 1990s, the Federal research system will experience changing funding patterns and various pressures from both outside and within the scientific community. How, in the face of changing funds and goals, can Congress ensure that the research system satisfies national needs, while retaining the diversity, flexibility, and creativity that have characterized U.S. contributions to scientific knowledge and its payoffs? Four challenges are clear.

First, new methods for setting priorities in research funding will be required. Looking across fields and at objectives that build on, but are not limited to, scientific merit is the responsibility of OSTP, OMB, the research agencies, and the scientific community, as well as Congress. Each may weigh funding criteria differently, but each has a role in preparing the enterprise for tomorrow’s research opportunities as well as today’s.

Concern over the amount and distribution of Federal research funding is voiced increasingly throughout Congress. As one former member put it:

At present we have no well-defined process . . . for systematically evaluating the balance of the overall Federal investment in research and develop-

---

30For commentary on how 40 years of Federal funding policy strayed from the letter, and perhaps even the spirit, of Vannevar Bush’s vision of a centralized system, see Deborah Shapley and Rustum Roy, Lost at the Frontier (Philadelphia, PA: IS1 Press, 1985). The House Committee’s Science Policy Task Force concurred with this appraisal in 1986, observing that: “The National Science Foundation, originally conceived as a central coordinating body, was left with a restricted jurisdiction over unclassified, basic research.” House Committee on Science and Technology, op. cit., footnote 24. As Morone, op. cit., footnote 28, p. 4, puts it: “In effect, Bush called for a Department of Science, which would fund research as well as education, natural sciences as well as life sciences, and mission-oriented research as well as general, or ‘pure,’ science.”


ment and in the variety of fields that we try to serve. The R&D budgets of the different Federal agencies are evaluated separately and largely independently, both within the executive branch and certainly here in the House and Senate. . . . Of particular interest are the criteria for evaluating competing research development projects in different fields and the organizational arrangements for helping us to do a better job of allocating scarce resources.\textsuperscript{34}

Since the support of science and engineering research is vital for the future of the United States, the Federal Government attempts to maintain a strong “science base,” i.e., research across a wide range of science and engineering fields.\textsuperscript{35} To the extent that specific areas, problems, and projects may be singled out for enhanced funding, debate within the scientific community centers on the adverse impacts of funding large new initiatives, or “megaprojects,” on the science base. The criteria and information to inform priority setting are thus paramount issues, as decisions must be made between competing goals.\textsuperscript{36}

A second challenge is that, because demands for research funds are likely to continue to outpace funding in most parts of the research budget, strategies for coping--devised by sponsors and performers alike--will be needed. Congress is especially concerned about the question of costs, because the Federal Government supports research expenditures (e.g., salaries, indirect costs, equipment, and facilities) that have increased over the general rate of inflation. In addition, more researchers are performing federally funded research and, in the aggregate, are spending more across-the-board on their research projects.\textsuperscript{37}

Recently, the Federal Government has experimented with ways to cope with the rising demands of research, i.e., the expectations that spending will increase in the performance of research. First, Congress imposed salary caps on NIH- and NSF-funded research grants. In fiscal year 1991, legislation relaxed these constrictions. Second, Congress and USDA recently placed a ceiling on the proportion of indirect costs allowable on research grants. This experiment has yet to be fully implemented, but it is expected that universities will attempt to recover...
their costs from the Federal Government by charging more items to direct costs that were formerly part of indirect costs. 38

Third, addressing the changing demands on the educational pipeline (K-12 through graduate study) for science and engineering will be vital for maintaining strength in the performance of research. Through the direct support of graduate students and the indirect support of research institutions, the Federal Government is pivotal in the creation of a robust research work force. OTA has documented the initiatives needed to maintain the readiness of the educational pipeline. Recruitment and retention programs can respond to changing demands for researchers and enhance preparation for diverse career opportunities for graduates with science and engineering Ph. D.s. 39

Human resources are the principal component of the research system. Increasing participation in research by those groups chronically underrepresented in science and engineering (women, ethnic/ racial minorities, and the physically disabled) and those acutely affected by resource constraints (e.g., young investigators, see box 2-E) is a challenge to the goal of enlarging capacity in the Federal research system. The Nation (not just science and engineering) gains from the flow of new Ph.D.s into this work force. The character of the flow (not just its intensity) will determine the robustness of the research system in the 1990s.

Finally, filling gaps and reducing uncertainties in policy-relevant information is essential for better informed decisionmaking. NSF is defined as the Federal agency “...to make comprehensive studies and recommendations regarding the Nation’s scientific research effort and its resources for scientific activities.” Empirical knowledge about the Federal research system has grown immensely, yet each of the three issue areas outlined above suffers from a lack of some appropriate data on which to base Federal policy.

New research indicators are needed as a means of monitoring change in the Federal research system. 40 OTA has also found (see chapter 8) that the evaluation of research projects would add to the investment decisions of policymakers and program

---


40The National Science Foundation was named the agency data liaison and monitor. For the scope of these responsibilities, see especially sections 2-3 and 5-8 of Executive Order 10521, reproduced in J. Merton England, A Patron for Pure Science: The National Science Foundation’s Formative Years, 1945-57 (Washington DC: National Science Foundation 1982), app. 1, quote from p. 353.

41For example, see Carlos Krutyobsch and Lawrence Burton, “The Search For Impact Indicators,” Knowledge: Creation, Diffusion, Utilization, vol. 9, December 1987, pp. 168-172.
Box 2-E—The Perils of Being a Young Investigator

“The next generation. ” “The seed corn. “ “The future of scientific research.” These are some of the words used to describe young investigators. Current commentary on the funding of research grants, especially in biomedical and by the National Institutes of Health (NIH), centers on the fate of young investigators. This commentary underscores the unity of training and research, yet suggests the strain experienced by a growing segment of the research work force.

Many see the problems of young investigators as a natural adjustment of the research labor market to greater competition in funding or to changes in the structure of research teams. In the words of Rockefeller University President David Baltimore: “How much growth in biomedical research personnel is needed and how much is healthy?” Others see the plight of young investigators as stemming from problems in funding allocation mechanisms. Recognizing that the young investigator with little or no track record is at a disadvantage in head-to-head competition with senior investigators for Federal research funds, both NIH and the National Science Foundation (NSF) have established mechanisms that narrow the pool of eligibles. NIH’s First Independent Research Support and Transition (FIRST) awards grant 5 years of support, not to exceed a total of $350,000, to successful first-time applicants to NIH. Begun in 1987, recipients of FIRST awards (R-29s) have indeed fared better than other young investigators in competing for traditional individual-investigator (ROI) funds. In fiscal year 1988, one-half of the R29 awardees were under 36 years of age, compared to 14 percent of RO1 recipients, and 23 percent of the young investigators were female compared to the 14 percent of traditional NIH grant recipients. Perhaps the best news for those who monitor award trends is that once young investigators get an NIH grant, they win renewals as often as senior investigators.

At NSF, the much-heralded (now 7-year-old) Presidential Young Investigator (PYI) program awards 5 years of funding. PYIs are augmented in two directorates by Research Initiation Awards. These provide up to $100,000 for 2 years, including an institutional matching incentive to help defray equipment costs. In 1989,726 applications were received; 17 percent were funded. This constituted mild relief from the slim success rates, roughly one in five, that first-time applicants have experienced since 1984 throughout most NSF programs. (More seasoned investigators have succeeded during that period at a rate of one in three.)

New PhDs “itch,” in the words of one, to establish their own laboratory, attract graduate students, and produce experimental results. The goal is to replicate the career pattern of one’s mentor. But, can every young investigator become a PI? This will bring more proposals, more competition, more demands for research funds. A young investigator with an excellent NIH priority score for her proposal but no money says: “When we slam up against this problem, we have self-confidence to say ‘this is unjust,’ not ‘I am unworthy.’ In a way, it takes an egoist to persevere.”

---

1 Their peril s were the major subtext, for example, at the National Academy of Sciences/Institute of Medicine, “FOIXUII on Supporting Biomedical Research: Near Term Problems and Options for Action,” Washington DC, June 27, 1990. In addition, the National Research Council’s Commission on Life Sciences is studying the funding of young investigators. A report is due in fall 1991. See “Scientists Explore Ways To Help Young Researchers,” NewsReport of the National Research Council, vol. 40, August-September 1990, pp. 6-8.


5 Palca, op. cit., footnote 3.

6 This program awards about 200 grants per year with the expectation that during the 5-year period industry funding will be secured to solidify the investigator’s research program and its impact. Even with industrial funding, however, the researcher is likely to apply for regular grant support. A National Science Foundation task force has recently recommended cutting the number of Presidential Young Investigator awards by one-half, increasing the award amount and dropping the matching fund requirement, as well as amending the application process to include a full-blown proposal instead of nominating and endorsing letters from mentors and other senior investigators. See Pamela Zurer, “NSF Young Investigator Program May Be Slashed,” Chemical & Engineering News, vol. 68, No. 50, Dec. 10, 1990, p. 7; and “Presidential Young Investigators” letter, Chemical & Engineering News, vol. 68, No. 50, Dec. 10, 1990, p. 5.

7 Joe Palca, “Young Investigators at Risk,” Science, vol. 249, July 27, 1990, p. 353; the National Science Foundation also reports new investigator awards, i.e., awards to applicants not funded by NSF in the previous 5 fiscal years. Since 1984, 20 to 25 percent of total awards were made to new investigators. See Manpower Comments, vol. 27, No. 5, June 1990, p. 31.

8 Palca, op. cit., footnote 7. A junior faculty member at the Salk Institute adds: “I worry because the NIH can’t be trusted. The tighter the funding at NIH, the greater the chance your grant will be killed by bad luck—not because it isn’t good science.” Arm Gibbons, “The Salk Institute at a Crossroads,” Science, vol. 249, July 29, 1990, p. 361.

Continued on next page
Box 2-E—The Perils of Being a Young Investigator-Continued

Another tack is to be (reluctantly) pragmatic, "... buttering up senior researchers and NIH review panel members who could help their chances of getting funded, ... When good science could get you a grant, you didn’t need to do it. Now you have to, and that’s turning many people into cynics." Is the next generation to be the ones who feel deceived when the system does not work for them the way it was “supposed” to? This is a question of expectations. A recent survey of young physics faculty at all 175 physics Ph.D.-granting universities in the United States (conducted by the American Physical Society) adds another perspective to gauging the plight of the young investigator. In 1990, 70 percent of the young physics faculty reported that research funding is inadequate, whereas in 1977 less than 25 percent responded similarly. Of the 1990 young Ph.D. faculty who submitted "start-up" (i.e., their first) proposals, condensed matter physicists submitted the largest average number of proposals (over five), and experienced the lowest success rates (25 percent). All other subfields had success rates from 38 to 55 percent.

The report concludes that "... there has been a major change for the worse in the research climate." For condensed matter physicists, most of whom consider NSF the dominant source of support, this may be true. But the perceptions do not generalize across all subfields. Indeed, both 1977 and 1990 young physics faculty overwhelmingly "would recommend physics" and would choose to pursue a career in physics again. In addition, twice the proportion of 1977 young faculty claimed that the "job market was worse than expected" than reported by the 1990 young faculty (61 percent to 31 percent).

The merits of additional support to young investigators cannot be overstated. How this is to be achieved poses formidable challenges to research agencies and program managers, as well as to the scientific community. All contribute to the expectations and the standards for measuring the research performance of new Ph.D.s. For those young investigators who embark on academic research careers, the prospect of a FIRST, PYI, or Research Initiation award is vital if they are to become senior researchers. NIH and NSF face choices, too, in shaping researchers’ expectations. These choices might include:

- limiting the amount of Federal funding that goes to one principal investigator, taking into account all sources of Federal research funds and cost differences among fields;
- addressing policies at some universities that prohibit nonfaculty personnel from applying for Federal research funds as principal investigators, and encouraging these universities to lift such bans;
- requiring the sharing of doctoral students and instrumentation; and
- encouraging universities to restrict the number of refereed publications considered for promotion, tenure, and other awards (to decrease the amounts of Federal funding required to publish longer lists of research papers).

10The questionnaire was circulated to 939 physicists who earned a Ph.D. degree in 1980 or later and then received academic appointments. The response rate was 71 percent. See Roman Czajko et al., Their Most Productive Years, Report on the 1990 Survey of Young Physics Faculty (Washington, DC: American Physical Society, 1991) (reprinted in Physics Today, February 1991, pp. 37-42).
11Condensed matter physicists represented the largest subfield (one-third of the total respondents) in the 1990 sample. Ibid., table 3.
12Ibid., table 5.
13For discussion of these and other ideas, see Institute of Medicine, Funding Health Sciences Research: A Strategy To Restore Balance (Washington, DC: National Academy Press, November 1990). For insight into the contentiousness that greeted the institute of Medicine report, see Peter G. Gosselin, "A Clash of Scientific Titans: Key Groups Battle Over Funds for Medical Projects," The Washington Post, Health Section, Dec. 18/25, 1990, p. 6.
help to inform decisionmakers about the effects of a changing research economy on research priorities, expenditures, and performers. Information, however, is not cost-free. Additional funding both for agency data collection and analysis, and extramural ‘research on research,’ may be a necessary investment in the Federal research system of the 1990s.

In the chapters that follow, OTA delineates the participants and their roles in the research system. After introducing this decentralized system—how the executive and legislative branches negotiate national goals and the Federal budget, and how the agencies determine the allocation of research funds-OTA assesses the challenges to managing federally funded research.
CHAPTER 3

The Federal Research System: The Executive and Legislative Branches
Contents

Introduction ................................................................. + 71
The Executive Branch ......................................................... 71
The Science Advisor ......................................................... 74
Office of Management and Budget ......................................... 77
External Advice and Interest Groups ....................................... 78
The Legislative Branch ....................................................... 81
The Congressional Committee Structure and the Budget Process ........ 82
Congressional Oversight .................................................... 86
Congressional Earmarking .................................................. 87
Conclusions .................................................................. 93

Boxes

Box Page
3-A. OMB and the Research Budget ........................................ 78
3-B. New Layers of Complexity for the Federal Budget ................ 79

Figures

Figure Page
3-1. Science Advisors to the President 1932-90 ......................... 75
3-2. Apparent Academic Earmarks by State and at Universities and Colleges:
Fiscal Years 1980-89 ....................................................... 93

Tables

Table Page
3-1. Congressional Authorization Committees and Appropriations Subcommittees
With Significant Legislative Authority Over R&D .......................... 83
3-3. Apparent Academic Earmarks, by Appropriations Subcommittee: Fiscal Years
1980-90 ........................................................................ 91
3-4. Apparent Academic Earmarks Contained in the Fiscal Years 1980-89
Appropriations, Ranked by State ........................................... 92
CHAPTER 3

The Federal Research System:
The Executive and Legislative Branches

In the final analysis, after science and technology decisions have been subject to the judgment of conflicting objectives, . . . they are then subject to the reality of the Federal budget process. First research and development programs must compete with other Federal programs for the availability of limited Federal dollars . . . for there will always be more programs and projects than there will be funds to implement them. Thus another set of choices in how to allocate the funds to gain the greatest benefits must be faced.

Don Fuqua

Introduction

It is often said that the best scientists not only know how to solve problems, but how to pick them. Choosing where to put valuable time and resources is central to the success of any scientist, laboratory, or university. The same is true for the Federal Government.

Decisionmaking occurs on many levels within the Federal research system. The most macroscopic level for research decisionmaking concerns a spectrum of general research problems such as space exploration, aging, or AIDS (acquired immunodeficiency syndrome). The President and Congress are ultimately responsible for decisions made at this level. At mid-levels, the focus shifts to fields such as astrophysics, virology, or artificial intelligence. Most often Federal agencies and specific congressional committees take the lead in these decisions. Priorities within a single field of science or technology usually involve specific government programs and congressional subcommittees. And, finally, at the most microscopic level, the focus is on areas of research specialization and often involves specific processes of funding allocation.

A focus of this report is the tremendous diversity within the Federal Government in the selection of priorities for research. Every Federal agency and congressional committee seems to do it differently. If the government is to respond to changing fiscal conditions, many choices within the organization and management of the research budgets must be made.

This chapter discusses the highest level of decisionmakers—the President, the executive branch, and Congress. (Chapter 4 introduces the Federal agencies and other participating bodies.) Although in this discussion the executive and legislative branch are treated separately, there is important interaction between them, both formally at congressional hearings and executive branch briefings and informally among staff.

The Executive Branch

When President Bush awarded the National Medal of Science and the National Medal of Technology to 30 scientists and engineers in November 1990, he remarked: “More and more our Nation depends on basic, scientific research to spur economic growth, longer and healthier lives, a more secure world and indeed a safer environment.”

Traditionally, Presidents have been very supportive of science and engineering, or what is categorically known as research and development (R&D). However:

Every administration refers each year to its “R&D budget,” which is described in various documents—most notably, Special Analysis J, produced by the Office of Management and Budget. In actuality, there is no Federal R&D budget, if by

3And viewed in a cross-national framework, the U.S. research system is distinctive. See app. D for a discussion of priority setting in other countries.
The House Committee on Agriculture, which has jurisdiction over the Department of Agriculture and its research programs, votes.

“budget” is meant a plan for matching priorities with spending. What each administration presents to the public is an after-the-fact compilation of the R&D spending plans of the individual mission agencies and NSF, plans that were developed through a complex and fragmented sequence of local interactions among individual groups with the agencies, the White House Office of Science and Technology Policy, and a slew of congressional committees.5

The most consistent indicator of Presidential priorities over the last 30 years has been the Presidential Budget Message, presented to Congress every year, which accompanies the Presidential budget. A review of these documents, extending back to the Kennedy Administration, gives an interpretation of Presidential direction, at least rhetorically, of the Federal research system.6

During the 1960s, the mastery of space and space science, as symbolized by a manned lunar landing, was a central mission. Competition with the Soviets both in research and economically was the center of the debates. Domestic research needs received increasing emphasis from 1964 through 1968, linked to the programs and aspirations of the Great Society, but tempered by economic constraints stemming from increasing involvement in Vietnam. Pollution also became a major item of concern from 1964 onward. Specific research emphases included: National Aeronautics and Space Administration


6The following is based on Mark Pollack, “Basic Research Goals: Perceptions of Key Political Figures,” OTA contractor report, June 1990. Available through the National Technical Information Service, see app. F. Readers will note below the lumping of “R” and “D,” as well as the lack of distinction between “basic” and “applied” research. The macro view seeks the big picture, e.g., R&D relative to transportation, veterans’ affairs, and other national needs. Refinements come in later chapters,
(NASA) pursuit of manned flight, planetary probes, and scientific satellites; National Science Foundation (NSF) support of facilities at universities and colleges to strengthen science education; health research, including the prevention of cancer, heart disease, strokes, mental illness, mental retardation, and environmental health problems; environmental research, including resource conservation and development, oceanographic studies, and water and air pollution abatement; transportation research; and defense research.

During the 1970s, as space flight and research were scaled back, energy research issues became increasingly prominent, emphasizing the development of energy alternatives and the improvement of existing ones. These issues were linked to growing concern about dependence on foreign oil, and also to environmental concerns of pollution and conservation of natural resources. Specific energy research programs were emphasized by President Nixon and others, including fusion power and geothermal and solar energy. President Carter stressed conservation and alternative energy sources and advancement in nuclear power technology. Defense research was consistently supported, and preservation of national economic preeminence remained a strong goal on all fronts.

During the 1980s, economic recovery, competitiveness, and leadership were the rhetorical focal points of discussions of the goals and justifications for research. Specific attention to the category of “basic research,” begun in Presidential addresses during 1978, was linked to goals of economic, military, and technological leadership (although these goals were not necessarily reflected in the distribution of research funds, e.g., defense basic research funding did not increase markedly in the 1980s). In the Presidential messages of 1982 to 1986, the shift of Federal aid to scientific research and away from application and development became explicit. Cuts in applied energy research and agricultural sciences were made, while basic energy, defense, and biomedical research were augmented. In the late 1980s, as in the early 1960s, big science research projects were featured on the Presidential agenda. The Space Station, the Strategic Defense Initiative, AIDS, the Human Genome Project, and the Superconducting Super Collider (SSC) all figured prominently.

American Presidents of the last three decades have paid heed to maintaining the science base—the broad spectrum of researchers and research supported by the Federal Government—but have also felt the need to concentrate resources toward achieving stated research goals. During the 1960s, when research budgets were increasing rapidly, the President could add new objectives to the system while maintaining other research programs. Now, Presidents must make more choices in fiscal allocation. For example, President Reagan distinguished between basic and applied research, favoring the former with budget increases and decreasing the latter in specific areas such as energy. (Under the Bush Administration, this distinction faded and several applied energy projects have been pursued.)

However, Presidents have generally been less involved in decisions about research policy than in areas such as economic, space, or defense policy (with the possible exception of decisions about particle accelerators). Until recently, Presidents often viewed research as within the purview of specific agencies, intertwined with the development of technologies and the procurement of certain goods or services, but rarely a policy objective per se. To keep abreast of research issues, the President

---

relies on many groups including the Office of the Science and Technology Policy (OSTP) and the Office of Management and Budget (OMB).

### The Science Advisor

Science Advisors most often have impeccable technical credentials and extensive experience within the scientific community (see figure 3-1). President Eisenhower appointed James Killian the first titled Science Advisor in 1958. At present, D. Allan Bromley holds that position. He is typical of past science advisors: physicists with outstanding research records and a history of participating in government advisory committees on science and technology. Advisors over the last 30 years have come from industry and university settings.

One criticism of Science Advisors has been that they favor the physical sciences, while Presidential goals have included life and social science objectives as well. Another criticism of the position is that, while acting as the representative of the President, advisors are also seen as allies of the science community from which they were recruited, expected to give advice on all scientific matters as a “scientist.” This dual role can be difficult. Some advisors, notably Keyworth and Graham in the Reagan Administration, were regarded as outsiders by the scientific community. They were less trusted and seen more as voices articulating the President’s ideological agenda.

Since the Office of Science and Technology Policy Act in 1976, the Science Advisor has also been the director of OSTP. OSTP was created by Congress to strengthen the role of the Science Advisor by creating a position that was parallel to the Director of OMB and the Chairman of the Council of Economic Advisors. OSTP currently includes a small staff—less than 75—with a portion of the personnel detailed from various Federal agencies. With the confirmation of a new advisor (which usually coincides with the beginning of a Presidential administration), a new OSTP staff is assembled. Consequently, few senior OSTP staff will serve in their positions for longer than 4 to 5 years. However, many have extensive experience within the executive branch, Congress, or the scientific community. While this staff turnover requires that the Science Advisor and OSTP “start from scratch” and provides limited institutional memory, it also allows OSTP to construct a new agenda with each advisor.

In addition to providing a resource for scientific and technical information for the President, the responsibilities of OSTP include coordination of R&D activities throughout the agencies. The Federal Coordinating Council on Science, Engineering, and Technology (FCCSET), under the chairmanship of Science Advisor Bromley, provides a forum for coordination. Bromley has paid special attention to FCCSET during his tenure, increasing the participation of senior agency personnel. In 1989, there were nine active FCCSET committees.

The Science Advisor also chairs the President’s Council of Advisors in Science and Technology (PCAST), which provides independent expert advice to the President. PCAST was created in 1989 in the image of the President’s Science Advisory

---


9James Killian was a notable exception. He was trained as a humanist who rose through the ranks at the Massachusetts Institute of Technology as an administrator. He was accepted into the scientific community and treated as an equal member. Harvey Brooks, Harvard University, personal communication, February 1991.

10In an interview, soon after his appointment, Bromley admitted the overrepresentation of physical scientists on such bodies as the President’s Science Advisory Committee, pointing out that “…the life sciences must be brought in more strongly than they are now.” See Jeffrey Mervis, “New Science Advisor Sees Strong Ties to Bush, Public Support as Keys to Job,” *The Scientist*, vol. 3, No. 11, May 29, 1989, p. 3.

11The former runner of the Office of Science and Technology Policy was the Office of Science and Technology (OST). The position of OST director was created by President Kennedy in 1961.


### Figure 3-I—Science Advisors to the President, 1932-90

<table>
<thead>
<tr>
<th>Science Advisors:</th>
<th>Bush</th>
<th>Steelman</th>
<th>Kistiakowsky</th>
<th>Dubridge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hornig</td>
<td>David</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Stever</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Press</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Keyworth</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Graham</td>
</tr>
<tr>
<td>Killian</td>
<td></td>
<td></td>
<td>Wiesner</td>
<td></td>
</tr>
<tr>
<td>McTague</td>
<td></td>
<td></td>
<td></td>
<td>Bromley</td>
</tr>
</tbody>
</table>

**Presidents:**

<table>
<thead>
<tr>
<th>Roosevelt</th>
<th>Truman</th>
<th>Eisenhower</th>
<th>Kennedy</th>
<th>Johnson</th>
<th>Nixon</th>
<th>Ford</th>
<th>Carter</th>
<th>Reagan</th>
<th>Bush</th>
</tr>
</thead>
</table>

\[^a\] McTague was acting Science Advisor between Keyworth and Graham.

Committee (PSAC), which had been disbanded by President Nixon in 1973. (Although the authorization to constitute a new PSAC was included in the 1976 legislation which created OSTP, no action was taken until 13 years later.) Members of PCAST, appointed by the President, are distinguished leaders in science and engineering from industry, philanthropy, and academia. Although PCAST can be asked to comment on specific scientific and technological matters, it can also offer opinions on other issues and solicit its own outside analysis. (PCAST has only been in operation for a little over a year, so it is difficult to determine the role that it may play in the 1990s.)

PCAST, OSTP, and the Science Advisor are advisory to the President. As such, they have not been given much power. As a former staff member in the George Keyworth-led OSTP writes:

The position of the President’s Science Advisor (and director of OSTP) is strictly a staff function, with no line authority and no control over budgets. The primary tool available to the President Science Advisor is persuasion. How effective he is in convincing agencies to shape or modify their R&D budgets depends largely on the strength of his personal relationship with inner circles of the White House.

Two general comments can be made about the roles of these advisory bodies for the next decade. First, global problems such as climate change and pollution involve issues of cooperation and planning, while President Bush’s goals for science and mathematics achievement by the year 2000 highlight the urgency of education and human resources for the Nation’s vitality. Both will require domestic policy coordination, and tough research funding tradeoffs may be needed. Second, while the role of science advice will not wane in the 1990s, it is unlikely that the role of the Science Advisor, OSTP, or PCAST will be strengthened legislatively. To some, OSTP has to “. . . brighten its image on the White House political screen.” Yet, in the executive branch where influence is often equated with budgetary control, the advantage resides primarily with the research agencies and OMB.

---

13 Created by President Eisenhower in 1957 after Sputnik, the President’s Science Advisory Committee (PSAC) relocated science advice from the Office of Defense Mobilization to the White House. Among its first actions, PSAC proposed establishing a counterpart group of representatives from the Federal research agencies to improve coordination of the Nation’s R&D effort. The result was the founding, in 1959, of the Federal Council for Science and Technology. See Ralph Sanders and Fred R. Brown (eds.), Science and Technology: Vital National Asset (Washington, DC: Industrial College of the Armed Forces, 1966), ch. 5, especially p. 76.

14 See Jeffrey Mervis, “PCAST Members Ready to Speak; President Seems Ready to Listen,” The Scientist, vol. 4, No. 10, May 14, 1990, pp. 1,14-15. One role that the President’s Council of Advisors in Science and Technology has already played is defining a pool of eligibles for key R&D agency posts. From among its 12 members, President Bush nominated physicist Walter Massey to head the National Science Foundation and cardiologist Bernadine Healy as director of the National Institutes of Health.

Office of Management and Budget

Research budgets are strongly influenced within the Executive Office of the President by OMB. As Science Advisor Bromley has remarked: "It became evident a long time ago that if you control the budget, you control public policy. This is one of the facts of life that a science advisor must learn, that OMB is a tough player and not necessarily sympathetic." OMB crafts the budgets of research programs to reflect the priorities of the President, and helps to set realistic targets for the next year's budget in all research programs while attempting to balance the competing needs of the Federal departments and agencies.

The manner in which these concerns are negotiated with the agencies is left to the discretion of the OMB budget examiners. Budget examiners concerned with research are located in at least three of its six divisions: Natural Resources, Energy, and Science (which includes NSF, agriculture, and space); Human Resources, Veterans, and Labor (which includes health and education); and National Security and International Affairs (defense). Through Special Analysis J, OMB traditionally presented proposed R&D agency budgets for the new fiscal year. The publication of this analysis was discontinued after the fiscal year 1990 budget, but since that time, R&D has been discussed (with the information traditionally presented in Special Analysis J) in a separate introductory chapter to the President's budget.

OMB's role in research priority setting and fiscal allocation is not public. The deliberations of the agency are internal, building on agency submissions preliminary to OMB decisions (see box 3-A). Behind-the-scenes negotiation between OMB examiners and agency budgeters is common. This closed-door policy minimizes contention, and perhaps stifles controversy, both within and without the government on specific funding issues.

A strong perception of OMB standards and policies on research has grown up outside of OMB and the executive branch. Most importantly, many observers state that OMB has an active role in deliberations over research agendas, particularly in support of projects such as the Space Station and the SSC. New programs, especially Presidential initiatives such as the Moon/Mars mission, require that OMB be involved early in the fiscal process. But because these deliberations are shielded from public view, critics claim that these policies are not sufficiently debated.

The fiscal 1991 budget act placed a separate cap on discretionary spending in three budget categories: defense, domestic, and international programs. These caps limit spending for each of fiscal years 1991 through 1995 and specify methods of enforcing deficit targets. The caps will force tradeoffs within each category of the budget; this will effectively reduce flexibility and foster more negotiation within the executive branch (i.e., among OMB, OSTP, and the agencies) in the allocations for specific programs. Members of OMB staff also stress, however, that these caps will force greater priority setting based on the research issues, because the overall spending levels will be set. Observers agree that the Omnibus Budget Reconciliation Act of 1990 has enhanced OMB's authority relative to Congress because OMB "... will have a final say on cost estimates for all programs." (For further information on the budget act, see box 3-B.)

19 Mervis, op. cit., footnote 10, p. 3.

20 Under President Bush, the Federal Coordinating Council for Science, Engineering, and Technology and the Science Advisor have participated in the implementation of several presidential priorities. For the fiscal year 1991 budget, they included global climate change, high-performance computing, and mathematics and science education.

21 These analyses, in turn, form the basis for an analysis and spring colloquium on the R&D budget, held in Washington, DC, and presented by the American Association for the Advancement of Science. These proceedings, edited and published the following fall, serve an important interpretive function for the scientific community, relating the budget to topical issues in science and technology. For the 15th annual proceedings, see Susan L. Sauer (ed.), Science and Technology and the Changing World Order (Washington, DC: American Association for the Advancement of Science, 1990).


24 Karl Erb, Office of Science and Technology Policy, personal communication November 1990.


Box 3-A-OMB and the Research Budget

The Office of Management and Budget (OMB) reviews the budgets of all Federal agencies before submission of the President’s budget to Congress and perform crosscutting budget analyses, especially for topics of particular interest to the President. Traditionally, OMB has been very supportive of research in the Federal budget. This reflects the importance attached to research and development (R&D) in the budgeting process and the overall real and symbolic value of Federal research support as an indicator of future planning and direction in government investments.

Under President Bush and OMB Director Darman, the process of planning the research budget has changed. Before the budget is collated, R&D is the subject of several separate briefings and detailed analyses of issues concerning research initiatives (e.g., funding for individual investigators and big science projects on a case-by-case basis). The Federal Coordinating Council on Science, Engineering, and Technology (FCCSET) committees and the Science Advisor have also participated extensively in the implementation of programs in several Presidential priority areas, especially global climate change, high-performance computing, and mathematics and science education. Important criteria for R&D investment used by OMB include the support of excellent science and engineering, long-term competitiveness and economic concerns, commercial spinoffs, national prestige, and “national security”—in the broadest military and economic sense.

In the budget process for fiscal years 1991 and 1992, OMB asked the research agencies to submit budgets at five levels of funding, which include scenarios with real cuts as well as augmented funding. In addition, OMB requested that, for areas of particular Presidential interest, agency budget requests be described and justified relative to the goals, objectives, and research priorities. In areas not of highest priority, less crosscutting analysis is performed, and the manner in which these concerns are negotiated with the agencies is left more to the discretion of OMB budget examiners.

Tradeoffs are made among agency programs, and between the “research budget” and other areas of domestic discretionary finding. Under the new budget agreement, when OMB “passes back” the agency budgets after the first review, OMB has budgeted up to the caps determined for the agencies. If an agency wishes to increase specific levels of funding, decreases to the agency budget must also be specific to allow the total budget to remain under the spending cap. Tradeoffs are then made explicitly among agency programs.

In summary, OMB provides a unique crosscutting function in research budgeting within the executive branch. Under President Bush, the implementation of research priorities has been accompanied by an increased role for the Science Advisor and the FCCSET committees. In addition, general research priority setting has been elevated in the presentation of the President’s budget. However, priority setting unrelated to targeted Presidential concern remains primarily at the discretion of the budget examiners for the specific agencies, and tradeoffs are within agency budgets.

---

3The Darman Office of Management and Budget (OMB) was said to consider R&D as yielding especially high future returns on Federal investment. To this end, the process instituted by OMB encourages the research agencies to develop coherent proposals and discourages both within-agency disagreements and unresponsiveness of an agency to the requests of either OMB or the Office of Science and Technology Policy. Ground rules and deadlines are spelled out in the “terms of reference” issued by OMB in every priority area designated for an agency crosscut.
4Part of this increased Office of Science and Technology Policy (and Office of Management and Budget-reinforced) role has led to requests of the agencies for evaluative data. Of special relevance to this OTA report is the information gathering in progress on the “structure of science,” an activity of the Federal Coordinating Council on Science, Engineering, and Technology Committee on Physical, Mathematical, and Engineering Sciences.

---

External Advice and Interest Groups

Much scientific and technical advice is solicited from the scientific community by the executive branch. This partnership between the scientific community and government has led to a complex policy structure that takes into account a range of views on many decisions. Active debate occurs both informally and within the scientific literature on programs, policies, and projects initiated by the Federal Government, and this debate often influences government decisions.
Box 3-B—New Layers of Complexity for the Federal Budget

A budget process many critics had said was too complicated has become even more so, thanks to sweeping changes adopted by Congress and approved by President Bush. Here are the major revisions to the 1985 Balanced Budget Act that will dramatically alter the way the budget will be drafted through fiscal 1995.

Discretionary Spending

For fiscal years 1991 to 1993, the law establishes separate ceilings for each of three categories of discretionary spending: defense, international aid, and domestic programs. If Congress chooses to increase spending for any discretionary program, it must offset the increase by cutting spending within the same category. If it fails to make an offsetting reduction, an automatic spending cut—a sequester, in budget jargon—would slice enough from all other programs in that category to bring spending to below the ceiling.

The spending caps, in billions of dollars, are as follows (BA is budget authority, the amount Congress authorizes the government to spend in current or future years; O is outlays, the actual spending expected in each year):

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Defense</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA</td>
<td>$288.9</td>
<td>$291.6</td>
<td>$291.8</td>
</tr>
<tr>
<td>O</td>
<td>297.7</td>
<td>295.7</td>
<td>292.7</td>
</tr>
<tr>
<td>International</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA</td>
<td>20.1</td>
<td>20.5</td>
<td>21.4</td>
</tr>
<tr>
<td>O</td>
<td>18.6</td>
<td>19.1</td>
<td>19.6</td>
</tr>
<tr>
<td>Domestic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA</td>
<td>182.7</td>
<td>191.3</td>
<td>198.3</td>
</tr>
<tr>
<td>O</td>
<td>198.1</td>
<td>210.1</td>
<td>221.7</td>
</tr>
</tbody>
</table>

For fiscal years 1994 to 1995, the new law establishes a single pot of money for all discretionary spending. The White House and Congress will have to decide how to allocate that money between the three spending categories. Spending above that overall limit would trigger a sequester to bring spending down to that ceiling. Total discretionary funds for those two years, in billions of dollars, are as follows:

<table>
<thead>
<tr>
<th></th>
<th>1994</th>
<th>1995</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA</td>
<td>$510.8</td>
<td>$517.7</td>
</tr>
<tr>
<td>O</td>
<td>534.8</td>
<td>540.8</td>
</tr>
</tbody>
</table>

Pay-as-You-Go Spending

Under the new law, Congress is required to offset the costs of any new entitlement spending programs and any tax reduction legislation. If Congress creates an entitlement program or tax benefit that is not “revenue neutral”—not financed by an offsetting tax increase or spending cut—it would then have to adopt a deficit cutting “reconciliation” bill to find the needed savings. Failing that, a sequester would cut enough from all other entitlements (except those, such as social security, that are already exempt from the “sequester” under the 1985 Balanced Budget Act) to make up the difference.

Adhering to broad sentiment in Congress, the new law takes the social security trust funds out of the deficit calculations. As a result, the funds’ growing surpluses will not be used in determining whether the government has met its annual deficit targets. That is a victory for those who complained that the trust fund surpluses were masking the budget deficit’s true size.

Sequesters

Unlike the 1985 law, which called for a sequester in October of each year in which Congress failed to meet specific deficit targets, the new law creates a schedule under which sequestrers can occur several times a year for discretionary programs and once a year for entitlements and tax cuts.


The defense category, however, does not include the costs of Operation Desert Storm in the Persian Gulf, which the law assumes Congress will finance separately.

Continued on next page
Box 3-B—New Layers of Complexity for the Federal Budget—Continued

First, a sequester directed at budget-busting appropriations bills can be triggered, if required, within 15 days of the end of a session of Congress. Second, a sequester can occur within 15 days of the enactment of such appropriations bills if the enactment takes place before July 1. Third, if those appropriations bills are enacted after July 1, a sequester would be applied to spending bills for the next fiscal year, which begins on October 1.

For entitlements and tax cuts, the law calls for a one-time review of all bills to determine whether they will, in total, increase the deficit. If they will, nonexempt entitlements would be sequestered at the same time as the end-of-session appropriations.

**Deficit Targets**

The new law sets deficit targets for the next 5 fiscal years. They are (in billions of dollars):

<table>
<thead>
<tr>
<th>Year</th>
<th>Deficit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>$327</td>
</tr>
<tr>
<td>1992</td>
<td>317</td>
</tr>
<tr>
<td>1993</td>
<td>236</td>
</tr>
<tr>
<td>1994</td>
<td>102</td>
</tr>
<tr>
<td>1995</td>
<td>83</td>
</tr>
</tbody>
</table>

For fiscal years 1991 to 1993, the targets are not binding on the White House and Congress. Along with the spending caps for defense, international aid, and domestic programs, they will be adjusted to account for changes in economic and technical assumptions. For fiscal years 1994 to 1995, the President may adjust the deficit targets, if he chooses, for economic or technical reasons. If he does not adjust them, failure to reach those targets will trigger a sequester like that required under the 1985 budget law.

**Scorekeeping**

Furthering a trend that began when the Balanced Budget Act was revised in 1987, the Office of Management and Budget (OMB) has been given additional authority to tabulate the cost of tax and spending legislation. Previously, OMB had the power to decide whether, based on the costs of all such legislation and other factors, a sequester was required. But the Congressional Budget Office and Congress’s Joint Committee on Taxation had the duty of tallying the costs of each tax and spending bill as it moved through Congress. Now, OMB’s cost calculations will be binding on Congress.

While the Science Advisor and numerous advisory committees allow the scientific community, or more accurately, the various research constituencies within it, a voice in government decisions, other channels also exist to influence Federal policy. An unrivaled source of authority is the independent, congressionally chartered (in 1863) National Academy of Sciences (NAS). The presidents of NAS, the National Academy of Engineering, and the Institute of Medicine act as opinion leaders and buffers between the science community and the Federal Government (discussed further in chapter 5). Both the executive branch agencies and Congress call on (and pay for) NAS to conduct studies on issues of some urgency and importance in science, technology, and medicine. The academies’ elected membership of eminent specialists, working through panels and commissions, lends credibility to the reports they issue.

Various interest groups have also traditionally played major roles in the formulation of Federal research funding and regulatory policy. Of an estimated 6,000 public and special interest groups active in Washington, many have a stake in some aspect of the diffuse Federal research activities. Prominent interest groups that lobby on behalf of science include many industrial groups, professional societies, the higher education associations, and other more specialized groups that encourage research in targeted areas, such as the environment or health.

---


29 Deborah M. Burek et al. (eds.), *Encyclopedia of Associations*, vol. 2 (Detroit, MI: Gale Research Inc., 1989).
As discussed below, interest group lobbying is most often associated with the legislative branch since the congressional decisionmaking process is more open and decentralized. However, lobbying of executive agencies also occurs and can sometimes have a significant effect on specific research programs. For example, program managers at the Agricultural Research Service in the U.S. Department of Agriculture (USDA) and at the Conservation and Renewable Office in the U.S. Department of Energy (DOE) state that agribusiness and energy industry lobbies, respectively, play a large role in setting agency priorities. In the current system, this involvement is important, because agribusiness and the energy industries are considered the eventual clients of these programs. Interest groups can also provide additional technical information (which may not be available to agency personnel) that can be used for decisionmaking, and they can influence the development of debate on specific programs. Outside interest groups can be seen as an informal extension of the advisory committee system and can be very beneficial to agency operations. However, in a more ideal system, the influence of interest groups and their interactions with the government would be made more public.

After the executive branch agencies, OMB, and others produce the President’s budget, it goes to Congress. Research program budgets and their accompanying support documentation are subsequently reinterpreted by congressional committees to determine agency priorities (e.g., increases over inflation or predicted spending targets in specific programs are interpreted as strong executive branch support, while corresponding decreases are interpreted more negatively). Congress then has an opportunity to comment on and change these priorities.

The Legislative Branch

Congress has traditionally been very supportive of the research enterprise in the United States, and rarely do debates over research issues divide along partisan lines. In particular, there has existed over at least the last 30 years a broadly shared supportive ideology covering goals, values, programmatic priorities, and rationales. The same arguments about health, economic competitiveness, and national prestige are part of members’ arguments about science policy from all ideological perspectives. Nevertheless, emphases given to specific programs have varied over the years.

During the 1960s, research was perceived as a means of increasing national prestige, enhancing security, and providing benefits. The goals of outdistancing the Soviets and maintaining a leadership position in the world through research were supported by Democrats and Republicans, liberals and conservatives, hawks and doves. However, while some members were convinced that research monies for defense could be better spent on domestic problems, others believed that direct expenditures on defense research would be more effective for boosting the economy and national defense.

During the late 1960s and early 1970s, science was burdened with greater material expectations, especially after the success of the Apollo Moon program. Preservation of national preeminence remained a strong goal on all fronts, but different groups stressed different tangible rewards. The Democratic party platform in 1972 argued that research should protect the environment and improve employment for scientists. In the same year, Republicans sought a science that would improve U.S. economic competitiveness internationally. Liberals and conservatives clashed over the pace and extent of environmental initiatives. However, these disagreements were most often expressed over specific programming rather than the importance of a clean environment.

During the mid- to late 1970s, Democratic and Republican priorities diverged, despite agreement on some specific program areas. For example, 1976 Democrat and Republican party platforms supported energy research. However, the Democrats made a case for government investment, calling for... major

---
30 See the Byrd Anti-Lobbying Provision (Public Law 101-121).
34 Ibid., pp. 876-877.
initiatives, including major governmental participation in early high-risk development projects. . . . "35
The 1976 Republican party platform detailed the importance of maintaining a balance among private, university, and government efforts at scientific research. It pledged to " . . . support a national science policy that will foster the public-private partnership to insure that we maintain our leadership role. "36 This position in the Republican platform was deepened considerably in OMB’s *Issues ’78*, which accompanied President Ford’s final budget. *Issues ’78* stressed the importance of leaving a role for the private sector and avoiding government involvement in readying technologies for commercial development.

*During the 1980s, Republicans took the ‘Issues’ agenda a step further, arguing that “partnerships” among government, universities, and industry were the best way to promote research, leaving all development issues to industry except in cases of a pressing defense interest. Democrats contested this rationale, arguing that a massive increase in the research funds oriented toward defense tarnished relations between the government and the scientific community.38*

In general, Congress is empowered to be an architect of the research system. To implement or guide initiatives in the U.S. research system, Congress can adjust the research budget, craft legislation, or monitor and influence Federal agencies through the oversight function. (See appendix A for a summary of major legislation passed by Congress since 1975 affecting U.S. R&D.) Unfortunately, because it must consider the priorities set by the Federal agencies *after they* have been codified in the President’s budget or *after they* have been acted on in a program, Congress’ position has often been reactive rather than proactive.

The following describes the congressional committee structure, budget process, and the oversight function. These processes are well understood. The relatively new phenomenon of earmarking appropriations to universities (for eventual use in the conduct of research) is described in more detail.

**The Congressional Committee Structure and the Budget Process**

Almost one-half of the 303 committees and subcommittees of the 101st Congress claimed jurisdiction over some aspect of research.39 While inhibiting development of coordinated public policy, this fragmentation has characterized the long history of Federal involvement in research. Furthermore, congressional history shows that Congress has generally chosen to decentralize decisionmaking further rather than to consolidate and coordinate the Federal legislative process.

**The Committee System**

Congress’ internal party organizations in each house assign members to committees, considering their preferences, party needs, and the geographical

---

36Ibid., p. 984.
38The Democrats have always been proponents of more active Federal intervention in R&D that affects the civilian economy. This can be traced to the Bush debate of the late 1940s over the role of a national science foundation. Brooks, op. cit., footnote 9.
and ideological balance of each committee.\textsuperscript{40} Most bills are referred to one standing committee, but the complexity of public policy issues means that major bills are often sent to multiple committees with overlapping jurisdictions. Individual committee rules determine a bill’s subcommittee assignments, which also can overlap. Table 3-1 shows the committees with important legislative jurisdiction over research.

Overlapping committee jurisdictions can slow and even stall policy development and send mixed signals to the executive branch and lower levels of government. Committees that try to develop comprehensive research policies are often frustrated by

\textsuperscript{40}In the 101st Congress, the Senate had 16 standing committees and 87 subcommittees; the House operated with 22 committees and 146 subcommittees. In addition, the 101st Congress has 9 special or select (with 11 subcommittees) and 4 joint committees (with 8 subcommittees) whose functions are primarily investigative. The average Senate committee had five subcommittees, compared to seven in the House. Every House member, except top party leaders, served on at least one standing committee. Senators served on at least two committees.

<table>
<thead>
<tr>
<th>Jurisdictions of authorization committees: *</th>
<th>Agency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>House:</strong></td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>USDA</td>
</tr>
<tr>
<td>Armed Services</td>
<td>DOD,DOE</td>
</tr>
<tr>
<td>Energy and Commerce</td>
<td>DOE, ADAMHA, NIH, CDC, DOT</td>
</tr>
<tr>
<td>Interior and Insular Affairs</td>
<td>DOI</td>
</tr>
<tr>
<td>Science, Space, and Technology</td>
<td>NASA, NSF, DOE, EPA, NOAA, DOT, NIST, DOI</td>
</tr>
<tr>
<td>Public Works and Transportation</td>
<td>NOAA, DOT</td>
</tr>
<tr>
<td>Merchant Marine and Fisheries</td>
<td>USDA, NOAA, DOT</td>
</tr>
<tr>
<td>Veterans Affairs</td>
<td>VA</td>
</tr>
<tr>
<td>Foreign Affairs</td>
<td>A.I.D.</td>
</tr>
<tr>
<td><strong>Senate:</strong></td>
<td></td>
</tr>
<tr>
<td>Agriculture, Nutrition, and Forestry</td>
<td>USDA</td>
</tr>
<tr>
<td>Armed Services</td>
<td>DOD,DOE</td>
</tr>
<tr>
<td>Commerce, Science, and Transportation</td>
<td>NSF, NASA, DOT, NOAA, NIST</td>
</tr>
<tr>
<td>Energy and Natural Resources</td>
<td>DOE, DOI</td>
</tr>
<tr>
<td>Labor and Human Resources</td>
<td>NIH, ADAMHA, CDC, NSF</td>
</tr>
<tr>
<td>Environment and Public Works</td>
<td>EPA</td>
</tr>
<tr>
<td>Veterans Affairs</td>
<td>VA</td>
</tr>
<tr>
<td>Foreign Relations</td>
<td>A.I.D.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jurisdictions of appropriations committees: ‡</th>
<th>Agency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor, Health and Human Services, Education and Related Agencies</td>
<td>NIH, ADAMHA, CDC</td>
</tr>
<tr>
<td>HUD and Independent Agencies</td>
<td>USDA, ADAMHA</td>
</tr>
<tr>
<td>Energy and Water Development</td>
<td>NASA, NSF, DOE, VA</td>
</tr>
<tr>
<td>Interior and Related Agencies</td>
<td>DOE, USDA, DOI</td>
</tr>
<tr>
<td>Agriculture, Rural Development and Related Agencies</td>
<td>USDA, DOE, NOAA, NIST</td>
</tr>
<tr>
<td>Commerce, Justice, State, the Judiciary, and Related Agencies</td>
<td>NASA, DOT</td>
</tr>
<tr>
<td>Transportation and Related Agencies</td>
<td>A.I.D.</td>
</tr>
<tr>
<td>Foreign Operations</td>
<td>DOT</td>
</tr>
<tr>
<td>Defense</td>
<td>DOD</td>
</tr>
</tbody>
</table>

KEY: ADAMHA=Alcohol, Drug Abuse, and Mental Health Administration; A.I.D.=Agency for International Development; CDC=Centers for Disease Control; DOD=U.S. Department of Defense; DOE=U.S. Department of Energy; DOI=U.S. Department of the Interior; DOT=U.S. Department of Transportation; EPA=U.S. Environmental Protection Agency; HUD=U.S. Department of Housing and Urban Development; NASA=National Aeronautics and Space Administration; NIH=National Institutes of Health; NIST=National Institute of Standards and Technology; NOAA=National Oceanographic and Atmospheric Administration; NSF=National Science Foundation; USDA=U.S. Department of Agriculture; VA=U.S. Department of Veterans Affairs.

*The jurisdictions of the authorizing committees are not exclusive. For this table, repeated authorization of a number of R&D-related programs was required to establish jurisdiction.

‡The corresponding subcommittees of the Senate and House Committees on Appropriations have the same name with one exception: the Senate Subcommittee on Agriculture, Rural Development, and Related Agencies and the House Subcommittee on Rural Development, Agriculture, and Related Agencies.

the vested interests of their sister committees, executive branch agencies, and various research communities.

Congressional committees have evolved into permanent bodies with authority to propose legislation, an independence that has given committees almost unassailable influence over legislation in their specialized areas. Committee chairmen consequently wield enormous power. They tend to be long-lived in their positions, holding them much longer than the terms of most presidents or Federal agency executives. This longevity allows committee chairmen to influence the long-term course of events in a particular area and to implement detailed agendas. However, some committees are better positioned on certain issues than others.

The Budget Process and the Authorization and Appropriations Committees

Authorizing committees in both houses report annual or multiyear authorization bills for Federal programs under the jurisdiction, thereby setting the maximum amount of money an agency may spend on a specific program. The exceptions are entitlement programs, such as social security and Medicaid, which operate under permanent authorization and are effectively removed from the authorizing process. Authorizing (or legislative) committees and subcommittees are influential through their oversight functions when major new legislation is first passed, when an agency is created or its program substantially modified, and when setting funding authorizations to initiate, enhance, or terminate a program. During the 1980s, deficit reduction laws and trends restricting spending, shortcomings in the budget process, and new programs greatly expanded the roles of the “money” committees—Appropriations, Budget, and Ways and Means on the House side, and Appropriations, Budget, and Finance in the Senate—at the expense of authorizing committees.

After the Presidential budget reaches Congress, the Budget committees in the House and Senate provide a concurrent resolution that sets an overall ceiling and limits for major spending areas, like health or transportation. Appropriation bills, origi-

nating within the House Committee on Appropriations and its 13 subcommittees, effectively control spending since authorized funds may not be spent unless they are also appropriated.

No less than nine subcommittees of Appropriations have jurisdiction over research. While these nine subcommittees will decide what monies are appropriated for research, the initial distribution of funds by the full committee among the subcommittees can have serious implications for research funding. For example, the Veterans Affairs, Housing and Urban Development, and Independent Agencies Appropriations Subcommittee is responsible for the budgets of NASA and NSF, or 35 percent of the civilian R&D budget. If this subcommittee is for some reason “left short,” then science funding could suffer significantly as it competes with housing, veterans’ affairs, and other programs. Furthermore, research budgets will be largely negotiated within the new “domestic” spending category, making decisions all the more difficult. As noted earlier, the Budget Reconciliation Act of 1990 establishes limits on discretionary spending by category (a new Title VI of the Congressional Budget Act of 1974). It also states:

As soon as possible after Congress completes action on a discretionary spending . . . bill, and after consultation with the [House and Senate] budget

---

Footnotes:


42 This power was enhanced in the “House revolution of 1910,” limiting the role of the Speaker by establishing seniority as the major criterion for determining committee chairmanship and moving up in its ranks. Ibid., p. 3. In battles of information where larger support staffs can determine the victor, committee chairmen have a distinct advantage with additional committee personnel.
committees, the Congressional Budget Office (CBO) is to provide the Office of Management and Budget (OMB) with an estimate of the bill’s effect on spending and revenues. . . . OMB is required to explain differences between its estimates and those of CBO.\textsuperscript{43}

Some research agencies fared very well in the congressional appropriations process during the 1980s. For example, even under tight budgetary constraints, the National Institutes of Health was routinely given more money by the Labor, Health and Human Services, Education, and Related Agencies Subcommittee than the Administration had originally proposed.\textsuperscript{44} USDA, and to some extent DOE, have also consistently received more in actual budget authority than allocated in the President’s budget. Although in theory, policy and oversight is reserved for authorizing committees, appropriations committees frequently insert legislative provisions and funding for special projects into bills (see the discussion below on congressional earmarking). The appropriations committees’ control over spending and the tendency to modify authorizing legislation creates tensions and intensifies intercommittee rivalries, particularly in the House where a smaller proportion of members serve on the Committee on Appropriations.

In Congress, jurisdiction or turf can mean additional staff, publicity, and power, prompting committees to seek broad jurisdictions and resist moves to narrow them, perpetuating conflicts and overlaps. Research issues are particularly susceptible to fragmentation and competition, because they cut abroad swath across national life. Historically, each issue has developed independently based on different goals and objectives, establishing supportive committee connections and constituencies that are hard to alter. Larger jurisdictional areas allow greater flexibility in linking issues within comprehensive legislation. However, they can also pit unrelated issues against each other for attention on a committee’s agenda.

**External Advice and Scientific Interest Groups**

The congressional process is open and decentralized and is designed to incorporate public opinion. Like the executive branch, Congress solicits advice from scientific experts on many issues. This partnership and the active open involvement of the scientific community has lent strength to government decisionmaking on research.

In addition to solicited advice, scientific information is also offered by the thousands of public and special interest groups that actively lobby the Federal Government. These groups organize the opinions of their constituents. They employ technical experts to press their cases to Congress, testifying at hearings, providing privileged information, drafting model legislation, publishing and distributing reports, and meeting with members and staff. For example, in the global climate change debates in Congress, various environmental groups (both for and against action on global climate change) have presented comprehensive technical analyses detailing the current state of scientific knowledge and the most notable gaps. These analyses have influenced the allocation of monies for research in these areas.

The number of interest groups and politically active professional organizations increased dramatically during the 1970s and 1980s. This proliferation coincided with an expansion of congressional subcommittees, which provided more opportunities for lobbying and greater public participation in executive agency rulemaking.\textsuperscript{45} While often seen as detrimental to the process, interest groups can furnish valuable information to debates and can present important arguments. Nevertheless, as with executive branch lobbying, because of the informal nature of the relationship of interest groups to


\textsuperscript{44} American Association for the Advancement of Science, Congressional Action on Research and Development in the FY 1991 Budget (Washington, DC: 1990), p. 7.

\textsuperscript{45} The research lobbies are a heterogeneous lot, ranging from, for example, the Industrial Research Institute, the Pharmaceutical Manufacturers Association, and Research! America to the education lobbies, such as the National Association of State Universities and Land-Grant Colleges and the Association of American Universities, and the Federal liaisons for the research universities who work closely with State congressional delegations.
Congress, interactions can appear unseemly. Every issue, including research funding, has a constituency and, therefore, special interests.46

Congressional oversight

Congress has invested the executive branch with broad authority over the multitude of Federal agencies and programs. However, in 1946, Congress officially reaffirmed its responsibility for oversight in the Legislative Reorganization Act. In 1970, Congress required that House and Senate committees publish oversight reports every 2 years, and increased committee staff size. Congress further acted in the 1974 Congressional Budget and Impoundment Act to strengthen the role of the General Accounting Office (GAO—a congressional support agency) to acquire fiscal and program-related information.47

In addition, House committee rules adopted in 1974 stipulated that committees with more than 15 members (raised to 20 members in 1975) create oversight subcommittees or require that legislative subcommittees provide oversight. Legislative subcommittees can only carry out oversight within their jurisdiction, while oversight subcommittees operate within the full committee's jurisdiction.48

Oversight can be exercised through: 1) hearings and investigations; 2) the authorization and appropriations processes; 3) GAO audits and investigations; 4) other studies by congressional support agencies; 5) legislatively mandated periodic reporting from executive branch agencies to Congress; 6) the Senate confirmation process of high-level political appointees; 7) casework and constituent questions about Federal agencies; 8) creation of special task forces; and 9) informal, nonstatutory controls, such as informal contacts between agency personnel and congressional staff. Groups outside of Congress and the executive agencies aid these processes by providing information to Congress about potential and existing problems in the executive agencies.

Congressional oversight has been important in determining the budgets of specific research programs and encouraging coordination between the research agencies.49 Congressional oversight addresses the problems of research management and priority setting. Recently, fraud and misconduct by scientists in federally sponsored research projects have also been a focus of congressional investigations.50 Combined with the power of the purse, Congress has effective tools to initiate change within the Federal research system.51

One tool that has been increasingly used by Congress in the last decade is academic earmarking—the provision of funds as line items in the budget for specific research facilities and projects. Because this practice is seen as circumventing normal procedures, it has been a subject of heated debate within the scientific community and Congress.

46 Sometimes, the best strategy for serving that interest is disputed among the lobbyists themselves. All work behind the scenes; some also place advertisements in The Washington Post and The New York Times. For example, see Joseph Palca, "Grants Squeeze Stirs Up Lobbyists," Science, vol. 248, May 18, 1990, pp. 803-804.


48 In 1990, there were 11 House committees with oversight subcommittees: Armed Services; Banking, Finance and Urban Affairs; Energy and Commerce; Interior and Insular Affairs; Merchant Marine and Fisheries; Post Office and Civil Service; Public Works and Transportation; Science, Space and Technology; Veterans Affairs; Ways and Means; and Select Intelligence. In addition, there are four committees whose implicit function is oversight: Appropriations, Budget, District of Columbia, and Government Operations. The House rules also give seven committees special oversight abilities to cross jurisdictional lines: Armed Services; Budget; Education and Labor; Foreign Affairs; Interior and Insular Affairs; Science, Space and Technology; and Small Business. Three Senate committees had oversight subcommittees: Agriculture, Nutrition, and Forestry; Finance; and Government Operations. Two Senate committees have implicit oversight responsibilities: Appropriations and Budget. Together, the House and Senate committees have oversight over all of the R&D programs in the Federal agencies.


51 For an analysis, see Marcel C. LaFollette, "Congressional Oversight of Science and Technology Programs," paper prepared for the Committee on Science, Technology, and Government Operations, Washington, DC, September 1990.
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Congressional Earmarking

Since the early decades of this century, powerful legislators, especially committee chairmen and ranking members, have made the congressional earmark (a specific project funded directly by congressional appropriation) a routine, albeit small, part of the process by which the Nation’s budget is disbursed to regions, States, and districts. Through earmarks a range of goods and services are procured. The practice of congressional earmarking is now a well-entrenched and important component of this political system, and it has historically been regarded as a redistributive device that addresses fiscal inequities through legislative power.52

While earmarking has been a traditional funding mechanism in many areas of government spending, explicit “academic earmarks” appear to be a relatively new phenomenon, dating to the early 1980s.53 That this funding mechanism has been extended to academic research is not surprising, given the geographical and other inequities in research funding. However, for the scientific community in which the ethic of peer review is so strong, earmarking is contrary to the established mentality of “fair” funding allocation. It signals a departure from the old social contract that delegated authorities to representatives of the scientific community to judge technical merit and advise the Federal Government on research investments.54

What Is an Academic Earmark?

For the purposes of this discussion, OTA defines a congressional academic earmark as a project, facility, instrument, or other academic or research-related expense that is directly funded by Congress, which has not been subjected to peer review and will not be competitively awarded.55 Among the largest examples of 1990 earmarks under this definition are the Soybean Laboratory at the University of Illinois-Urbana, the Waste Management Center at the University of New Orleans, a medical facility at the Oregon Health Sciences University, and a geology research project awarded to the University of Nevada system.

There are other definitions of academic earmarks.56 One states that an earmark is any research project or facility directly funded by Congress. This definition implies that the executive branch role in setting budgets and priorities and administering the Federal Government’s research programs is more valid than decisions made by Congress. Not surprisingly, some members consider this definition an insult to Congress. Another definition stresses that earmarks are projects that are initiated by Congress and receive appropriations, but not approved by authorizing committees. This definition reflects some members’ view that the legislative process should work as is formally intended, i.e., authorizations should always precede appropriations. Consequently, this definition is sometimes used within Congress to oppose earmarking, as earmarkers violate the norms of the budget process.57 Still other definitions seek to make exceptions for direct appropriations for projects in the Agriculture appropriations bill, because agricultural research is said to have a distinct culture where such projects are the norm. Finally, other definitions make a distinction

52John A. Ferejohn, Pork Barrel Politics (Stanford, CA: Stanford University Press, 1974), p. 252. One story has it that the word “earmark” derives from a practice as old as the Republic itself. Pigs’ ears were cut off prior to the animals grazing in a common area with the pigs owned by others. Credit for a stolen or slaughtered pig could be established by possession of the physical evidence—the “mark” of the ear.

53Hugh Loweth, who retired after 35 years from the Office of Management and Budget (OMB) in 1986 as deputy associate director for energy and science, cites as the origin of the current wave of academic earmarks Science Advisor George Keyworth. In 1982, without consulting either OMB or the materials research community, Keyworth attempted to insert $140 million in the Department of Energy budget as a “Presidential initiative” for a National Center for Advanced Materials at Lawrence Berkeley Laboratory in California. A storm of protest led, depending on the source, to a scaling back of the project or a temporary deferral by Congress. See Wil Lepkowski, “Hugh Loweth, Key Science Policy Official, Retires,” Chemical & Engineering News, vol. 64, No. 29, July 21, 1986, pp. 16-18; and Robert F. Crease and Nicholas F. Samios, “Managing the Unmanageable,” The Atlantic Monthly, January 1991, p. 88. Crease and Samios interpret the significance of this event this way: “After that episode Congress lost the restraint with which it had traditionally approached the basic research budget. If Presidential initiatives were possible, it was argued, so were congressional initiatives, and universities began to lobby Congress directly for them.”


55In this context, peer review refers to the competition of proposals for funds, which are rated by independent scientific experts selected to advise an agency. See ch. 4 for a more complete definition of peer review.

56What follows is based on James Savage, University of Virginia, “Academic Earmarks and the Distribution of Federal Research Funds: A Policy Interpretation,” OTA contractor report, July 1990. Available through the National Technical Information Service, see app. F.

between earmarks and direct appropriations for historically Black colleges and for other traditionally federally funded institutions such as Gallaudet University in Washington, DC.

The Debate Over Congressional Earmarking for Research

Within much of the scientific community, academic research earmarking is disdained: it is seen as circumventing peer review, politicizing science, and reducing the quality of research by diverting funds that otherwise would be awarded competitively for facilities and projects. However, no one claims that simply because a project was funded through earmarking that ipso facto it would produce bad science. There is in fact evidence that earmarks can produce well-respected research, some universities have defended their earmarks by pointing to positive evaluations of the earmarked projects by the relevant Federal agency (after the project has been initiated). Opponents to earmarking state that, given limited Federal resources, many worthy projects are likely to be denied funding, and thus some means of evaluating and ranking all research proposals are desirable. Some appropriations subcommittees may seek the advice of the cognizant agency on the merits of an earmark before funding it, particularly on facilities projects, but there is no evidence that such advice is sought systematically.

Earmarks often originate with legislation proposed by powerful members of Congress and strategically placed members on specific committees. There is much benefit to obtaining an earmark, especially since such projects are a relatively inexpensive way to help ensure reelection by bringing Federal funds to the member’s district. These members are thought to be able to stifle debate on the merits of these projects, or cooperation between members is thought to circumvent it. This lack of open debate is seen as potentially jeopardizing the quality of the projects funded by earmarks and contributes to the perceived waste of national resources.

On the other hand, many support earmarking, claiming it as legitimate political decisionmaking without which fair distribution of Federal funds would never take place. Proponents contend that there must be a tradeoff between efficiency and distribution, and that policymakers must work so that a portion of the wealth can be distributed to poor areas of the country.

Congressional earmarking must also be viewed in relation to the almost absolute power of executive agencies to disburse Federal monies (subject to oversight by Congress). By seeking support for a specific program or project, executive agencies can designate monies for specific geographical areas or institutions—much like an earmark. For example, the SSC is to be built in Texas. DOE is thus supporting research in a specific geographical area and in the institutions and groups that will participate in the creation of the SSC. Congress wonders whether it is responsible democratic government to confine all direct spending power in the executive branch. If agency processes do not meet desired ends, many claim that there must be some method for Congress to directly correct inequities. Earmarks thus are seen by many—both inside Congress and out—as expenditures having merit in furthering socially justifiable goals.

As congressional earmarking is currently practiced, it can disrupt agency budgeting. If additional money is not set aside for earmarks, then funds that were planned by the agency for their new or

---


59OTA interviews in the spring of 1990 at the Department of Energy (DOE) found that many earmarks of the early 1980s produced research centers highly regarded by some DOE program managers who had originally opposed them.


61Earmarking can be in conflict with peer review, and perhaps should be. The two processes are designed to achieve different goals.

continuing programs must be reallocated to cover the congressionally mandated expenditures. For example, to cover earmarked projects in fiscal year 1989, DOE’s Office of Basic Energy Sciences reallocated $20 million from programs it had planned. To the extent that this is undesirable, it could be remedied if Congress would increase appropriations to cover the expense of earmarked programs or facilities. In addition, an earmark includes permission for the agency to spend less in another area (e.g., when Congress designates money for equipment at a specific university while also appropriating monies for programs that disburse funds to universities for the same type of equipment), and this tradeoff could be made explicitly in the congressional budget.

There are few sources of academic earmarking information, and longitudinal data are even harder to compile. Table 3-2 shows that for fiscal years 1980 to 1989 over 300 earmarks in appropriations bills for academic facilities and projects represented a total dollar value exceeding $900 million. In the fiscal year 1991 budget, at least $270 million was designated for earmarks. The data focus on appropriations, reflecting the fact that most earmarks originate in appropriations rather than authorization bills. Eventually the focus of data collection and analysis will have to expand, however, because academic earmarks have appeared in authorizing legislation, and some are added in amendments to legislation on the House and Senate floors.

**Academic Earmarks: Increasing Research Capacity and Equity?**

Two issues have been linked to earmarking. The first is that the Federal Government has decreased its funding for facilities since the 1960s. Because many earmarks are specified for facilities construction, some argue that a Federal facilities program would decrease the frequency of earmarking in Congress. However, since the potential demand for new facilities is so large, it is unclear if a Federal facilities program could immediately address all of the need, and earmarking would still be important to allow some institutions to receive facilities monies in advance of others. A similar argument holds for the earmarking of equipment.

The second issue addresses the most commonly stated reason for pursuing earmarked funds—that existing proposal review systems are biased in favor of certain institutions over others for the distribution of Federal funds. Academic institutions that are not research intensive (the so-called have-nots) seek earmarks to acquire the scientific infrastructure that gives research universities (the so-called haves) a competitive edge in winning research awards. Earmarking thus is seen as a means of reducing inequities...
The present situation is this: much like the stratified distribution of competitively awarded Federal research funds, academic earmarking over the last decade has primarily benefited a handful of States and academic institutions, although the total amount of earmarked dollars has been relatively small. Table 3-4 ranks the recipients of earmarked funds by States for fiscal years 1980 to 1989. More than 40 percent of these funds went to just 5 States, while two-thirds were awarded to only 10. The bottom 10 States received less than 10 percent of the earmarks.

...3 of the top 10 earmarkers include Massachusetts, New York, and Illinois, which rank in the National Science Foundation’s list of top 10 State recipients of Federal research funds. ... NSF’s top 10 research States received more than a third of all earmarks. 71

This same pattern of concentration is evident at the institutional level: 10 universities received nearly 40 percent of the earmarks during the last decade. (For the full distributions by State and by institution, see figure 3-2. For a ranking of institutions by Federal R&D funds awarded, see appendix B.)

A question for analysis might be: How have earmarked funds affected the research capability of the institutions receiving them? Between fiscal years 1980 and 1989, 20 academic institutions each received roughly $14 million in earmarked funds, or collectively 60 percent of the total earmarked dollars. But to determine the relationship between earmarking and research capability, other questions need to be addressed empirically: How have institutions used their earmarked funds? And if an institution improves its research capabilities and performance, as indicated by a change in its ranking of Federal research funds received or by its publication and citation output, is this due to the earmarks it receives? Or could it be that a university adminis-
<table>
<thead>
<tr>
<th>Fiscal year</th>
<th>Total (all bills)</th>
<th>Energy and Water</th>
<th>Agriculture</th>
<th>Defense</th>
<th>Interior</th>
<th>Labor-HHS-ED</th>
<th>Treasury-Postal</th>
<th>VA-HUD</th>
<th>Independent Agencies</th>
<th>Commerce</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>(7) $19.4</td>
<td>(5) $4.2</td>
<td>—</td>
<td>—</td>
<td>(2) $6.5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1981</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1982</td>
<td>(9) 9.4</td>
<td>(1) 1.1</td>
<td>(7) 7.3</td>
<td>—</td>
<td>(1) 1.0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1983</td>
<td>(13) 77.4</td>
<td>(1) 6.1</td>
<td>(3) 11.6</td>
<td>—</td>
<td>(4) 26.1</td>
<td>(5) 33.7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1984</td>
<td>(6) 39.3</td>
<td>(2) 10.0</td>
<td>(1) 1.0</td>
<td>(1) 0.8</td>
<td>—</td>
<td>(1) 19.0</td>
<td>—</td>
<td>(1) 8.5</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1985</td>
<td>(39) 104.1</td>
<td>(9) 29.6</td>
<td>(16) 39.0</td>
<td>—</td>
<td>(7) 17.7</td>
<td>(4) 5.6</td>
<td>(1) 0.3</td>
<td>(2) 1.0</td>
<td>1.8</td>
<td>(1) 4.0</td>
</tr>
<tr>
<td>1986</td>
<td>(39) 115.9</td>
<td>(5) 35.3</td>
<td>(16) 15.5</td>
<td>(9) 39.8</td>
<td>(6) 16.5</td>
<td>(3) 8.8</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1987</td>
<td>(50) 170.4</td>
<td>(9) 58.7</td>
<td>(21) 38.0</td>
<td>(9) 56.6</td>
<td>(5) 12.5</td>
<td>(3) 4.0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1988</td>
<td>(72) 232.3</td>
<td>(28) 128.3</td>
<td>(28) 49.2</td>
<td>(2) 28.5</td>
<td>(6) 6.3</td>
<td>—</td>
<td>(3) 4.0</td>
<td>(3) 8.6</td>
<td>(1) 1.7</td>
<td>3.5</td>
</tr>
<tr>
<td>1989</td>
<td>(87) 202.5</td>
<td>(9) 73.9</td>
<td>(49) 51.9</td>
<td>(3) 21.5</td>
<td>(5) 9.9</td>
<td>(2) 4.6</td>
<td>38.6</td>
<td>—</td>
<td>—</td>
<td>3.2</td>
</tr>
<tr>
<td>1990</td>
<td>(94) 132.4</td>
<td>(7) 37.5</td>
<td>(60) 47.5</td>
<td>(9) 6.3</td>
<td>—</td>
<td>72.3</td>
<td>2.5 5</td>
<td>5</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td>Total</td>
<td>(416) 1,094.4</td>
<td>(70) $380.4</td>
<td>(206) $265.2</td>
<td>(24) $147.2</td>
<td>(44) $96.3</td>
<td>(20) $82.1</td>
<td>(17) $67.7</td>
<td>(7) $22.4</td>
<td>(2) 9.9</td>
<td>(7) 19.9</td>
</tr>
</tbody>
</table>

Percent of

- 100%  34.7%  24.2%  13.4%  8.8%  7.5%  6.2%  2.0%  1.8%  1.4%

**Note:** The data and appropriations shown in Table 3.3 refer to the academic earmarks in the Federal Government's Appropriations Bills, Fiscal Years 1980-90. These earmarks were specifically designated for education-related projects and were categorized by the Appropriations Subcommittee, with the data presented in millions of dollars. The table provides a breakdown of appropriations by fiscal year, with additional notes regarding the sources and methods of data collection.

Table 3-4-Apparent Academic Earmarks Contained in the Fiscal Years 1980-89 Appropriations, Ranked by State (includes District of Columbia)

<table>
<thead>
<tr>
<th>Earmark rank</th>
<th>Earmarked funds</th>
<th>Percent of funds (cumulative)</th>
<th>Fiscal year 1988 Federal research rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Massachusetts</td>
<td>$92,416,000</td>
<td>41.6%</td>
<td>4</td>
</tr>
<tr>
<td>2. New York</td>
<td>82,901,333</td>
<td>62.9%</td>
<td>2</td>
</tr>
<tr>
<td>3. Oregon</td>
<td>78,150,000</td>
<td>76.5%</td>
<td>26</td>
</tr>
<tr>
<td>4. Florida</td>
<td>62,377,000</td>
<td>86.5%</td>
<td>16</td>
</tr>
<tr>
<td>5. Illinois</td>
<td>60,819,000</td>
<td>96.7%</td>
<td>7</td>
</tr>
<tr>
<td>6. Louisiana</td>
<td>56,700,000</td>
<td>41.6%</td>
<td>30</td>
</tr>
<tr>
<td>7. South Carolina</td>
<td>37,700,000</td>
<td>62.9%</td>
<td>33</td>
</tr>
<tr>
<td>8. West Virginia</td>
<td>34,423,000</td>
<td>76.5%</td>
<td>43</td>
</tr>
<tr>
<td>9. Alabama</td>
<td>34,400,000</td>
<td>86.5%</td>
<td>22</td>
</tr>
<tr>
<td>10. New Hampshire</td>
<td>30,045,000</td>
<td>92.8%</td>
<td>34</td>
</tr>
<tr>
<td>11. Pennsylvania</td>
<td>26,800,000</td>
<td>92.8%</td>
<td>3</td>
</tr>
<tr>
<td>12. Hawaii</td>
<td>25,317,500</td>
<td>96.7%</td>
<td>6</td>
</tr>
<tr>
<td>13. Iowa</td>
<td>24,858,000</td>
<td>99.8%</td>
<td>27</td>
</tr>
<tr>
<td>14. Mississippi</td>
<td>22,343,000</td>
<td>99.8%</td>
<td>40</td>
</tr>
<tr>
<td>15. Arizona</td>
<td>22,575,000</td>
<td>100.0%</td>
<td>25</td>
</tr>
<tr>
<td>16. California</td>
<td>21,740,000</td>
<td>100.0%</td>
<td>1</td>
</tr>
<tr>
<td>17. North Dakota</td>
<td>20,259,333</td>
<td>100.0%</td>
<td>44</td>
</tr>
<tr>
<td>18. Oklahoma</td>
<td>17,515,000</td>
<td>100.0%</td>
<td>38</td>
</tr>
<tr>
<td>19. Washington</td>
<td>15,920,000</td>
<td>100.0%</td>
<td>12</td>
</tr>
<tr>
<td>20. District of Columbia</td>
<td>15,020,000</td>
<td>100.0%</td>
<td>29</td>
</tr>
<tr>
<td>21. Indiana</td>
<td>13,050,000</td>
<td>100.0%</td>
<td>17</td>
</tr>
<tr>
<td>22. Texas</td>
<td>11,700,000</td>
<td>100.0%</td>
<td>5</td>
</tr>
<tr>
<td>23. Nevada</td>
<td>11,100,000</td>
<td>100.0%</td>
<td>41</td>
</tr>
<tr>
<td>24. Utah</td>
<td>11,000,000</td>
<td>100.0%</td>
<td>23</td>
</tr>
<tr>
<td>25. North Carolina</td>
<td>9,900,000</td>
<td>100.0%</td>
<td>9</td>
</tr>
<tr>
<td>26. Kansas</td>
<td>9,321,000</td>
<td>100.0%</td>
<td>32</td>
</tr>
<tr>
<td>27. New Jersey</td>
<td>8,810,000</td>
<td>100.0%</td>
<td>21</td>
</tr>
<tr>
<td>28. New Mexico</td>
<td>6,100,000</td>
<td>100.0%</td>
<td>28</td>
</tr>
<tr>
<td>29. Ohio</td>
<td>5,700,000</td>
<td>100.0%</td>
<td>10</td>
</tr>
<tr>
<td>30. Kentucky</td>
<td>5,304,000</td>
<td>100.0%</td>
<td>37</td>
</tr>
<tr>
<td>31. Rhode Island</td>
<td>5,000,000</td>
<td>100.0%</td>
<td>31</td>
</tr>
<tr>
<td>32. Maryland</td>
<td>4,350,000</td>
<td>100.0%</td>
<td>3</td>
</tr>
<tr>
<td>33. Connecticut</td>
<td>3,750,000</td>
<td>100.0%</td>
<td>14</td>
</tr>
<tr>
<td>34. Idaho</td>
<td>3,690,000</td>
<td>100.0%</td>
<td>47</td>
</tr>
<tr>
<td>35. Wisconsin</td>
<td>3,550,000</td>
<td>100.0%</td>
<td>11</td>
</tr>
<tr>
<td>36. Michigan</td>
<td>3,250,000</td>
<td>100.0%</td>
<td>8</td>
</tr>
<tr>
<td>37. Minnesota</td>
<td>1,800,000</td>
<td>100.0%</td>
<td>20</td>
</tr>
<tr>
<td>38. Vermont</td>
<td>1,450,000</td>
<td>100.0%</td>
<td>39</td>
</tr>
<tr>
<td>39. Arkansas</td>
<td>1,200,000</td>
<td>100.0%</td>
<td>45</td>
</tr>
<tr>
<td>40. Georgia</td>
<td>517,000</td>
<td>99.8%</td>
<td>13</td>
</tr>
<tr>
<td>41. Virginia</td>
<td>450,000</td>
<td>98.9%</td>
<td>18</td>
</tr>
<tr>
<td>42. Nebraska</td>
<td>315,000</td>
<td>98.9%</td>
<td>36</td>
</tr>
<tr>
<td>43. Alaska</td>
<td>290,000</td>
<td>98.9%</td>
<td>42</td>
</tr>
<tr>
<td>44. Missouri</td>
<td>225,000</td>
<td>98.9%</td>
<td>19</td>
</tr>
<tr>
<td>45. South Dakota</td>
<td>195,333</td>
<td>98.9%</td>
<td>51</td>
</tr>
<tr>
<td>46. Montana</td>
<td>50,000</td>
<td>100.0%</td>
<td>49</td>
</tr>
</tbody>
</table>

Total $905,429,999

*No earmarks were identified for the States of Maine, Tennessee, Delaware, Colorado, or Wyoming.

Ranking in terms of Federal R&D expenditures at doctorate-granting institutions.


At present, there are no answers to these questions. Nevertheless, data could be collected and the effect of earmarking evaluated over time. If the results of these studies show that science performed in earmarked projects or with earmarked facilities or equipment is markedly inferior to other research projects supported under other agency programs, then steps could be taken to isolate problems inherent in earmarked projects. On the other hand, if these studies show that earmarked projects have an impact on research that is equal to (or even greater than) other projects supported through executive branch programs, then perhaps some of the concern over congressional earmarking is misplaced.

Conclusions

This chapter has presented an overview of the highest level of decisionmaking for research in the Federal Government. Both the executive branch and Congress attempt to respond to changing national needs and potential research opportunities. However, due to their respective political agendas, modes of organization, and spheres of responsibility, they often disagree about the appropriate Federal role to pursue them.

The President, OMB, OSTP, Congress, and interest groups have separate roles in the decisionmaking process. They differ primarily in their concerns and priorities. For example, OMB is mostly concerned with fiscal issues, whereas OSTP is more concerned with coordination and comprehensiveness. Thus, long-term budgetary planning is very difficult.

In particular, the “research budget” is rarely considered as a whole in the Federal budget process. Separate parts of what might be considered the research budget are contained in many different budgets. Consequently, issues of concern to many parts of the research system are not considered across-the-board. “Nowhere in government is the institution that seeks earmarks is also engaged in a broader campaign to strengthen the research mission of the institution?

Institutions that have won earmarked money say its biggest impact is on their ability to recruit talented scientists. But it may also help to relieve the squeeze on research space, and in general upgrades the technical capabilities of the researchers involved. See Colleen Cordes, “Congressional Practice of Earmarking Federal Funds for Universities Offers Both Promise and Peril,” The Chronicle of Higher Education, vol. 36, No. 17, Jan. 10, 1990, pp. A19, A24. It is too soon to tell how the quality of research produced at facilities created through earmarked funds compares with the research emanating from exclusively peer-reviewed, project-based academic centers.

Crow, Op. cit., footnote 65, points out that: “A single earmarked project can provide a university with the opportunity. . . for the development of relationships and personal acquaintances that might yield non-earmarked collaboration with that Federal agency in the future. A single earmark might provide the opportunity to develop new and continuing relationships with business and industry or State government. . . . Thus, while a university’s total research funding may increase only marginally over a 5- to 10-year period (less than 5 percent) as a result of an earmark, the earmark might still have had substantial impact because of its impact on a specific program (e.g., a 50-percent increase in competitive funding over a 5- to 10-year period).” Also see “How Iowa State University Wins Millions in Earmarked Funds,” The Chronicle of Higher Education, vol. 37, No. 24, Feb. 27, 1991, p. A21.

However, the problem of regional inequity will remain regardless of earmarks. This could be addressed by both the executive branch and Congress.
big picture considered; nowhere is the overall health of U.S. science and technology a primary mission or responsibility. 75

An important aggregation of the research budgets could occur in the congressional appropriations process. Earmarking is also one visible, albeit minor, means of congressional budget negotiation. In the next chapter, OTA introduces the major research agencies, their priority setting for research, and funding allocation mechanisms.

75Morone, op. cit., footnote 5, p. 12.
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CHAPTER 4
The Federal Research System: The Research Agencies

Introduction

The effective management of the Federal research system depends on the quality of the research agencies and their staff. Over the last 30 years, as research budgets and the system have grown in size, the importance of these agencies in decisionmaking has increased.

Each agency has its own culture, which contributes not only to its success, but also embodies historically the ‘‘way things are done.’ Agency culture is thus a powerful determinant of future directions, with specific goals reflected in the collective knowledge of agency personnel. Pluralism and decentralization characterize each of the research agencies, with many separate programs pursuing diverse objectives. In particular, the lines of decisionmaking within an agency are more complicated than any organizational chart would suggest.

OTA found that the research agencies generally attempt to follow their missions, as outlined in their founding charters and in subsequent legislation. However, congressional and executive views diverge on what is included in missions. There is also disagreement at many agencies over what constitutes a thoughtful, fiscally prudent, and expeditious

Figure 4-1: Research Obligations in the Major Research Agencies: Fiscal Years 1960-90 (in billions of 1982 dollars)

Billions of dollars

<table>
<thead>
<tr>
<th>Year</th>
<th>NIH</th>
<th>DOD</th>
<th>NASA</th>
<th>DOE</th>
<th>NSF</th>
<th>USDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1965</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1975</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


NOTE: Research includes both basic and applied. Before 1989, obligations for NIH were not broken out in this source. Figures were converted to constant 1982 dollars using the GNP Implicit Price Deflator. 1990 figures are estimates.


Box 4-A-OTA Interviews at the Federal Agencies

For this study, OTA sought data on the research goals of the six major Federal agencies that fund basic research: the U.S. Department of Defense (DOD), the U.S. Department of Energy (DOE), the National Institutes of Health, the National Aeronautics and Space Administration, the National Science Foundation, and the U.S. Department of Agriculture. In addition to collecting budget data, OTA performed 125 interviews with agency personnel ranging from top administrators who interpret annual budget priorities to program managers who disburse the funds. Interviews at the National Academy of Sciences and the Office of Management and Budget augmented the agency interviews.

Discussions centered on decisionmaking, priority setting, and funding allocation mechanisms. Typical questions that were asked included:

1. What are the stated goals for agency research monies and programs? What goals are not stated, but are implicit in the agency’s mission? How have these goals changed since the 1960s? the 1970s? the early 1980s?
2. What processes (both formal and informal) are used in the agency to set priorities and goals for research monies? How has this process changed in the last 20 years?
3. How do new directions in research that are not anticipated get funded?
4. Does Congress set goals for the money that the agency allocates? Has this changed over time?
5. How do agency divisions coordinate with other parts of government?
6. What mechanisms are used to allocate funds? How do these mechanisms differ for extramural and intramural funding?

To illustrate the scope and depth of the interviews at the agencies, the interviews conducted at DOE can be used as an example. Interviews were conducted in five offices under the Secretary of Energy, and one laboratory was chosen as a case study. Excluding those interviewed at Los Alamos National Laboratory (LANL), four directors of offices at DOE headquarters, eight division directors, and five program managers were interviewed. Since the Office of Energy Research (OER) is the primary supporter of basic research at DOE, the Executive Director of OER, six division directors, and four program managers were interviewed. The Director of the Office of Weapons Research, Development and Testing; the Deputy Assistant Secretary for Renewable Energy; and one program manager in the Office of Conservation and Renewable Energy were interviewed. In addition, departmentwide priority setting was discussed with the Under Secretary for Policy, Planning, and Analysis, and the chief planner for research. Finally, budget data were discussed with the Deputy Director for Research in the Office of the Budget.

At LANL, OTA staff toured the facility and interviewed the Deputy Director of LANL, the Director of the Meson Physics Facility, and the Deputy Director of the Health Research Laboratory, as well as a number of scientists and other members of the staff.

In all agencies, the offices that support research were identified, as well as those that participate in departmentwide planning. In addition, one or more inhouse laboratories were chosen for site visits. Summaries of the interview results were prepared and distributed to all interviewees for comment (with the exception of DOD, where a smaller set of reviewers was selected). Because the number of people interviewed had to be limited, the analysis sought only to illuminate the structure and diversity that characterizes executive branch decisionmaking in research. The table of organization was sampled to capture various perspectives on decisionmaking within and across the research agencies.

OTA found that peer review, manager discretion, and combinations of these methods are used by the research agencies to distribute funds. Since the beginning of the 1980s, the distribution patterns of research funding have been under great scrutiny. It is not only a matter of who should receive the funds, but how they are allocated (e.g., individual investigator grants or block grants to centers, short-term or long-term projects).

In this chapter, the major research agencies are described, their priority-setting mechanisms outlined and compared, and their funding allocation mechanisms discussed. Agency planning efforts and direction from other agencies of the Federal Government and the scientific community are analyzed.

**Priority Setting in the Federal Agencies**

Federal agencies initiate, manage, and terminate programs. At each step in the process, agency personnel must decide which program, or component of a program, will take precedence. What follows is a brief introduction to each of the major research agencies and to their priority-setting mechanisms for research. The agencies are presented in descending order of their annual research budgets.

**National Institutes of Health**

NIH is the largest research agency in the Federal Government in terms of dollars awarded to basic and applied research. It is the principal biomedical research arm of the U.S. Department of Health and Human Services (HHS), funding biomedical and basic research related to a broad spectrum of diseases and health problems both in its own research facilities (the NIH laboratories) and in external organizations.

The missions of the institutes are reflected in their titles. There are categorical, or disease-oriented, institutes, such as the National Cancer Institute (NCI) or the National Heart, Lung, and Blood Institute (NHLBI). And there are institutes with a population-based research focus that is population based, such the National Institute on Aging. The exception to these categorizations is the National Institute of General Medical Sciences (NIGMS), which has no targeted responsibility other than general basic research.

NIH is part of the Public Health Service, so its work is very much tied to public health issues. Although NIGMS is devoted primarily to basic research, the categorical institutes conduct a range of research from basic to applied to development. For example, NCI’s mission is to implement programs on the cause, diagnosis, prevention, and treatment of cancer. Often, the missions of the institutes overlap with each other or with other agencies. In these cases, a lead institute will coordinate. Because many of the institutes are categorical, NIH and Congress tend to set their research agendas epidemiologically, focusing their mission on diseases of highest prevalence. Critics of NIH question this approach, saying that it focuses the research agendas too much on the diseases of the majority, skewing research that could lead to health improvements in other areas.

Since the 1960s, the goals and justifications for health research have been fairly constant-improving the health of the American people, curing particular chronic diseases, and contributing to the economic well-being of the Nation by producing a healthier work force. However, particular emphases have shifted. During the early 1960s, mental retardation was emphasized by President Kennedy. In the 1970s, cancer and heart disease, which had been prominent research areas for decades, became even more important as President Nixon declared the War on Cancer in 1971. Vast sums of money were
dedicated to attempts to eradicate these families of disease with mixed success. Although levels of funding remained high, by the late 1970s, the role of the environment in creating and reducing cancer risk replaced the earlier research focus on viral etiology and understanding cellular mechanisms.1

During the mid-1970s, the discovery of recombinant DNA shifted the emphasis of research once again, this time to biotechnology, which received increasing attention throughout the Reagan Administration. Most recently, treating and curing AIDS has been a dominant goal of NIH research. It first appears in the 1983 NIH budget authorization testimony,2 and every year since then AIDS has received the largest increases in research funding within the NIH budget.

The fiscal year 1991 appropriation to NIH was just over $7.4 billion. NCI has the largest appropriation at $1.7 billion, followed by NHLBI at $1.1 billion. The National Institute on Deafness and Other Communication Disorders had the smallest appropriation at $135 million. See table 4-1 for budget histories of the various institutes from 1970 to 1990.

Each institute has an advisory council, which is appointed through HHS and is made up of scientists and lay people. Program officers must go before the council to present ideas for new programs, and councils review program balance. Each institute may also form advisory committees with programmatic foci; for example, NHBLI has six committees to assist in specific fields. Committees help develop new initiatives. It should be noted, however, that the council is only advisory, except for its ability to approve or disapprove grant applications.

When institute staff notice evidence of an emerging area of research, they assess the importance of the new field and gauge interest and capabilities. They can then convene a meeting or workshop, write up a proposal for a new program, and go to their council for approval. If the program does not have a known constituency, an institute will often issue a request for applications.

Some observers have criticized NIH in its response time to new research needs, such as AIDS and the Human Genome project. On the other hand, some scientists said NIH responded too quickly with its AIDS agenda. Interestingly, AIDS was incorporated into the existing NIH structure, with the National Institute of Allergy and Infectious Diseases (NIAID) taking the lead. The Human Genome project, which some argued belonged in NIGMS, was placed in the Office of the Director. Both approaches have been simultaneously criticized and hailed. To date, there has been no mechanism for centralized planning at NIH. However, NIH, for the first time, is developing a strategic plan that cuts across all institutes. In addition, each institute submits its annual plan to the Office of the Director along with the budget. However, the Director has little authority to redirect the agenda of any institute. Through the budget process, Congress provides a coordinating function.

Despite growth in funding over the last decade, NIH views itself as being in a “steady state” and under enormous strain. After experiencing phenomenal growth (virtually a doubling of the budget in real terms during the 1980s), including an intramural budget that exceeds $900 million today, managers still feel they must juggle priorities, reorient existing programs, and make small, incremental changes in other programs—both intramural and extramural. But there are exceptions: NIAID rose from seventh place among institute budgets to third place (from
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With matrix management, some National Institutes of Health staffers said (in OTA interviews during the spring of 1990), the best way to respond to a new research initiative is to create a new associate director in the Office of the Director to coordinate efforts among the institutes. Also see Institute of Medicine, The AIDS Research Program of the National Institutes of Health (Washington, DC: National Academy Press, 1991); and Janice Long, “AIDS Research: More Funds, Coherent Strategy Needed,” Chemical & Engineering News, vol. 69, Mar. 11, 1991, p. 4.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$432.1</td>
<td>$814.6</td>
<td>$976.9</td>
<td>$1,207.1</td>
<td>$1,208.3</td>
<td>$1,166.7</td>
<td>$986.6</td>
<td>$1,004.3</td>
<td>$1,113.3</td>
<td>$1,243.8</td>
</tr>
<tr>
<td>$382.4</td>
<td>500.2</td>
<td>536.3</td>
<td>586.4</td>
<td>620.4</td>
<td>615.5</td>
<td>559.6</td>
<td>654.5</td>
<td>754.3</td>
<td>796.0</td>
</tr>
<tr>
<td>$68.6</td>
<td>93.3</td>
<td>81.5</td>
<td>81.3</td>
<td>85.5</td>
<td>79.7</td>
<td>72.0</td>
<td>82.4</td>
<td>90.7</td>
<td>104.1</td>
</tr>
<tr>
<td>$313.8</td>
<td>328.7</td>
<td>284.4</td>
<td>284.5</td>
<td>360.5</td>
<td>368.1</td>
<td>368.2</td>
<td>430.8</td>
<td>499.8</td>
<td>440.8</td>
</tr>
<tr>
<td>$231.7</td>
<td>251.0</td>
<td>224.8</td>
<td>228.8</td>
<td>247.1</td>
<td>262.4</td>
<td>265.9</td>
<td>311.9</td>
<td>380.5</td>
<td>440.8</td>
</tr>
<tr>
<td>$231.7</td>
<td>234.6</td>
<td>205.7</td>
<td>201.1</td>
<td>224.8</td>
<td>251.3</td>
<td>235.9</td>
<td>296.8</td>
<td>336.7</td>
<td>526.6</td>
</tr>
<tr>
<td>$353.1</td>
<td>373.1</td>
<td>311.7</td>
<td>296.8</td>
<td>319.7</td>
<td>364.6</td>
<td>339.9</td>
<td>386.2</td>
<td>452.0</td>
<td>521.6</td>
</tr>
<tr>
<td>$181.2</td>
<td>250.3</td>
<td>232.4</td>
<td>216.2</td>
<td>230.5</td>
<td>243.9</td>
<td>226.3</td>
<td>256.3</td>
<td>282.5</td>
<td>327.1</td>
</tr>
<tr>
<td>$54.3</td>
<td>79.8</td>
<td>76.3</td>
<td>79.6</td>
<td>118.3</td>
<td>131.9</td>
<td>127.4</td>
<td>144.0</td>
<td>171.3</td>
<td>185.4</td>
</tr>
<tr>
<td>$41.4</td>
<td>56.8</td>
<td>52.6</td>
<td>59.7</td>
<td>88.9</td>
<td>97.9</td>
<td>106.3</td>
<td>167.7</td>
<td>173.4</td>
<td>177.8</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>30.6</td>
<td>51.7</td>
<td>81.7</td>
<td>81.9</td>
<td>107.1</td>
<td>137.4</td>
<td>160.6</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>223.0</td>
<td>316.0</td>
<td>333.5</td>
<td>237.2</td>
<td>382.0</td>
<td>287.6</td>
<td>270.3</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$54.3</td>
<td>145.5</td>
<td>145.5</td>
<td>219.3</td>
<td>173.7</td>
<td>3,640.2</td>
<td>3,470.1</td>
<td>4,172.3</td>
<td>4,620.4*</td>
<td>5,496.0</td>
</tr>
<tr>
<td>$1,758.3</td>
<td>2,775.6</td>
<td>3,013.8</td>
<td>3,013.8</td>
<td>3,013.8</td>
<td>3,937.5</td>
<td>3,937.5</td>
<td>3,937.5</td>
<td>3,937.5</td>
<td>3,937.5</td>
</tr>
</tbody>
</table>

**KEY:**

- NCI: National Cancer Institute
- NHLBI: National Heart, Lung, and Blood Institute
- NIDR: National Institute of Dental Research
- NIDDK: National Institute of Diabetes and Digestive and Kidney Diseases
- NINDS: National Institute of Neurological Disorders and Stroke
- NIAID: National Institute of Allergy and Infectious Diseases
- NIGMS: National Institute of General Medical Science
- NICHD: National Institute of Child Health and Human Development
- NEI: National Eye Institute
- NIEHS: National Institute of Environmental Health Sciences
- NIA: National Institute on Aging
- NIAMS: National Institute of Arthritis and Musculoskeletal and Skin Diseases
- NIDCD: National Institute on Deafness and Other Communication Disorders
- NCRR: National Center for Research Resources
- NCHGR: National Center for Human Genome Research

*Reflects enacted administrative reduction and sequestration.

**NOTE:** N/A = not applicable

**SOURCE:** National Institutes of Health, unpublished, February 1999
almost $375 million to over $907 million) between fiscal years 1984 and 1991. AIDS research funds account for this increase, with one-half of the current NIAID budget devoted to research on the disease. AIDS funds are new money, and are not taken from other biomedical budgets.

NIH is perpetually struggling to balance its research and public health missions. Some institutes are more responsive to one or the other, and therefore are oriented to individual investigators (and basic research) or centers (and clinical, disease-focused work), but all seek to serve both missions. What has been especially inconsistent is the NIH approach to public health or research crises. As noted above, while the AIDS initiative was assigned to one institute, Human Genome, originally assigned to the Office of the Director, is now a separate National Center for Human Genome Research that is not part of the Office of the Director. Many argue that one approach or the other responds better to crises while remaining supportive of, and responsive to, developments in basic research. Perhaps new efforts aimed toward a strategic plan could be used to better address public health and research crises. 

**Department of Defense**

DOD is the second largest source of basic and applied research funds in the Federal Government. Justification for defense R&D throughout the last three decades has been to stay ahead of the Soviet Union in the development of new military technologies. However, defense research is also inextricably linked to the expansion of knowledge and bolstering the overall U.S. technological base.

The military funds research through three categories: 6.1—research of the most fundamental nature; 6.2—applied research and exploratory development; and 6.3A—the initial stages of advanced development. Research within DOD can be characterized by two phrases: “technology-push” and “requirements-pull. Knowledge gained from research creates areas for potential advancement, some of which were unforeseen when the research began. This new knowledge nudges the system to incorporate new ideas and thereby gain a greater level of capability (technology-push). At the same time, identified needs define areas for research and technological results to enhance the military. These requirements shape the directions of research and set the level of effort to be pursued (requirements-pull).

Figure 4-2 presents the basic and applied (corresponding roughly to 6.1 and 6.2) research funds authorized for DOD from 1960 to the present. Figure 4-3 graphs basic research funding in constant
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8These data were collected by the National Science Foundation (NSF). Although some of the research agencies report problems with the NSF survey (discussed below), the Department of Defense already categorizes its research with 6.1 and 6.2 budget designation. Funds reported as “basic” and “applied” correspond to 6.1 and 6.2 funds, and their interpretation is fairly straightforward.
dollars for the three services, and figure 4-4 presents applied research funds by service from 1969 to the present. Compared with basic research funding for other research agencies, the services show remarkably little fluctuation in allocated funds, adjusted for inflation. The Navy has been consistently awarded more funds than either of the other services, roughly twice that of the Army or Air Force. Although applied research funding decreased in the late 1960s, it has remained even more constant than basic research in the 1970s and 1980s, and the three services have received almost identical levels of funding for applied research since 1970. Basic and applied research is also supported by the Strategic Defense Initiative Organization (SDIO—although SDIO funds are technically categorized as 6.3A) and the Defense Advanced Research Projects Agency (DARPA). These two organizations often cooperate with the three services to fund and operate research projects.

As recently stated by the Congressional Research Service:

Although military basic research funding totals almost $1 billion annually, it (together with military applied research funding) has decreased since the mid-1960s in real dollar terms and relative to increases in total research, development, testing, and evaluation. Despite recent congressional action to increase military research budgets, executive branch decisionmakers have not sought large increases for research funding. As a result, critics say, too much attention goes to weapons development and too little to “creative” science needed to produce knowledge
vital to U.S. national security. Some allege that because of funding cutbacks the quantity and quality of military research may be decreasing.9

Recently each of the services concluded that a published strategic plan, explicitly covering their individual projections for the future technology base, would both aid in policy formulation and positively influence the budget for research. In the Air Force, it was called ‘Project Forecast II;’ in the Navy, “Navy 21;” and, in the Army, “Army 21.” Some of these plans take into account the “new reality” for the future: the decreasing likelihood of a European war, the increasing likelihood of low-intensity conflict (especially in the Third World and/or connected with drugs), increasing global economic and technological competition, the decreasing U.S. defense industry and R&D base, the decreasing supply of U.S. citizen scientists and engineers, and finally, decreasing defense budgets. Based on this future scenario, the plans identify key emerging technologies and areas for enhanced research.

The three services differ in the degree of centralization in the dispersal of 6.1 money. In the Air Force and the Navy, almost all 6.1 research monies flow through the Air Force Office of Scientific Research (AFOSR) or the Office of Naval Research (ONR), respectively. In the Army, 6.1 funds are more decentralized.

**Army**

Much of Army research is closely linked to priority setting for all of the R&D funds in the Army’s laboratories and institutes. Laboratories in the Army act independently, although they determine priorities in relation to overall directives from Laboratory Command. With this independence comes requirements for a high level of accountability, and laboratories are reviewed regularly. Most are ‘industrially funded’—competing for funds from sources within and without the Army.

In addition, the mission of the Army Research Office (ARO) is to “develop the Army Materiel Command research program for mathematics, and the physical, engineering, atmospheric, terrestrial, and biological sciences according to Army-wide requirements. 10 Eighty-three percent of the research contract program monies go to universities, 10 percent to industrial laboratories, and 7 percent to Federally Funded Research and Development Centers and not-for-profits.11 ARO receives guidance from its parent Army Materiel Command, which provides focus to its research programs. ARO has also come to rely on informal types of outside input, especially from the scientists that it supports. The Medical Research and Development Command recently developed an Army Medical Technology Base Plan, which provides guidance to the medical research community within the Army. Finally, the mission of the Army Research Institute for the Behavioral and Social Sciences is to focus on . . . the acquisition, training, development, utilization and retention of the Army’s personnel resources. 12 Three laboratories and many university contracts support this goal.

**Navy**

Almost all of the 6.1 research dollars in the Navy are disbursed by the Office of Naval Research. Over one-half of ONR funds go to universities, one-fifth to ONR laboratories, over 10 percent to other Navy laboratories, and the final 10 percent to industry and other government research organizations. ONR funding is spread among disciplines, with a little less than one-half devoted to areas of explicit Navy emphasis, such as ocean and atmospheric sciences, computers, and materials. Other areas of support are linked closely to broader defense interests: astronomy and astrophysics; biological, medical, cognitive, and neural sciences; general physics, chemistry, and mathematics; and energy conversion, radiation sciences, and electronics.

In addition to Navy 21, ONR relies on inhouse personnel (including personnel from the ONR laboratories), foreign field offices, and outside experts and panels (including NAS) to help set priorities. This type of planning is relatively new for the Navy. Before 1970, a primary research criterion was the quality of the science. Most of the research was not

10Army Research Office briefing materials prepared for OTA, May 1990.
11Ibid.
12Ibid.
multidisciplinary and minimal advice was requested from the external scientific community. Now, due in part to the 1970 Mansfield Amendment, mission relevance is a strong criterion; multidisciplinary programs are enhanced and are greater in number; some programs can be put on a “fast-track”; and substantial input is sought from the external scientific Community.

Air Force

Before 1974, inhouse Air Force laboratories controlled most 6.1 monies. After 1974, the Air Force consolidated the disbursal of 6.1 monies into one unit, the Air Force Office of Scientific Research. Each laboratory still has a portion of 6.1 monies, but the bulk are distributed by AFOSR. Air Force laboratories compete for these funds along with universities and other performers. In addition to Project Forecast II, each year key personnel in the Air Force research system and managers of the science and technology areas discuss the “macro strategy” for the next year. A report is then sent to the separate parts of the Air Force research system, such as AFOSR, which reinterprets its programs in terms of these goals.

Even though there is a significant amount of ‘‘top-down’’ direction in the distribution of Air Force 6.1 money, it is still primarily a bottom-up process. The influence of top-down management is viewed as adding discipline to the management of research programs, which still respond primarily to scientific community concerns about the direction of research. The balance of top-down and bottom-up management seems intermediate to that in the Army where the management is more decentralized and bottom up, and to the Navy where ONR provides greater top-down management.

DARPA and SDIO

Project selection in research at DARPA is very different from that at other DOD research agencies. Project managers state that they are not attempting to maintain strength across a field, rather they are funding good ideas that are on the forefront of technology development to meet desired objectives (see box 4-B).

In the Strategic Defense Initiative Organization, the Innovative Science and Technology Office (ISTO) is the core unit that funds basic and applied research for SDIO. Within the overall mission of developing space surveillance, weapons, and communications technologies, ISTO determines future directions for research. ISTO includes an eight-person research management team, which sets goals and works to see that these goals are achieved. The measure of success is ISTO’s impact on SDIO.

At present the three services, SDIO, and DARPA set their own research agendas, gaining the usual advantages of pluralism. In a previous report, OTA also found disadvantages to pluralism, which included ‘‘... wasteful duplication of efforts, lack of critical mass to solve common problems, fractionated efforts, and inattention to areas that are on no component’s agenda. It also risks failing to identify areas of common or overarching significance.’’13 In a mission-oriented organization like DOD, these disadvantages seem too large to ignore. OTA also found previously that the inability to define the products of research has limited DOD’s use of quantitative decision support and evaluation methods like those used in industry.14

From 1989 to 1990, DOD prepared for a downturn in funding. After a period of phenomenal growth in the 1980s, DOD projected that such funding could not continue, and that a real decline in funds was therefore likely. DOD set in motion planning activities to construct useful options in such a funding scenario, such as the consolidation of several research laboratories, and many of the priorities embodied in these plans have been implemented in the DOD budget. The consequences of these decisions have yet to be evaluated.

National Aeronautics and Space Administration

NASA is now the third largest source of research funds (both basic and applied) in the Federal Government. NASA was created in 1958, 1 year after the launch of Sputnik, and took over the National Advisory Committee on Aeronautics’ laboratories. In fiscal year 1960, the research budget was slightly over $0.5 billion (in constant 1982

Because the creation of new technologies is often interdisciplinary and involves risky research ventures, President Eisenhower felt that “. . . a different type of organization was needed with unique business practices.” The mission of the Defense Advanced Research Projects Agency (DARPA), created in 1958, is to “. . . develop ‘revolutionary’ technologies that can make a significant impact on the future of the United States’ defense posture, and to ensure that those technologies effectively enter the appropriate forces and supporting industry base.”

The “unique business practices” that now prevail at DARPA involve program managers directly with the projects that they fund and manage. Managers typically create a portfolio of research projects seeking particular objectives, such as the use of Gallium-Arsenide in new micro circuitry developments, and follow them closely. Programs are expected to last 3 to 5 years; the manager is given almost total discretion over funding allocation; and the success of the manager and the program are judged by the results produced.

Managers are also given discretionary money to pursue ideas for future programs, and every year new programs compete for funding. DARPA stresses that this competition is based almost exclusively on the worthiness of a particular idea, not on external considerations such as maintaining U.S. strength in a particular research field. Also, DARPA’s contribution must be unique. An “inhouse rule” stresses that 80 percent of the funding in a particular research area must come from DARPA. This targets DARPA’s investment in emerging research topics.

DARPA further stresses the importance of allocating enough funds for a project to see it through to completion. Because of funding shifts, many agencies must compromise their programs and projects by allowing only partial funding. At DARPA, programs and projects are routinely terminated to make way for others.

Among the agencies where OTA conducted interviews, DARPA is applauded as the only organization that can effectively trade off agency programs and, if needed, stop a project. DARPA allows less than 1 year to switch program direction, whereas research managers in many other agencies state that it takes at least 2 years, and often much longer, to achieve such redirection. DARPA relies foremost on program managers to determine when to halt a program, which is hailed as a key to DARPA’s success.

DARPA’s accomplishments in high-performance computing, solid state devices, advanced materials, and many other areas have sparked much congressional interest. Attempts to model other agencies after DARPA, particularly a “Civilian Advanced Research Projects Agency,” have concentrated on DARPA’s novel organizational style. Congress could also consider instructing the Federal research agencies that do not already have programs specializing in high-risk research to adopt select DARPA management techniques.

---


2 See id. at 1.


---

dollars) and, by fiscal year 1990, it had surpassed $2 billion (in constant 1982 dollars, see again figure 4-1).

Not unexpectedly, the primary focus of NASA research from 1961 to 1969 was directed at achieving President Kennedy’s announced goal of landing men safely on the Moon by the end of the decade. The use of satellites for communications, meteorological observations and research, and Earth resource surveys were also persistent emphases. The investment in space was justified on the basis of perceptions of U.S. leadership in science, technology, and world affairs, and of expanding knowledge of the universe. As the economy tightened and the lunar landing neared, the ostensible practical benefits of space research and of space-related technology received increasing emphasis. The end of the Apollo program produced a need for new priorities both to guide the agency’s activities and justify continued high levels of funding. In the mid-1970s, the Space Shuttle began to move to center stage.

During the 1980s, research priorities at NASA diversified. NASA began to emphasize commercial uses of space (including industrial research), as well
Scientists work on a mirror for the Hubble Space Telescope (HST). Building the apparatus for any mission in space, such as the HST, is complex and involves many different components.

As the use of space for defense. In addition, NASA initiated work on the Earth Observing System to collect much more environmental data than had previously been collected from space. Recently, President Bush has also set a goal to return humans to the Moon and explore Mars.

Basic and applied research management at NASA is split between the Office of Space Science and Applications (OSSA) and the Office of Aeronautics, Exploration, and Technology (OAET). Data on basic and applied research funding at NASA are presented in figure 4-5. Over the last three decades, basic research funding has oscillated slowly, between $600 and $800 million (in constant 1982 dollars). Applied research shows a more active history, ranging from $0.8 to $1.6 billion (in constant 1982 dollars), but in the 1980s applied research has held fairly constant at nearly $1.0 billion.

OSSA sets priorities in conjunction with the budget process and by selecting specific projects. The process is essentially bottom up with project managers proposing new initiatives. However, when large missions are proposed, such as Space Station Freedom, top-down direction will determine the parameters of the effort. OSSA recently produced its first strategic plan, which emphasized a commitment
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1OTA notes that many agencies do not find the division into basic, applied, and development useful. Consequently, agency budget Offices believe that the data that they report to the National Science Foundation (NSF) is artificial and prone to errors. The NSF figures also remove the funds for equipment purchase from the research and development (R&D) budget line items and add the support funds from the Research and Program Management appropriation associated with R&D. OTA uses these data only as a general indicator of level of effort in particular areas.
to the Space Station Freedom and the Earth Observing System and to flying a mixture of small and large missions.

The National Research Council (NRC) plays a particularly strong advisory role for OSSA, and the Space Studies Board provides input for most NASA basic research programs. The board is unique at NRC because it has an *institutional* relationship with NASA, i.e., NASA funds the board and requests many studies, but the board can use these resources to initiate studies independently. In fact, the board has been able to preserve its credibility because it has not always agreed with NASA, and has openly disputed it on some occasions. Roughly every 10 years if events do not call for an earlier revision, the board writes a strategic plan for every discipline in OSSA. The Space Studies Board also conducts periodic reviews of the programs and every new mission, and other larger topics such as ‘‘manned’’ v. ‘‘unmanned’’ flight are routinely studied.

In addition, OSSA has an internal structure of advisory panels. The panels are usually made up of representatives from academia, industry, Federal laboratories, and other interested groups such as program managers from other agencies. They are consulted at least once or twice each year (sometime quarterly) about future directions for research programs. However, as with NRC, their findings are never binding.

In early 1990, “exploration” was added to the Office of Aeronautics, Exploration, and Technology, formerly the Office of Aeronautics and Space Technology. The new program participates fully in the Administrator’s Moon/Mars Initiative, which gives it a new and higher profile within the agency.

The aeronautics work in OAET is almost all basic and applied research, and OAET views its role as the basic research provider in aeronautics for the country. Consequently OAET’s advisory committees are primarily composed of and almost always chaired by industry representatives. Generally the decisions of research direction are made by the associate administrator. It is a somewhat open process, in which there is ample chance for those outside NASA to comment.

In the 1970s and into the 1980s, OAET’s space technology component asked of project directors: ‘‘what will they need for the future?’’ In 1986 and 1987, the program changed its philosophy. It focused on short-term problems and attempted to promise system delivery by specific dates. In 1989, the deputy administrator questioned this approach. Now 60 percent of the funding goes to near-term solutions to mission problems; 30 percent to long-term solutions; and 10 percent to high-risk research. The rest 90 percent is developed in conjunction with mission managers, and the rest is decided within the space technology group, and can be used to support risky research, such as studies on ‘‘wormholes’’ — shortcuts between distant points in space.

Recent problems have plagued many NASA programs, such as a flaw discovered in the Hubble Space Telescope, the halt of space shuttle flights due to hydrogen leaks, and nagging questions about the Space Station. A reflective look at NASA programs by Congress has been urged, and calls for an overhaul of NASA’s management structure have grown louder. 16 Director Truly has cited the need ‘‘o’’ a better match between agency programs and its resources. In addition, many have pointed to the failure of NASA programs to encourage a civilian space industry that also supports research. While NASA has been charged (since 1960) to promote a civilian space capability, it has been successful to a lesser extent than predicted one, two, and three decades ago. 17 An Advisory Committee on the Future of the U.S. Space Program has reviewed NASA’s programs and has suggested such goals as building a reliable space transport system, improving NASA’s civilian pay structure, and augmenting

---


NASA facilities. OMB and the National Space Council have been directed to create an implementation plan based on its suggestions.

Department of Energy

DOE is the fourth largest source of basic and applied research funds in the Federal Government. DOE is also the youngest of the six major research agencies. Created by the Carter Administration to succeed the Energy Research and Development Administration, DOE inherited a strong research base from another predecessor, the Atomic Energy Commission, including the national laboratories and a network of university researchers.

When DOE was founded, in the wake of the formation of OPEC and the subsequent Arab oil embargo, its top priority was to lessen U.S. dependency on foreign countries for meeting its energy needs. At the same time, rising concern with environmental issues such as water and air pollution spurned research on developing cleaner, more efficient energy sources. Nuclear power was an avenue frequently stressed, although the accident at Three Mile Island in 1979, compounded by cost concerns, seemed to slow work on fast-breeder reactors. The Carter Administration also placed particular emphasis on achieving short-term results through work on conservation, cleaner burning coal, solar electrical power, and other sources.

The 1980s saw a marked shift in the priorities of DOE, emphasizing long-term rather than short-term research and stressing the role of the Federal Government as a risk-taker, pursuing research projects that, if potentially profitable, are to be turned over to the private sector for demonstration and commercial development. The Reagan Administration emphasized basic research over applied research, cutting the latter in the mid-1980s while increasing basic research markedly over the same period (see figure 4-6).

General, priority-setting mechanisms for research at DOE appear to be very much like those at DOD and NASA in the 1960s. However, compared with other agencies, less accountability is required from project to project. This is not to say that accountability does not exist. DOE is responsive to the scientific community and to the rest of the government. Research managers outside of DOE envy DOE’s flexibility, but see the tradeoff as a loss of excitement in working toward a defined goal.

Figure 4-6-Basic and Applied Research at the Department of Energy: Fiscal Years 1980-90
(In millions of 1982 dollars)

<table>
<thead>
<tr>
<th>Years</th>
<th>Basic research</th>
<th>Applied research</th>
<th>Total research</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>500</td>
<td>2000</td>
<td>2500</td>
</tr>
<tr>
<td>1982</td>
<td>700</td>
<td>2200</td>
<td>2900</td>
</tr>
<tr>
<td>1984</td>
<td>900</td>
<td>2400</td>
<td>3300</td>
</tr>
<tr>
<td>1986</td>
<td>1100</td>
<td>2600</td>
<td>3700</td>
</tr>
<tr>
<td>1988</td>
<td>1300</td>
<td>2800</td>
<td>4100</td>
</tr>
<tr>
<td>1990</td>
<td>1500</td>
<td>3000</td>
<td>4500</td>
</tr>
</tbody>
</table>

NOTE: Figures were converted into constant 1982 dollars using the GNP Implicit Price Deflator. 1990 figures are estimates.

They wonder, too, about DOE’s accountability to basic and applied research missions. They wonder, too, about DOE’s accountability to basic and applied research missions.

Recently, the Secretary of Energy attempted to institute more strategic planning within DOE. In particular, he created a National Energy Strategy (NES) with input from the offices within DOE and from external advisors. The planning process for the NES required planning at all levels of DOE, and Secretary Watkins has sought to maintain and further this planning function at DOE. As it is too early to observe the changes in response to these initiatives, OTA cannot judge their effectiveness, but such planning is reportedly beneficial at other agencies.

In the Office of Energy Research, programs such as Basic Energy Sciences and High Energy and Nuclear Physics use an “iterative” process of priority setting—where ideas are proposed (with origins both within and without DOE), feedback from the scientific community and other parts of government are received, and the proposal is revised—to determine goals. In particular, as national goals are defined and new ideas arise from either within DOE or without, the program will foster consider them internally. If the new initiative would fit into the existing program or complement it, then the idea will be fielded to a wider audience. Sometimes this audience includes only other parts of the agency, DOE may, however, hold public workshops and/or panel meetings to devise a plan of action.

If a plan is codified by the Office of Energy Research (OER) or within one division, it is sent out for review to DOE personnel, academic and industrial representatives, and other interested parties. This method of fielding new ideas requires much responsiveness on the part of DOE to groups outside of the agency, including the scientific and industrial communities. This method also develops strong working relationships with these communities, but it can have its drawbacks. For instance, some managers complain that the scientific community tries to dictate on occasion (and more than at other agencies) plans that could never gain either the finances or the political support necessary to emerge as new programs.

Complicating decisions on priorities is the fact that DOE has a very broad research base. For example, under OER, the Basic Energy Sciences program considers its mission similar to NSF. As one manager put it: “... the research that we support is as broad as NSF’s, but with a different emphasis. Also, with the major cuts in applied energy research funding during the Reagan Administration, the applied programs in offices outside of OER lost much of their research function. They now may look to OER to develop needed research programs.

In addition, each program has an advisory panel, such as the High Energy Physics Advisory Panel. Until recently there was also an overall advisory committee, the Energy Research Advisory Board (ERAB), which reported to the Director of Energy Research and the Secretary of Energy. This group

---

was disbanded in early 1990, and the Secretary has formed the Secretary of Energy’s Advisory Board (SEAB), which is already in operation. SEAB’s charter has been expanded beyond the scope of ERAB, to include advice on the National Energy Strategy and on the role of the national laboratories.

In the late 1970s and early 1980s, while the Reagan Administration was entertaining notions of abolishing DOE, many interviewees said that the planning for DOE’s research was more external to the agency, with NAS and other organizations playing key roles. Program shifts were primarily budget controlled and long-term goals often suffered. Furthermore, many decisions on specific programs were dictated by the scientific community they served. The interviewees state further that the system has now evolved so that DOE can make decisions that balance external as well as internal forces. This is accomplished primarily through the iterative process described above. Differences between programs are due primarily to the constituencies and the types of problems addressed, but differences are also due to historical tradition.

In the applied research offices of DOE, processes of goal setting are also iterative. Most ideas are first taken up internally, and then may be augmented by contractor reports. After much deliberation, they are taken to the public. Five-year plans are written for all new programs and receive extensive review.

In the late 1970s and early 1980s, the process of priority setting for applied research was inward looking. Now with the large consulting process described above and participation by industry, DOE perceives that it is better serving its “client”—the energy industry—and thereby the public. During the Reagan Administration, the emphasis was on funding research that was too risky for industry. Under the Bush Administration, the emphasis seems to have shifted toward projects perceived to have the highest payoff for industry and DOE.

**National Science Foundation**

NSF is the fifth largest source of basic and applied research funds in the Federal Government. Established in 1951, it has evolved into an agency composed of eight directorates in addition to the Director’s Office. The Director and Deputy Director are appointed by the President and serve 6-year terms. Five of the directorates fund basic and applied science and engineering; another two focus on education, human resources, data, and policy; and one handles NSF’s administrative matters. On average, each directorate has five divisions. Each division has several programs.

The primary role of NSF is to support basic research and science education across broad categories of science and engineering. This is done primarily through support for university-based individual investigators, who absorb over 60 percent of the research budget. Aggregate support to groups and centers represents a small portion of the budget (less than 10 percent) and is more sensitive to budget fluctuations. Support for individual investigators is considered the primary mission, even by those managers with portfolios covering group and center support.

A number of research administrators at NSF prefer to use the terminology “fundamental v. directed” rather than “basic v. applied” in making distinctions between categories of research funding. In using the former **terminology, they are likely to respond that they fund both (but much more fundamental than directed). In using the latter terminology, they are more likely to say they fund only basic research. Most administrators say that they never give a grant with applications in mind, but they are pleased when grantees cite NSF-funded work when seeking patent applications.

In its first operating year, the NSF budget was $151,000. In constant dollars, the budget has grown over NSF’s history, although not consistently (see table 4-2). The NSF budget authority for fiscal year 1991 is $2.2 billion. Currently, NSF funding is provided in six separate appropriations: Research and Related Activities (R&RA); Education and Human Resources (EHR, formerly Science and Engineering Education); U.S. Antarctic Program; Facilities, Program Development and Management; and the Office of Inspector General. R&RA has

---

22 For example, see Alan Schriesheim, “Toward a Golden Age for Technology Transfer,” Issues in Science & Technology, vol. 7, winter 1990-91, pp. 52-58.


24 OTA interviews at the National Science Foundation, spring 1990.
Table 4-2—National Science Foundation Obligations: Fiscal Years 1952-90
(in millions of constant 1982 dollars)

<table>
<thead>
<tr>
<th>Year</th>
<th>Total obligations</th>
<th>Research and related activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1952</td>
<td>$13.6</td>
<td>$7.6</td>
</tr>
<tr>
<td>1954</td>
<td>28.6</td>
<td>23.1</td>
</tr>
<tr>
<td>1956</td>
<td>54.8</td>
<td>44.4</td>
</tr>
<tr>
<td>1958</td>
<td>159.7</td>
<td>102.1</td>
</tr>
<tr>
<td>1960</td>
<td>494.1</td>
<td>287.0</td>
</tr>
<tr>
<td>1962</td>
<td>795.2</td>
<td>548.8</td>
</tr>
<tr>
<td>1964</td>
<td>1,049.1</td>
<td>724.3</td>
</tr>
<tr>
<td>1966</td>
<td>1,316.5</td>
<td>942.7</td>
</tr>
<tr>
<td>1968</td>
<td>1,319.2</td>
<td>942.0</td>
</tr>
<tr>
<td>1970</td>
<td>1,100.2</td>
<td>783.6</td>
</tr>
<tr>
<td>1972</td>
<td>1,292.9</td>
<td>1,032.2</td>
</tr>
<tr>
<td>1974</td>
<td>1,195.7</td>
<td>1,000.4</td>
</tr>
<tr>
<td>1976</td>
<td>1,148.1</td>
<td>972.0</td>
</tr>
<tr>
<td>1978</td>
<td>1,187.3</td>
<td>1,017.9</td>
</tr>
<tr>
<td>1980</td>
<td>1,138.8</td>
<td>983.6</td>
</tr>
<tr>
<td>1982</td>
<td>999.1</td>
<td>909.7</td>
</tr>
<tr>
<td>1984</td>
<td>1,213.4</td>
<td>1,065.0</td>
</tr>
<tr>
<td>1986</td>
<td>1,311.9</td>
<td>1,140.0</td>
</tr>
<tr>
<td>1988</td>
<td>1,420.1</td>
<td>1,202.2</td>
</tr>
<tr>
<td>1990</td>
<td>1,586.7</td>
<td>1,312.9</td>
</tr>
</tbody>
</table>

NOTE: Fiscal year 1990 figures are estimates.

Accounted for more than 70 percent of the budget since 1967, and 80 percent or more since 1982. EHR has been the most variable, ranging from 46 percent in 1959 to a low of 1.5 percent in 1983. It is also the target of recent increases, approaching an all-time high of $322 million of NSF’s $2.2 billion fiscal year 1991 budget.

Within directorates, research funding is very much a bottom-up process. Goals are set by scientific opportunity and the proposal process, as well as in special initiatives from advisory panels. Through its grants program, NSF receives proposals for research spanning the fullest range of science and engineering. The scientific community is NSF’s constituency, and program staff project a strong sense of obligation and commitment to that community. There is an explicit ethic pervading the directorates that discourages heavy-handedness in the setting of priorities. Staff serve as interpreters, advocates, and jurors throughout the priority-setting and planning process.

An exception to the above lies in the Engineering Directorate. Created as a separate unit in 1983, Engineering tends to set its priorities around national needs. For example, a recent initiative involved a Request for Proposals in design and manufacturing systems. It was the sense of NSF staff and its advisory committees that there was a need for research in those areas. In addition, the Engineering Directorate tends to address problems more centrally, and many areas of engineering are cross-disciplinary. To this extent, the divisions of Engineering, and the methods by which they set priorities, differ somewhat from the way other directorates operate.

The agency primarily sets priorities and plans through a process described by many as "... continuous, open, and decentralized." The decision cycle is keyed to the annual Federal budget and annual appropriation cycles. Eight populations provide formal and informal input into the planning process. They are: 1) the National Science Board (NSB); 2) advisory committees; 3) professional societies; 4) NRC; 5) Visiting Scientists, Engineers, and Educators (also known as "rotators’"); 6) NSF staff; 7) the Inter-Directorate Task Force; and 8) Congress.

Each spring, the advisory committees meet with program managers and division directors to recommend priorities for the current year and years to come. Besides scientific opportunity, staff usually recommend that NSF not fund research already well-supported by other agencies.

Plans are eventually forwarded to NSB for consideration at their June meeting. A strategic plan is developed that must be set against the general recommendations of NSB. For example, in 1989, NSB decided on four general priorities for NSF to pursue-international cooperation in research, education, economic competitiveness, and better methods for leveraging Federal dollars (i.e., to share funding with other-typically State or private-sources). If an organizational unit within the agency proposes a new program that covers all or most of these priorities, it has a very good chance of getting a proportional increase in its budget. For example, in the late 1970s it was decided that there should be more funds for the physical sciences in the 1980s; in the 1980s it was decided that in the 1990s NSF should focus on building strength in engineering and computer sciences. The mid- to late 1990s should bring more funds to environmental sciences and geosciences. National needs are very much a part of the planning process.

In addition to planning conducted on a program basis, there has been increasing attention paid to
planning on an activity basis: by whom and how will research be conducted? This has resulted in more support for women and minorities and broader geographic distribution of funds. Between 1985 and 1990, support for the individual investigator went up 25 percent as compared to other research funding modes, such as groups and centers.

NSF faces a daunting task—being all things to all people. The organic act entrusts it with the support of the Nation’s basic research and science education. (Thus, every research program at NSF has an impact on human resources.) Within the scientific community, however, there is growing concern that NSF has reduced its flexibility by relying too strongly on traditional mechanisms to set priorities and allocate funds. While not wishing to abandon peer review, NSF has sought some alternatives. A recent report, which addresses these issues of emphasis and process from the perspective of senior staff, stresses that NSF must serve all research performers, streamline the proposal process, and better integrate human resources with research funding considerations.

Department of Agriculture

USDA is now the sixth largest source of basic and applied research funds in the Federal Government. USDA has a long history of support for research, especially when compared with other government agencies. In 1862, the Merrill Land-Grant College Act recognized the importance of agricultural research and education by setting aside Federal land for agricultural colleges. In 1887, the Hatch Act created the State Agricultural Experiment Stations and assigned administrative responsibility for them to the land-grant institutions. During this time, USDA also grew in power as a research provider, creating an expanding research network.

In the late 1960s, environmental problems began to dominate discussions of research in agriculture, with particular concern expressed for finding alternatives to the use of chemicals as pesticides and in fighting plant and animal disease. Throughout the last three decades, research on human nutrition has been stressed, as well as with finding means for improving the productivity of American farms.

R&D funding levels for USDA since 1955 are tabulated with the other agencies in table 4-3. In constant dollars, USDA R&D funds have hardly grown since 1965. For basic and applied research, the figures are similar. In 1960, USDA research funds totaled just under $0.5 billion. Throughout the 1960s, 1970s, and 1980s, their total grew steadily, but declined from 1985 to slightly under $0.8 billion in fiscal year 1988.

USDA is advised by many groups. Most important is the Joint Council on Food and Agricultural Sciences (JCFAS), created by an act of Congress in 1977 to coordinate and encourage research, extension, and higher education in agriculture. Its members include influential representatives from public and private sectors, producers, industry, and government; as well as directors of research, extension, and higher education activities in universities, agricultural experiment stations, and other centers. While JCFAS has the mandate to evaluate and recommend changes to USDA programs, it cannot direct USDA to institute them. Another advisory body is the Users Advisory Board on Research and Education, with membership selected from those who benefit from research and education. These and other groups advise the various research components of USDA.

Agricultural Research Service (ARS)

ARS was established in 1953 as USDA’s inhouse agricultural research agency. The National Program Staff (NPS) is a core component of ARS headquarters and is responsible to the administrator for planning, developing, and coordinating the ARS.
national research program. There are about 30 NPS employees with expertise in a discipline, commodity, or problem. Their role is individually and collectively to plan research programs, set priorities, allocate resources, review and evaluate research progress, and provide coordination.

ARS has a long-range Program Plan—designed in the 1980s—and an Implementation Plan, which describe how the Program Plan is to be operated over a 6-year period. The Program Plan focuses on the goals, objectives, and broad research approaches that ARS will pursue. The current Implementation Plan covers 1986 through 1992 and considers, among other things, how the budget and shifts in research needs relate to the goals and mission of the agency. This strategic planning is relatively new, having started in 1983. Administrators of NPS feel that the development of the Implementation Plan has enabled them to set priorities, helped in redirection of finds, and has increased communication between ARS and groups such as other USDA agencies, Congress, user groups, and scientists.

The Implementation Plan was put together by NPS and the ARS laboratories with input from industry, academia, and regulatory agencies. Because program areas often overlap, NPS works together in planning for the entire research program. NPS, therefore, is very centralized and not only does planning and priority setting, but also makes allocation decisions and performs program reviews.

Cooperative State Research Service (CSRS)

CSRS is USDA’s “...principal entree into the university system of the United States for the purpose of conducting agricultural research.” It ...participates in a nationwide system of agricultural research program planning and coordination among the State institutions, USDA, and the agricultural industry of America.” Programs of research are jointly developed with the State Agricultural Experiment Stations, forestry schools, 1890 Land-Grant Universities, and other cooperating institutions. The most recent planning exercise resulted in the strategic plan entitled “A Research Agenda for the 1990s.’ This is the first time that such a strategic plan has been developed. It outlines current research efforts and areas of proposed enhancement, including the safety and stability of consumer foods, and the protection of water quality.
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The majority of CSRS Federal funds (approximately $200 million out of the $340 million in fiscal year 1989) comprise formula funds, which are directly appropriated by specific acts of Congress. Special Research Grants amount to another $61 million (fiscal year 1989), and consist mostly of line item appropriations (which many liken to earmarks) requiring oversight from CSRS. Priority setting is negotiated between the cooperating institutions and CSRS. In addition, the Competitive Research Grants Office (CRGO) conducts a nationwide competition for basic research funds in specific fields. CRGO began in 1978 with programs in plant science and nutrition and, by 1985, it had expanded to include animal and biotechnology research. NRC, with strong support from USDA, has proposed a National Agriculture Research Initiative, which would enlarge the USDA Grants Program from $45 million to over $500 million. The program would increase research funds in areas not presently supported at USDA, such as global climate change. 

Forest Service

The research mission of the Forest Service is to "...serve society by developing and communicating scientific information and technology needed to protect, manage, and use the renewable natural resources of the Nation's 1.6 billion acres of forest and related range lands." Within the structure of USDA, the Forest Service is quite separate from CSRS and ARS, as it reports to the Office of the Assistant Secretary for Natural Resources and Environment rather than the Assistant Secretary for Science and Education. Furthermore, its budget is not considered by the congressional agriculture committees in Congress, but by the interior committees.

The decentralized nature of the Forest Service research work force encourages bottom-up planning. Recently the Forest Service stations have been required to submit budgets at four different funding levels, ranging from 90 percent of the funding level 2 years before to 10 percent over the agency request from the prior year. An iterative process between Washington and the stations adjusts what work will be done at different budget levels. Perhaps the most important trend is that in the early 1980s, and before, the budget process was tightly controlled by the Deputy Chief for Forestry Research. Now the process is much more open, and the stations are more responsive to national problems, such as global change, water quality, and endangered species. For instance, the percentage of funding devoted to national problems rose from 28 percent in fiscal year 1989 to 42 percent in the fiscal year 1991 Presidential request, with new developments funded as special initiatives.

---

32 The Forest Service has eight regional Research Stations and the Forest Products Laboratory (FPL) where researches conducted. Within the 8 stations and FPL, 190 Research Work Units (RWUs) are gathered at 74 locations. Over 700 scientists work in these units with a total budget of nearly $150 million. Extramural research is supported at a low level—approximately $14 million per year, although this is deceptive since many of the RWUs are located on college campuses.
33 In practice, Research Work Unit Descriptions (RWUDs) charter work in a particular problem area. They usually prescribe a plan for a 5-year duration and often will build directly on previous work. The Station Director has a large amount of discretion to choose projects at the RWU level, and the RWUDS are reviewed in house in the Washington Office to provide balance in a nationally coordinated program.
OTA found in this and earlier studies that investment in research at USDA has lagged behind other agencies, and that USDA has difficulty in clearly stating its mission, planning for the future, or setting priorities in research. Consequently, much of the new agriculture-related science (e.g., biotechnology) is performed by scientists who are not trained in the agricultural sciences and who do not pursue agricultural problems. Many blame the lack of growth in research funding at the agency to the lack of a comprehensive strategic plan.

Other Agencies

The six agencies described above together devote over $11 billion annually to basic research. Also contributing to the research base, but on a much smaller scale, are the following 10 agencies: the Alcohol, Drug Abuse, and Mental Health Administration (in HHS); the U.S. Geological Survey (in the Department of the Interior); the Smithsonian Institution; the Environmental Protection Agency; the National Institute of Standards and Technology and the National Oceanic and Atmospheric Administration (both in the Department of Commerce); the Department of Veterans Affairs; the Department of Education; the Agency for International Development (in the Department of State); and the Department of Transportation. This group of 10 agencies represents approximately 5 percent of the total Federal expenditure on basic research.

Although their contribution is comparatively small, these agencies lend breadth and flexibility to the Nation’s research capacity.

Crosscutting Descriptions of Agency Priority Setting

Comparisons of the research agencies reveal the variation and complexity in the Federal research system. While agency cultures are very different, the prospect of transferring methods and standards across agency boundaries deserves consideration. OTA first examines various characteristics of the organization and management of the Federal research system.

Division of Labor

The Federal research system can be thought of as a composite of the various agencies that support research. Each agency has a mission and therefore a purview of research responsibility. NSF and NIH, for example, have the broadest scope in research areas funded. Any project within a discipline that is of high quality and does not clearly fall under any other agency’s jurisdiction can be a candidate for funds.

NASA, DOE, DOD, and USDA have more restrictions (than NIH or NSF) on the research areas that they support. NASA supports science that can make use of space (and most often seeks information about space), either through satellites, experiments above the atmosphere, or human exposure to zero gravity. DOE funds research relating to nuclear weapons and all forms of energy and its effects on humans and the environment, which is interpreted broadly in the Department.

Although some claim that because the research areas supported by DOD and USDA are closely tied to their technical missions, the research by definition cannot be basic or fundamental in nature. Indeed, OTA finds that the research supported by these agencies can be as fundamental as that supported by other agencies, such as NIH or NSF. In addition, the amount of funds spent on basic research at these agencies is comparable in size to that disbursed by NSF. Nonetheless, these agencies’ priorities shape research goals.

Areas of support among the agencies allow a multitude of questions to be posed and investigated differently within the research system. This also provides some measure of pluralism in research opportunities, i.e., many researchers have two or three agencies (and even more programs) within the
Federal Government to apply for funds. Pluralism has long been hailed by the scientific community as a strength of the research system in the United States. However, the pursuit of agency missions is not without legislative contention, as Congress consistently asks agency managers, in authorization and appropriations hearings, how specific research programs support the agency mission."

Coordination

The division of labor among the agencies does not seek to eliminate overlap; indeed, agencies cooperate to fund some areas of mutual interest. Agencies with broad research agendas, such as NSF and NIH, coordinate more routinely with other agencies—more than those, such as USDA, with a more narrow scope.

In addition, because of the size of agencies and departments, coordination within the agency or department can be important as well. For example, the services in DOD sometimes attempt to find a niche in a scientific area so there is no overlap with another service. In supercomputers or artificial intelligence, for instance, the Air Force has chosen to rely on the other services. The Air Force in turn takes the lead in other areas, such as mathematical control theory. In areas that require overlap, however, agencywide committees are often employed to coordinate the activities of the services, DARPA, and SDIO.

Coordination among and within Federal agencies occurs at two levels, at the agency program level and at the research performer level. Agency-level coordination generally occurs through committees. One standing coordinating mechanism is the Federal Coordinating Council on Science, Engineering, and Technology in the Office of Science and Technology Policy. It has several subcommittees, such as Global Change and High-Performance Computing, which provide a forum in which agencies can communicate (see chapter 5). Other committees that are not governmentwide also exist, which may coordinate two or more agencies on a specific topic.

Researcher and program manager level coordination occurs through meetings and other communication that is a normal part of the discourse of the scientific community. It is at this level that the separate roles of agencies are most apparent and that researchers accommodate to changing funding levels in the cooperating agencies. An illustration of agency and performer interaction can be found in superconductivity research (see box 4-C).

Bottom-Up and Top-Down Management, and the Use of External Advice

One of the most prevalent styles of management of research has been loosely titled bottom up, which implies that research ideas and priorities originate with researchers who communicate these ideas to their sponsors (agency program managers, for example). These managers in turn talk to their superiors. As ideas percolate, their relative importance is set. Bottom-up management contrasts with top-down management, where the most senior decisionmakers in an agency decide the priorities for the system, or their part of it. These directives are then transmitted down the organizational ladder in consultation with managers, eventually to researchers.

OTA finds that in the research agencies both kinds of management are prevalent and are often mixed. In short, decisionmaking is more complicated. Some agencies employ much stronger top-down direction. In the Agricultural Research Service of USDA, priorities are set by the National Program Staff, and at DOD, managers at all levels exert a great deal of influence over the areas in which they support projects. On the other hand, agencies such as NSF and NIH employ mostly bottom-up management. At NSF, this means that only priorities among areas of support are set at the top (by the Director, the Assistant Directors, and NSB). For example, deci-


39 Overlap in support responsibility among agencies for certain areas of research ensures better diffusion of results into multiple applications, akin of inadvertent diffusion policy. Harvey Brooks, Harvard University, personal communication, February 1991.

40 A very good example is the Joint Services Electronics Program, operated continuously since 1945, in about 20 or so universities. The three military services provide equal contributions to each university group, but delegate administration to one service. For example, Harvard University and the Massachusetts Institute of Technology each have such a program administered by the Office of Naval Research. This is a fairly successful interdisciplinary program. Ibid.
Box 4-C—Coordination of Superconductivity R&D

Major research initiatives are usually executed by one Federal agency, based on the scope of the research and the mission of that agency. There are exceptions, of course, where research on one area is done in several different agencies, and these research areas bring with them the added burden of coordination. In the case of superconductivity, coordination becomes especially important since research is spread among several different agencies, primarily the Departments of Defense (DOD), Energy (DOE), and Commerce, the National Science Foundation, and the National Aeronautics and Space Administration (NASA).

There are two aspects of coordination that require quite different approaches. First, coordination is required to monitor the different programs and make appropriate decisions to ensure an efficient allocation of research funds to all of the agencies. Second, at the researcher and program level, there must be an adequate flow of information between researchers to avoid overlap or duplication of research. Effective coordination at both the national level and the researcher level is vital to a successful research program.

Congress has made several attempts to encourage coordination of superconductivity research and development by the executive branch. Part of the 1988 Omnibus Trade and Competitiveness Act created the National Commission on Superconductivity (NCS) which was to meet, produce a report and then dissolve by December 1989. The Trade Act also mandated an increase in staff for the National Critical Materials Council (NCMC), which at the time had no active members. Finally, the National Superconductivity and Competitiveness Act of 1988 called for cooperation between the Office of Science and Technology Policy (OSTP), NCMC, and NCS in order to produce a 5-year National Action Plan for Superconductivity to be accomplished by annual reports.

The success of these initiatives has been limited. The 5-year National Action Plan was published in December of 1989, but the formation of NCS was delayed, so it did not take part in the plan’s formation. Although the plan itself acknowledged the need for better Federal coordination, it lacked both the budget recommendations and the long-term perspective Congress had requested. In addition, the Federal Coordinating Council on Science, Engineering, and Technology Committee on Superconductivity report of March 1989 did little more than assemble agency superconductivity budget data and list various programs.

Fortunately, at the researcher and agency program level, the exchange of information has successfully protected superconductivity research from overlap and duplication. Programs at different Federal agencies have aided scientists in the exchange of research information, if not actual coordination of effort. The Ames laboratory distributes the “High-Tc Update,” a widely read newsletter; the national laboratories have broadcast nationally several high-temperature superconductivity conferences; and DOE has established a computer database that shares research results with industry. NASA also maintains communication through the Space Systems Technical Advisory Committee, a group with representatives from industry, universities, and government organizations.

The success of the ground-level coordination efforts is promising, but the resistance to priority setting from the administration may inhibit the progress of superconductivity research. In particular, such questions as whether DOD funds too high a percentage of superconductivity research, and whether the Federal laboratories are doing too much of the research relative to other performers are important to the future success of the development of superconductivity. These questions must be addressed through agency-level coordination.

1Funding levels at each agency, of course, are separate and perhaps one pressing issue. See Kim A. McDonald, “Panel Urges Increased Support for Superconductivity,” The Chronicle of Higher Education, VOL 36, No. 46, Aug. 15, 1990, pp. A5, A7.


3Ibid., p. 69.

Agencies that are more bottom up also tend to employ more panels or to commission more studies from outside of the agency to help set priorities. At NSF, NIH, and NASA, standing external committees, NAS, the National Academy of Engineering, and the Institute of Medicine play significant roles in deciding agency priorities. However, agencies...
such as DOE, USDA, and DOD employ outside panels to assist in determining research directions to a lesser extent.

Another difference between top-down and bottom-up management is the degree to which the agency becomes invested in the success or failure of a project. For example, DOD has a large operational investment in the results of the research it supports. This provides an atmosphere that reminds researchers that DOD has a stake in their success. Consequently, these researchers report favorably that DOD is more realistic about the funds and time needed to complete a project, and program managers are more available during the course of the project to aid with difficulties that may arise. This contrasts with the experience of NSF and NIH researchers where the agency does not have a stake in the success of any one project, because there is no expectation of direct “use” and no timetable for making “progress.”

**Intramural and Extramural Research**

Five of the agencies that OTA studied support intramural research (NIH, DOE, DOD, NASA, and USDA). Intramural research facilities are most often within laboratories either run directly by the agency or by an outside contractor. Together the Federal research agencies are the primary sponsors of hundreds of laboratories. Some are administered directly by the Federal Government, such as NASA’s Goddard Space Flight Center, while others are administered by a university or corporation, such as DOE’s national laboratories. Laboratories can be funded *institutionally*, where monies flow from the research agency to support all activities at the laboratory, or *industrially*, where the laboratory competes with other laboratories and research organizations to perform research for clients in number of research agencies. Often there is a mixture between institutional and industrial support within a laboratory, as in many of the DOE national laboratories.

**Intramural Research**

Research in intramural laboratories has many distinct advantages for the Federal Government. First, laboratories can maintain a research effort over one or more decades. Second, laboratories can easily incorporate a multidisciplinary approach to problems. Third, DOE managers report that they more often fund “risky” research—research that has a very good chance of abject failure, but also a good chance of resounding success—at the laboratories, because the laboratories can absorb a setback without jeopardizing graduate students or young faculty. Fourth, project managers can easily maintain their involvement in the projects at a laboratory. Fifth, the research at the laboratories can be put “on the fast track,” in the words of one manager, when the results are needed on a timetable. Sixth, there is ample evidence that the laboratories can often perform research at a reduced cost to that performed extramurally. Finally, the laboratories are often the only sensible place to site facilities needed for a project, because access and maintenance can be assured.

Disadvantages of intramural research include problems in recruiting and retaining personnel. The

---

41 This suggests that differences in project monitoring more or less create the need for ex post accountability—and the call for evaluation of project outcomes (see ch. 8).

government laboratories must pay on the Federal pay scale, but while salaries have risen in academia and industry for scientists, growth in salaries in the Federal Government has been very slow. Consequently, although research problems addressed at the laboratories and the research environment can be very exciting, researchers are often attracted by much higher paying and more flexible jobs elsewhere. Some critics claim that the pay scale and government cutbacks have limited the quantity and quality of research in the Federal laboratories. In addition, intramural laboratories often do not support graduate students, which are an invigorating part of research.

Another disadvantage is that many laboratories are large organizations. While they were built with a mission (or a set of missions) in mind, the mission may have been achieved or abandoned. The laboratory must then find a new mission or face the prospect of downsizing or phaseout. Laboratories have sometimes moved from mission to mission, but this can lead to great stress in the organization.

Extramural Research

The advantages of extramural research include competition on the “open market” for the best research teams for a particular problem. (Note that laboratory teams can often compete for these funds as well.) Extramural researchers are paid competitively and can be solicited for one project. The research performers are top scientists in an area and enjoy access to state-of-the-art equipment.

Disadvantages of relying on extramural research are, first, that extramural researchers must bid for the project. If a new project is not associated with enough gain (either in money, equipment, or publications), it is difficult to find extramural researchers willing to apply (although this may also be true in some cases for intramural laboratories). In academia, government-sponsored research is also constrained by the academic environment. For example, although DARPA funds university research, on some projects DARPA finds it difficult to work solely with universities. The university structure of research, with a professor and his or her graduate students, often operates too slowly for DARPA’s purposes. Also, DARPA reserves the right to terminate at any point, which can be disastrous for a professor and especially for a graduate student.

OTA finds that both intramural and extramural capabilities are important for the advantages they provide the agencies; both should be supported by the Federal Government. At present roughly one-quarter of all research funds are spent intramurally, slightly under one-half extramurally in universities or colleges, one-quarter in industry, and one-twentieth by other performers.

Issues of Agency Priority Setting

Some priority-setting issues are of particular concern across all of the research agencies. OTA identifies four in particular: 1) risk-taking and conservatism, 2) flexibility, 3) strategic planning, and 4) redirecting the agencies.


45For example, see Kneze, op. cit., footnote 9, p. 38. Similar statements were made in several OTA interviews at the research agencies.

46Also, biologists tend to become bureaucratized as Federal pay policy leads to a gerontocracy, with the least entrepreneurial people staying on. The success of intramural research is that it is much easier to do relatively ‘boring’ but vitally useful research, e.g., spectroscopic tables, and systematic physical and chemical property measurements. Brooks, op. cit., footnote 39.


48This problem could be compounded by the recent Bush Administration proposal to charge users of Federal facilities, such as Brookhaven National Laboratory’s synchrotrons light source, a fee to cover operating costs. See Mark Crawford, “Researchers Protest User Fees at National Labs,” Science, vol. 251, Mar. 1, 1991, p. 1016.

49In response, outside panel recommendations, three agencies with substantial inhouse research—the Department of Agriculture, the National Oceanic and Atmospheric Administration, and the Environmental Protection Agency—are seeking to expand their extramural programs, if Congress approves. See Elizabeth Pennisi, “New Policies at Three Federal Agencies Lend More Support to Outside Research,” Science, vol. 251, No. 2, Jan. 21, 1991, pp. 3.5.

Risk-Taking and Conservatism

Agency cultures promote differences in the kinds of projects selected for funding. In particular, agencies differ to a large extent in the amount of risk-taking in research that they encourage in scientific programs and by research managers. Risk-taking can be defined in a number of ways. Perhaps most important is that risky research is not considered in the mainstream, no specific outcome of the project is assured, and a large chance of failure exists (i.e., of not reaching the objectives set out in the proposal). However, the definition of risky research changes depending on the agency and field of inquiry, and to some extent, every research project is inherently ‘risky.’

Within agency cultures some programs can assume more risks, because in the pursuit of a specific objective it is often wise to try some conservative, yet slower means, along with more experimental, less certain paths that might yield large payoffs. DOD claims to take the most risks in the course of its research program. DOD expects that most basic research will not attain the results that it originally proposed. Within the 6.1 category, DOD research managers assume that less than 30 percent of the projects will succeed; within 6.2, roughly 30 to 60 percent; and, within 6.3A, roughly 60 to 90 percent. Supporting unsuccessful projects is viewed as part of the business of finding projects that do pay off. 51

in contrast, when there is no defined goal, how is risk defined—proposals that earn diverse ratings from peer reviewers? that are submitted by researchers with no track record? or that appear to be of marginal interest to the particular program weighing its merits? Attributes of risk are not clear cut. Further, the pace and impact of results emerging from federally funded research projects are no guide to their ‘riskiness,’ judged retrospectively.

Yet NSF and NIH managers claim that 90 percent or more of the projects that the agencies support are ‘successful.’ Success in the NSF and NIH context may mean that refereed publications were produced from the project. This satisfies the criterion of adding to the archive of knowledge, without measuring how that research was received by the community. 52 NSF has recognized a need to support more “high-risk” projects, instituting the Small Grants for Exploratory Research program to engender more risk-taking (see box 4-D).

Since it is obvious that not all scientific advances are made through slowly evolving research (epitomized by DOE’s fusion energy program), but often with new and exciting projects, it is important for each Federal agency (and probably most research programs within it) to support both kinds of projects. This point is recognized by the scientific community when it simultaneously urges funds for new avenues of science as well as for the “science base,” by which is meant the protection of evolutionary (and usually individual investigator, small team) research. While DOD addresses risk-taking through expectations for project outcomes and NSF has created a separate program, most agencies rely on program manager discretion to incorporate risk-taking. As priorities are set in new areas, it is very important to continue, and even augment, risk-taking in individual investigator research, and agencies should be encouraged to increase their efforts to fund risky projects.

Flexibility

When new priorities are introduced at a research agency, it must be flexible enough to reorient and develop relevant programs. Flexibility can be defined in a number of ways. But the most critical aspect of flexibility for funding scenarios in the Federal Government is the ability to make tradeoffs among scientific programs and to pursue growth by substitution—to start and stop programs, and to encourage new ideas without allowing fiscal constraints to hinder (or undermine altogether) their pursuit.

At the program level, flexibility is already provided in several ways. First, many agencies budget discretionary monies for managers to pursue new ideas. For example, some agencies (e.g., the Office of Naval Research) divide their pools of money into ‘core’ and ‘accelerated’ research initiatives. Core programs maintain expertise in certain areas and rely on principal investigators to propose goals for their research. Accelerated initiatives allow significant amounts of money to be quickly infused into a specific project area. Second, programs that disburse

51 These figures are a consensus among the Department of Defense managers whom OTA interviewed.
Box 4-D—Small Grants for Exploratory Research

Risk-taking is an important part of scientific research. In particular, the rate of scientific advancement witnessed this century could not have been achieved had the Nation not invested in some high-risk research along the way. However, the National Science Foundation (NSF) has been criticized that its funding decisions, based on a system of external peer review system, has become too conservative. In response, NSF instituted in 1989 the Small Grants for Exploratory Research (SGER) program, which funds only small, high-risk research projects. In the words of a former NSF assistant director, who spearheaded the pilot program that led to SGER: “With the small amount of money, relatively, that NSF can give out, we cannot take care of all research needs. On the other hand, we have sufficient amounts of money to stimulate more creative and innovative research by playing a catalytic role.

SGER grants are funded differently from ordinary NSF grants in several important ways. The definitive difference is that SGER grants go exclusively to researchers who are exploring “novel ideas” or “emerging research areas. In addition, NSF eliminated formal, external peer review. Final recommendations on funding are left entirely up to the program manager, although the manager may certainly seek as much advice as he or she desires. More than in other NSF programs, grant applicants are encouraged to discuss their proposals with the program manager before submitting them in order to ascertain the proposal’s chance for success. This reduces the number of unsuccessful proposals submitted, thus increasing the efficiency of the process and saving time. Also, this practice helps to foster a favorable working relationship between the researcher and the program manager. However, critics fear that this interaction might “work against faculty who are not comfortable with selling themselves to others.”

Processing speed is another important aspect of the SGER program, as high-risk research often implies fast-paced. SGER grants are limited to $50,000, and the duration is no more than 2 years, usually only 1. Keeping grants on this smaller scale can make them easier to process.

In 1990, NSF funded 244 SGER proposals (while declining 210) at an average award of $34,254. Also encouraging is the amount of activity in divisions, such as the biological sciences and Earth sciences, where the SGER program is being instituted for the first time. The SGER program appears to provide an outlet for NSF to fund cutting-edge, high-risk research that the traditional NSF peer review system might not be equipped or inclined to support. The genre most served seems to be “cross-disciplinary” research, such as studies of natural disasters. In addition, an Expedited Awards for Novel Research program (forerunner of SGER) survey of recipients found that 90 percent of SGER-funded researchers go on to apply for a regular NSF grant.

SGER program spending is limited to 5 percent of each program. However, it appears to provide access to NSF funding for new researchers and, as one researcher put it, SGER support might result in “fewer publications per dollar, but more chances for quantum leaps in advancing science.”

---

1. The National Science Foundation’s own survey of 14,000 applicants who had been awarded or declined funding during fiscal year 1985 found that two out of three agreed with this statement: “NSF is not likely to fund high-risk exploratory research because the like W of obtaining favorable reviews is slim.” See National Science Foundation, Program Evaluation Staff, Proposal Review at NSF: Perceptions of Principal Investigators, NSF 88-4 (Washington, DC: February 1988), p. 18.


3. What follows, unless otherwise indicated, is based on National Science Foundation, Small Grants for Exploratory Research brochure, 1989.


7. The fate of such proposals at the National Science Foundation, at least before the scope of the Engineering Directorate was enlarged, was problematic. See Alan L. Porter and Frederick A. Rosani, “Peer Review of Interdisciplinary Research Proposals,” Science, Technology, & Human Values, vol. 10, No. 3, summer 1985, pp. 33-58.

8. Investigators without prior National Science Foundation support are encouraged to apply to the Small Grants for Exploratory Research program, and the program indeed seems to attract many part-time applicants. See Bjorklie, op. cit., footnote 2, p. 19.

money by manager discretion have inherent flexibility. Specifically, program managers have the ability to continue or disband a research project, whereas in competitive peer reviewed grant programs many more persons—the ad hoc or standing peer review panel and the program manager—are asked to concur on a specific decision. Finally, in some programs, such as the Office of Space Science and Applications at NASA, managers are allowed some portion of their budget as discretionary. Discretionary money is important to foster new ideas within a ‘‘zero-sum’’ climate where money spent on one research project detracts from another.

Agencywide tradeoffs in budgeting and resource allocation are very important, but once a program has been initiated it is hard to end. This happens for a number of reasons. First, many people have become invested in working and supporting the program. Second, the program’s political constituency may wish to see it pursued, and may lobby both Congress and the agency. Finally and most likely, given funding constraints, it maybe very difficult to start a new program. It tends to be easier to redefine an old program to meet new goals, though it may not be immediately as effective as a completely new program.

OTA finds that agencies and managers throughout the Federal research system could be provided with the means, and perhaps incentives, to be more flexible. Ending one program and starting another could be made easier. More discretionary money could be provided, incentives for managers could be increased, and manager discretion accompanied by accountability and attention to success could be encouraged. Flexibility to adapt to research developments within a changing budget envelope is imperative. The production of excellence in research and the reduction of stress if funding does not keep pace with demand by the research community must go hand-in-hand.

Strategic Planning

Strategic plans have recently been employed by many of the research agencies as an important component of the research portfolio. These agencies include the three services in DOD, CSRS in USDA, the NSF research programs (through NSB), and the Office of Space Science and Applications in NASA. While these agencies have always planned their near-term activities, many agencies have begun to codify the plans and publicly distribute them for comment.51

Strategic plans are very useful because they communicate within the organization, the Federal Government, and the research community the intentions of the research program over the next 5 to 20 years. They articulate the mission of the research investment and outline the steps necessary to attain intermediate and long-term goals. The mission may be as general as supporting research in abroad area, or as specific as solving a particular problem or developing the foundation for a specific technology. For instance, in the strategic plan for OSSA, NASA states that it will attempt to launch a combination of small and big satellite missions every year, thus showing a commitment to small science missions in space. If a program already has a clear idea of its mission and the means of attaining its goals, then the construction of a strategic plan is relatively easy. If that understanding does not exist, then the creation of a plan can be very useful in defining and pursuing those objectives.

Often the formation of a strategic plan is resisted within a program for fear of perpetuating relative funding differences and forcing decisions prematurely to pursue specific objectives. Judicious and regular revision of plans has led to a more realistic allocation of funds and allowed oversight by the executive branch and Congress to proceed smoothly. Rather than arbitrarily freezing the program, its potential can be highlighted and new options entertained within and without the current program structure.

While strategic plans are not the solution to all of the problems presented by the changing research economy, and can be used to justify decisions rather than to improve on them, OTA finds that strategic and contingency plans (especially when accompanied by ex post evaluation—see chapter 8) are elements that can be employed by the research

51 There is a school of thought (to which OTA substantially subscribes) that strategic plans are primarily useful for communication and have two negative potentials: 1) they may be put on the shelf and ignored, and 2) they may be implemented blindly. Strategic planning needs to be an institutionalized ongoing process, and plans need to be working documents that are constantly revised so the planning horizon rolls forward.

54 Programs and agencies within the Department of Defense, the National Aeronautics and Space Administration, the National Science Foundation, and the U.S. Department of Agriculture have recently produced strategic plans. The National Institutes of Health is in the process of developing one.
agencies to plan for the future, increase communication, and accommodate new and continuing developments within the Federal system.

Redirecting the Agencies and Addressing New Problems

What happens when the current mission of the agencies is no longer well formulated or appropriate? Many agencies have been chastised that their mission is either out of date or lost amid a multitude of programs. Observers further claim that the agencies are calcifying, pursuing programs and setting priorities because of tradition rather than national need.

For example, DOE has been challenged that it does not support research that primarily seeks to solve the Nation’s energy problems, but instead supports a broad array of research programs from high-energy colliders to radiation exposure in humans. Some claim that these problems would be better pursued in an agency like NSF and that DOE should concentrate on energy research. In a contrasting example, USDA has been repeatedly criticized for supporting a narrow research agenda. Biotechnology and other fields related to agriculture do not easily gain support within the USDA system. Critics point out that the USDA system does not coordinate well and many research opportunities fall through the cracks between ARS, CSRS, the Forest Service, and other programs. In a third example, after a series of large programs had not lived up to expectations (e.g., the Space Shuttle and the Hubble Space Telescope), a Presidential commission was created to conduct a comprehensive review of NASA priorities and procedures.

Many agency problems result from Federal attempts to cope with tighter budgets and setting of priorities. OTA finds that the Federal agencies are responsive to changing national needs, but are limited by the program structure and budget. Agency missions were defined many decades ago, often when budgets were expanding, and these mission statements were ambitious. Agencies always seek growth as an overall objective. But decisionmaking structures do not serve as well when tradeoffs between agency programs must be made and managers have little incentive to terminate programs. For the research system to thrive in the 1990s, the termination of some programs in favor of others may be required.

Some also question whether the scope of many agencies’ programs should be reduced so that whatever they decide to do they can do well. Perhaps lessons learned at DARPA are instructive. DARPA rarely pursues a problem without the required funds, and attempts not to start programs at low levels (which implies that the budget must free up to accommodate the program sometime in the future). DARPA personnel regard this philosophy as crucial to their success.

In summary, crafting goals and missions for the Federal agencies as the research economy changes is not just a matter of the scientific objectives, but also of management. The agencies were created at different times over the last half century and carry with them cultural traditions and organizational structures. As new goals are assigned to the research system, Congress and the executive branch must pay special attention to the capabilities and decision-making mechanisms of each agency. His includes the methods by which priorities are implemented in the selection of researchers and projects for support. OTA considers these methods next.

Funding Allocation in the Federal Agencies

When applying for Federal research funds, researchers submit a proposal. In general, a proposal requests support for an individual, a specific project, or a center, and is submitted to a particular program in an agency for review. The process of review can be thought of as a continuum of methods ranging

57Advisory Committee on the Future of the U.S. Space Program, op. cit., footnote 18.
58Indeed they are encouraged to keep programs in operation. See Harvey Averch, “Policy Uses of ‘Evaluation of Research’ Literate,” OTA contractor report, July 1990. Available through the National Technical Information Service, see app. F.
from soliciting advice from experts outside the agency, or peer review, to relying solely on the judgment of the research officer who must defend decisions to award or decline funding; this might be called manager discretion. In practice, a mix of these methods, even within the same agency, is common.

Peer Review

"Peer review" describes a family of methods used to make funding decisions about research projects. It usually comprises a multistage process, where reviews of the proposal are solicited from experts in the scientific subdiscipline of the proposal. Reviewers are most often asked about the technical excellence of the proposal, the competence of the researchers, and the potential impact of the proposed project results on a scientific discipline or interdisciplinary research area. Peers may also be asked about the project's relevance to the objectives of the funding program. The proposals and reviews may then be considered by a panel of experts, and competing proposals compared. The panel eventually ranks the proposals in the order in which they think the proposed projects should be funded.

There are distinct advantages to this form of proposal review: the participants are acknowledged experts who make absolute and relative judgments of proposal quality, or ‘‘scientific merit,’’ and who offer their time on a largely volunteer basis. The process is expected to operate according to values of fairness and expediency. However, at the two agencies that depend most on external peers, NSF and NIH, problems with and suspicions about systematic biases in proposal review have produced a series of studies and self-studies. Such studies raised questions about the composition of review panels and the fate of proposals submitted by investigators at research universities.

Probably the most predominant criticism of peer review, and the one that has troubled Congress the most, has been the allegation that it is controlled by an "old boys network," which informally favors those like themselves, and that decisions are made behind closed doors where aspersions can be cast against a researcher without providing a forum for refuting them. Attempts have been made at both NSF and NIH to correct faults found in peer review, but neither agency would suggest that all of the problems have been freed. Rather, given the strength of peer review in soliciting expert opinion, they ask "what method is better?"

Manager Discretion

Manager discretion as a project selection method refers to agency investment in the expert judgment of a single decisionmaker or administrator—the program manager. This is not only the technical judgment of the manager, but also his or her ability to put together the best portfolio of research to achieve the goals of the program. Manager success is therefore seldom evaluated on the basis of one project or before a series of projects are complete. Rather, it is based on the success of an entire research program. In agencies that rely heavily on manager discretion, there is strict accountability of managers for program decisions. But managers do not work in isolation; there is oversight from superiors, and inhouse advice is readily available. In

---


61For a recent example of such an analysis at the National Science Foundation, see James McCullough, "First Comprehensive Survey of NSF Applicants Focuses on Their Concerns About Proposal Review," Science, Technology, & Human Values, vol. 14, No. 1, winter 1989, pp. 78-88, and associated commentaries that follow the article.


63What OTA is calling "manager discretion" is discussed in the organizations literature as a management tool or approach that springs, for example in the case of the National Aeronautics and Space Administration space program, from "... the complex conceptual, planning, administrative, and evaluative tasks facing the agency and its contractors." See Karl G. Harr, Jr. and Virginia C. Lopez, "The National Aeronautics and Space Administration: Its Social Genesis, Development and Impact," Managing Innovation: The Social Dimensions of Creativity, Innovation and Technology, S.B. Lundstedt and E.W. Colglazier (eds.) (New York, NY: Pergamon Press, 1982), p. 181.
particular, technical judgments of inhouse staff are commonly solicited, and additional reviewers can be tapped from outside the agency.

Manager discretion has many advantages as a funding allocation mechanism. First, because program managers are intricately involved in the development of a program, they can best gauge the relevance of projects selected for funding to program objectives. Second, manager discretion allows an agency to implement new goals quickly, since it is easier to instruct managers to alter selection criteria or allocation methods (and hold them accountable for doing so) than to convince external peer reviewers to weigh factors other than technical merit in the rating of proposals. Finally, the ethos of manager discretion can result in the funding of proposals that do not reflect the collective wisdom in vogue. As put by one manager at the Office of Naval Research, where manager discretion is the rule: “We don’t take votes in the science Community.”

However, manager discretion can also suffer from isolation—soliciting too little opinion from outside of the agency, as well as relying foremost, and sometime solely, on the technical judgment of the program manager. Manager decisions can also be seen as capricious, since they are not based on a consensus among peers. Also, wherever manager discretion is used as a decisionmaking device, it assumes an organizational structure that recognizes managerial responsibility for activities and objectives within time and cost limits.

Although on the surface peer review and manager discretion seem very different, many agencies use a combination of the two in their decisionmaking. What follows is a brief description of the funding allocation methods in the major research agencies. For a more detailed discussion, see appendix C.

Agency Overview

NIH can be considered the original site of peer review in the Federal Government, beginning with the National Advisory Cancer Council in 1937. Today, NIH has an elaborate “study section” system for soliciting and reviewing proposals from extramural researchers. Section “secretaries” are pivotal in proposal processing. Study section recommendations are directed to 1 of 13 institutes and must ultimately be approved as funded projects by the appropriate advisory council. NIH intramural researchers located in NIH laboratories around the country compete for separate support. NIH uses almost 100 chartered panels to recommend decisions about the relative merits of proposals.

DOD research agencies rely primarily on inhouse review and manager discretion. DARPA in particular is known for its strong program managers. DARPA solicits proposals tailored to a field of interest and specific research objectives. Funding is awarded (and withdrawn) almost exclusively at the discretion of the project manager. The Office of Naval Research controls most of the 6.1 funding for the Navy and is also noted for the independence of its program managers who are often referred to as ‘czars.’ The Air Force Office of Scientific Research disburses all of the Air Force’s 6.1 budget, both to its own laboratories and to universities, with inhouse review and manager discretion decisive in project selection. Army research programs are decentralized, and inhouse review is used to allocate monies to universities and numerous DOD laboratories. The University Research Initiative in the Office of the Secretary of Defense supports additional research at universities. The funding, however, is allocated through the services and DARPA.

Research proposals at NASA are processed differently by the Office of Space Science and Applications and by the Office of Aeronautics, Exploration, and Technology. At OSSA, proposals relating to future flight missions are solicited through Announcements of Opportunity (AOs). Research Announcements are more modest in scope than AOs, and can solicit “guest” observers (who will participate in a mission after the original investigators) and support theoretical work. Unsolicited proposals are also considered. Funding is based primarily on technical merit reviewed by an expert panel selected by the program manager, an inhouse group, or an outside contractor. NASA staff provide further

---

64OTA interviews at the Office of Naval Research, spring 1990.
66The National Institutes of Health is the largest part of the Department of Health and Human Services; only one other Component of this department, the Alcohol, Drug Abuse, and Mental Health Administration, supports extramural research.
review to determine feasibility and mission relevance. Proposals are ranked and the program manager selects from the top 20 to 40 percent. Division managers must approve these selections. At OAET, proposals are solicited through Requests for Proposals. All responses are reviewed inhouse, and most grants and contracts are administered by NASA laboratories. In all, one-half of OAET’s total R&D funds is disursed to the laboratories (chiefly Ames, Langley, and Lewis), while 30 percent goes to industry, and 20 percent to universities.

DOE’s civilian science programs use many of the same proposal review techniques as NASA, with peer review of scientific merit and final judgment by the program manager. All proposals are solicited through Broad Agency Announcements. The majority of research funds are awarded to the laboratories, and these expenditures are estimated in the budget request for DOE. Almost all of the agency’s defense research is done at the laboratories; funding is competed among them and distributed on the basis of inhouse reviews.

NSF funds only extramural research. It uses program announcements and, through its system of ‘‘rotating’’ program managers, routinely circulates members of the research community into the agency’s decisionmaking apparatus. Although peer review is the guiding principle of NSF proposal review, its form varies greatly within and across agency directorates, divisions, and programs.

USDA is a multilimbed agency. The funding procedures of the Agricultural Research Service are highly centralized and totally inhouse. Proposals are received in response to an annually revised 5-year National Program. They are sent for external review only after the decision to fund has been made and only to approve the dollar amount of support. The Agriculture Grants Program of the Cooperative State Research Service is a separate arm of USDA. Outside panels rank proposals and, along with program managers, determine funding levels. CSRS also has “nationally targeted programs” and “special programs,” the latter being congressionally earmarked funds. Both categories are supervised inhouse. The Forest Service is another arm of USDA, with stations scattered around the United States competing for funds from the National Program. Research work unit descriptions are solicited from all of the laboratories and are competed at the national level; outside review is rarely solicited.

**Blurring of Peer Review and Manager Discretion**

This overview illustrates the various combinations of peer advice and manager discretion used in the research agencies. Some research agencies have always used a particular method—DOD has consistently relied on manager discretion augmented by informal reviews. Some agencies have recently altered their methods.

For instance, NSF renamed its proposal review process ‘‘merit review’ in 1986 to reiterate that ‘‘merit consists of more than peer judgments, especially relevance to agency missions.’’ Likewise, NIH stresses the role of institute advisory councils in weighing priority scores against program relevance (for an example see box 4-E). While it has always been the case that technical merit is a necessary but not sufficient condition for research funding at agencies other than NSF and NIH, the exercise of manager discretion in the selection processes of these peer review-based agencies has become more explicit.

The issue is not which method, peer review or manager discretion, is better, but that either one, or a combination, can be used effectively to address

---

67 Other discretionary money (representing about 10 percent of the budget) is available to the division director and the program manager. It is disbursed for projects of higher risk, or for specific needs not addressed through the procedures described above, using a less formal procedure (sometimes only with internal review).

68 For example, in fiscal year 1989, the National Science Foundation (NSF) received 44,300 proposals and made 16,700 awards. The agency supports the research of 18,900 scientists (including salary for an average of 2 months each year), 3,600 postdoctoral researchers, and 15,600 graduate students. The average award amount to individual investigators ranges across directorates from $50,000 to $150,000. Comparable information (all of these categories, over the last decade, is lacking for the other agencies except the National Institutes of Health and the Department of Veterans Affairs. See U.S. Congress, Office of Technology Assessment, “Proposal Pressure in the 1980s: An Indicator of Stress on the Federal Research System,” staff paper of the Science, Education, and Transportation Program, April 1990, pp. 4-7, and table 1. Since publication of OTA staff paper, NSF has developed revised numbers for competitively reviewed proposals: 27,300 received and 8,400 awarded with a median annual award of $55,000. Linda Parker, National Science Foundation personal communication, Jan. 23, 1990.


Box 4-E-Fine-Tuning Project Selection at NIGMS

The mission of the National Institute of General Medical Sciences (NIGMS), one of the 13 National Institutes of Health, is the support of basic research in the life sciences. Early in 1990, the National Advisory General Medical Science (NAGMS) Council issued new guidelines that expand the factors taken into consideration by the scientific staff in making project funding decisions. "In times of extremely constrained funding," the NAGMS Council stated that "... the Institute [must] promote the broadest possible diversity of ideas and approaches ..." and "... encourage the ideas and talents of established investigators and of the young or new investigators who will provide the next generation of research accomplishments." The NAGMS Council recommended a policy authorizing that special consideration be given to a highly rated application from an investigator "... who has no other significant source of research support ..." as opposed to such applications from investigator "... who whose total research support from all sources, including the pending award exceeds $500,000 (direct costs)."

Under this policy, the advisory council chose to free up funds by: 1) reducing the amount of funding received by some investigators in the $500,000 plus category, 2) not approving two awards for projects that were within the "theoretical" NIGMS payline, and 3) cutting 30 percent of the competing continuation grants (60 out of 200) beyond the 12 percent across-the-board reduction. As a result of this shift of funds, 6 percent of institute awards (n=21) were made to "... grantees who had no other significant source of research support and who also had percentiles that were beyond the theoretical Institute payline,..." i.e., who would not have been funded under the traditional NAGMS guidelines.

What are the lessons derived from this advisory council action? There are at least two appraisals. The positive one is that an NIH advisory council is searching for ways to support investigators without compromising the integrity of either the peer review system or the research to be funded. Priority scores were intended as the chief input to, but not the sole determinant of, award decisions. The NAGMS Council recognizes the imprecision of priority scores at the margin, and does not embrace their use as the sole criterion for funding.

An appraisal that is more negative is most clearly stated in a letter sent in June 1990 to Acting NIH Director William F. Raub. Citing "... little comfort in the idea that the change is only temporary,..." the author notes that "... there will always be a case to be made for redistributionist policies, because there are always more losers than winners and many of the losers are quite meritorious." He protests that peer judgements about the quality of science will be secondary to consideration of the financial condition of the applicants.

Another criticism is that the new NAGMS policy is merely another in a series of ad hoc responses to the problem Caused by the insufficient number of new and competing grants,"... rather than looking broadly at NIH's total research and training portfolio and the adequacy of its budget to support it...NIH has other programs to achieve other purposes: for example, the special program for young investigators. We support those programs and want them to be adequately funded. But the core NIH research grant programs should not be used to solve problems extraneous to their proper goals."

Expanding the pool of supported investigators, especially the "next generation," and diversifying the approaches to research that fail within the NIGMS mandate is part of the NIH mission. On the other hand, the NAGMS policy is seen by some as tampering 1 with the traditional NIH review system. This use of discretionary action by program" officers and advisors should be applauded, but continues to be a source of debate in government and the scientific community.
programmatic goals (and the choice of which method depends on the goal). In general, OTA has found that the agencies will often adapt funding allocation strategies to new goals.

**Set-Asides and Formula Funding**

In addition to the mainstream disbursal of funds, agencies often allocate funds using other types of programs. The two prominent categories of such programs are set-asides and formula funding. While their origins differ, each method of funding clearly allows the Federal research agencies the discretion to pursue certain national needs by applying a different or reordered set of criteria to the selection of research performers.

Set-aside programs are agencywide discretionary actions. They select one characteristic that captures a need not served by mainstream proposal review and restricts competition for research funding to a pool of eligibles who qualify by virtue of that characteristic. Thus, there are set-asides for women, ethnic minorities, young investigators, investigators located at traditionally nonresearch institutions, and investigators residing in States that have been underrepresented in the amount of Federal research funds they receive relative to their share of the general population or the number of undergraduates they enroll. (There are set-asides in other agencies as well. See box 4-F.)

The assumption underlying set-aside programs is that there are capable researchers everywhere who-for lack of opportunity or obvious disparities in experience—are disadvantaged in the ordinary competitive proposal process. The solution is a separate competition, still organized around the criterion of technical merit, that pits like against like. (For a model of an NSF set-aside that attempts simultaneously to strengthen institutional research capability and geographic diversity, see box 4-G.) For some researchers, set-asides are the only way into the Federal grants system; for others it is a springboard to continued competition in regular agency programs.

Formula funding can be traced to the Hatch Act (1887), which authorized the allocation of Federal funds to land-grant universities for the conduct of research. These funds are a kind of categorical or block grant disbursed to the States, which enjoy considerable discretion in their use. Typically, the subject areas to be addressed by formula-supported research are selected by directors, deans, department heads, and faculty in the land-grant institutions, within the broad guidelines of the enabling legislative acts. Peer review methods may be employed at this decentralized level. In agriculture, competitive grant funding is used to augment formula funding that expands the science base, e.g., new research in agricultural biotechnology.

---

71 "It is much harder to rely on managerial discretion in an agency that has responsibility for the health and progress of science. There is also probably value in a variety of blends between managerial discretion and peer review in different agencies and in different programs of a single agency." Brooks, op. cit., footnote 39.

72 The roots of formula funding are perhaps the strongest in agriculture, where Hatch and the Smith-Lever Act (1914) formulas (the latter directed to agricultural extension services) prescribed allocations to each State proportional to the magnitude of its agricultural enterprise. These proportions are indexed roughly to annual cash sales of agricultural products in the States and the investment of State funds in the State Agricultural Experiment Stations. For details, see Don Holt, Illinois Agricultural Experiment Station, "Recapturing the Vision: The Case for Formula Funds," proceedings of the 1989 Annual Meetings of the Agricultural Research Institute, Bethesda, MD, May 1990.

73 For example, the criteria for project selection in agriculture include: potential economic and social importance of the research activity to the State, region, and Nation; potential for the activity to generate other research support; need to fill gaps in agricultural knowledge; and need to provide continuity in long-term research programs. See Don Holt, Illinois Agricultural Experiment Station, "Mechanisms for Federal Funding of Agricultural Research and Development" mimeo, August 1988, p. 4.
Box 4-F—Small Business Innovation Research Program (SBIR)

The Small Business Development Act of 1986 (Public Law 99-443) requires Federal agencies that spend more than $100 million annually on extramural research or research and development (R&D) to set aside 1.25 percent (when fully operational) of those funds for a Small Business Innovation Research (SBIR) program. These programs are intended to encourage innovation by allocating grants or contracts specifically to small businesses conducting research on relevant topics. Minority firms are also encouraged to compete.

The notion of a set-aside program for small businesses, initiated by the National Science Foundation in 1977, was initially disparaged by the academic research community, who viewed the program as a drain on available funds. It was instituted governmentwide in 1982, and now provides substantial funds for science and technology-intensive firms conducting research on agency objectives considered too risky to interest financial investors. The seed money supplied by the Federal Government for the initial phases of research is leveraged in later phases by private capital. The receipt of SBIR funds is considered an asset by some investors, who feel that it reflects a measure of endorsement by Federal granting agencies.

The program has three phases. In phase I, projects are tested for scientific merit and feasibility. In phase II, the principal research effort, successful phase-I projects are supported for up to 2 years. Products or services that reach phase III are developed for private or government use. Before a project can enter phase III, it must secure additional sources of support because SBIR funding ceases after phase II.

In fiscal year 1990, the U.S. Department of Agriculture funded 32 phase-I and 13 phase-II projects at a total of $14.1 million. The award rate was 10 percent. In the same year, the U.S. Environmental Protection Agency funded over 15 phase-I and nearly 20 phase-II projects at no more than $25,000 each. The Department of Commerce spent $1 million on 9 phase-I and 2 phase-II grants in fiscal year 1990. One of the largest contributors, by virtue of the size of its budget, is the National Institutes of Health, which spent $73 million on SBIR in fiscal year 1990. Biotechnology companies have fared well under the NIH SBIR program and praise the program for giving them the boost needed to conduct high-risk research.

SBIR was reauthorized in 1987 for an additional 5 years—until 1993. It continues to be one of the few sources of direct Federal support for applied R&D conducted by small companies.

---

1 This act is based on 1982 act (Public Law 97-219) and a successful experimental program of the National Science Foundation (NSF).

The sources for what appears below are program solicitations of the Small Business Administration’s and NSF’s Small Business Innovation Research Programs, Washington, D.C., Sept. 24, 1990, and National Science Foundation staff, personal communications, December 1990.


Advocates of formula funding state that:

Formula funds created the public institutional structure of U.S. agriculture and remain essential to preserving the unique strengths of key institutions. Formula funds leverage much State and private support for agricultural research. They distribute costs in proportion to producer, consumer, and spillover benefits. Formula funds provide much needed continuity to programs that are otherwise fragmented by the short-term, unpredictable nature of gifts, grants, and contracts. They are needed to offset unrecoverable indirect costs of projects, including depreciation on buildings and equipment. By decentralizing scientific priority setting and operational management, they avoid capricious top-down decisions and overcome the deleterious averaging effect of consensus-based management. Critics of formula funds focus on the need for peer review, incorrectly implying that formula funds are not allocated competitively. The peer review issue clouds other important issues, including the inability of typical peer review panels to apply site- and situation-specific criteria.

Yet many still question the review received for formula funded projects, and favor funds awarded through openly competitive programs as “better spent.

Both set-asides and formula finding represent a form of legislated and/or within-agency recognition that certain research goals cannot be achieved via conventional proposal review. Thus, agency programs are created to direct funding that satisfies...
Box 4-G—The NSF EPSCoR Program: Geography and Research Capability

Nowhere has the concern for regional distribution of Federal research funds been better institutionalized than in the National Science Foundation’s (NSF) Experimental program to Stimulate Competitive Research (EPSCoR). Established in 1978, EPSCoR awards ... small amounts of money to have-not States and Puerto Rico to use as a magnet to help their universities and local industries excel in one or more areas of science and engineering. The States are Alabama, Arkansas, Idaho, Kentucky, Louisiana, Maine, Mississippi, Montana, Nevada, North Dakota, Oklahoma, South Carolina, South Dakota, Vermont, West Virginia, Wyoming, and the Commonwealth of Puerto Rico.

The EPSCoR States have formed a nonprofit organization, the Coalition of EPSCoR States, that argues for greater Federal investment in the development of science and engineering capability nationwide. Relative to the Nation as a whole, the Coalition points out, EPSCoR States... have low per-capita incomes, high unemployment, poor schools, retarded economic development, and low levels of science education attainment and scientific manpower production. The EPSCoR States received 5.4 percent of Federal R&D funds in 1980, and 5.6 percent in 1987. By improving the competitive position of States with underdeveloped science and engineering fundamental research infrastructures, EPSCoR hopes to contribute to the health of all research and development (R&D) within the United States.

EPSCoR as Antidote

Selection as an EPSCoR-eligible State allows the State to compete for a research enhancement award of between $3 and $5 million over 3 to 5 years. The money is awarded to a lead institution within a State to implement the proposed State R&D plan, to stimulate academic research activity, and to enhance the competitive stature of institutions in select research areas. The size of a State’s EPSCoR award is determined by the quality, number, and type of projects; the current status of its research environment; the scope and magnitude of the proposed improvements; and the potential to demonstrate significant change as judged by merit reviews.

The objectives of EPSCoR are to increase the competitiveness of participant scientists and engineers-working as individual investigators, in research groups, or in a research center—to obtain other R&D funds; to effect permanent improvements in the quality of science and engineering research and education programs; and to ensure that improvements achieved through EPSCoR-initiated activities continue beyond the end of the EPSCoR grant period.

EPSCoR can also leverage investment from other sources; and, for every Federal dollar, three local dollars are being invested in support of EPSCoR from industry and other sectors. In Montana, for example, about 220 researchers have received aid and about one-half of them have gone on to win Federal grants through NSF’s regular merit review system. Another 20 percent have won support from non-Federal sources. South Carolina has enjoyed similar success: the mathematics departments at both Clemson University and the University of South Carolina ranked 47th and 62d, respectively, in outside support after participating in EPSCoR. Previously, neither had been among the top 100.

2Jeffrey Mervis, "When There’s No Enough Money To Go Around," The Scientist, vol. 4, no. 8, Apr. 16, 1990, pp. 1, 8.
5Joseph G. Danek, National Science Foundation, personal communication, December 1990. By its descriptive language, the National Science Foundation apparently does not like to emphasize that EPSCoR is an "equity" program; rather it refers to EPSCoR as a capacity building program.
6National Science Foundation, op. cit., footnote 1, p. 2.
7Ibid., p. 1.
8Danek, op. cit., footnote 4.

Continued on next page
Prospects for Emulation

Several statewide EPSCoR initiatives have created ongoing organizations dedicated to the long-term support of science and engineering research. Included are the following: Montanans on a New Track for Science; Louisiana Stimulus for Excellence in Research; Oklahoma Center for the Advancement of Science and Technology; and Arkansas Science and Technology Authority. Through participation in the EPSCoR program, these and other States have been able to target their weaknesses and make significant strides in meeting the needs and improving the quality of their research communities in select areas.

EPSCoR was funded at roughly $11 million in fiscal year 1991. The EPSCoR Coalition is seeking additional funds from NSF and for the establishment of similar programs in other agencies. The National Aeronautics and Space Administration (NASA), for example, is embarking on a program to help academic researchers compete for NASA funds and to improve overall scientific literacy in underfunded States. The U.S. Department of Agriculture is considering the provision of seed grants to scientists who have not received competitive grants from them in 5 or more years.

The prospect of redistribution worries critics of EPSCoR who fear a dilution of research capability. They claim that EPSCoR undercuts peer review. But because the program aims to make States more competitive at a national level, it pits them against one another for limited funds. Acting Director of the National Institutes of Health, William Raub, also suggests that an EPSCoR-type program may not be transferable to the health care arena. Many poorly funded colleges simply do not possess an adequate research infrastructure; there is no clinical program or animal facility in which such research might be supported.

Thus, if expanding the EPSCoR model across Federal agencies is to be seen as a serious intervention, then several questions remain. In the face of a tight Federal budget, how much money should be devoted to assisting scientists and engineers in some States to become more competitive? (Would doubling or tripling the amount of the annual EPSCoR award multiply or hasten returns?) At what level has a State made enough progress to graduate from EPSCoR, or fallen behind enough to be added to the list?

Quantitative measures of success must also be developed. Areas that might be examined include: the extent of increased competitiveness for Federal R&D funding among individual investigators and research groups, the scope and effectiveness of departmental and institutional enhancements of the research environment, and the demonstration of long-term State financial support of EPSCoR to advance the cause of education and human resources for science and engineering. If broader geographic distribution of Federal research funding is sought, the EPSCoR model could be emulated.

---

10Dane, op. cit., footnote 4.
11National Science Foundation, op. cit., footnote 4.
12Beverly, ‘Have-Not’ States, p. 12.
13William Raub.
14ibid., p. 12.
15bip., p. 17.
16Givens, ‘Concentrating Educational Resources: The Human Potential of the Program’.
17Maximizing participation in scientific careers has yet to be emphasized, except in Puerto Rico. Established in 1980 with EPSCoR and University of Puerto Rico support (and Subsequent.)
18By 1990, the Resource Center for Science and Engineering offers programs at every stage of the educational pipeline. The university has awarded 91 PhDs the sciences in the last decade.
ing to accomplish? Entering the 1990s, OTA foresees agency funding criteria and methods, on the one hand, and researcher expectations, on the other, changing to accommodate a wider range of demands imposed on the Federal research system.

Summary

In this chapter, OTA has introduced the Federal research agencies, and outlined their priority setting and funding allocation mechanisms. In general, the Federal agencies are characterized by diversity, pluralism, decentralization, and a division of labor, but together they form a comprehensive research system.

Each agency follows its research mission, but there is much disagreement, both within the agencies and in various research communities, over what constitutes that mission. Agency programs and research foci change in response to shifting priorities, but as with all large organizations, this change occurs slowly. The pace of change is especially hampered in research by the long-term nature of the work and by the inability to reorient programs quickly. Risk-taking, flexibility, strategic planning, and redirecting agencies are longstanding challenges.

Agencies use a combination of peer review and manager discretion to allocate funds. In addition to the mainstream programs, agencies also create set-aside programs to foster the development of underprivileged parts of the research community. In another type of funding, some agencies (especially USDA) disburse funds by formula, which are allocated as block grants to specific institutions.

Agencies have a good sense of their research constituencies and attempt to cultivate both their development and long-term responsiveness. Nevertheless, much of the brunt of the pressure on the scientific community is reflected in agency programs. Program managers must make tough decisions about where to allocate funds and how to support personnel, facilities, and equipment.

In summary, agencies have the resources to adapt to changing internal and external priorities. However, Congress may wish to increase agencies’ ability to set and coordinate goals and to address other issues. These issues—priority setting at several levels of decisionmaking, costs of research, human resources for the research work force, and data collection and analysis on the Federal research system—are discussed in the following chapters.
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Even if we could double the science budget tomorrow, we would not escape the need to establish priorities... At present we have no well-defined process... for systematically evaluating the balance of the overall Federal investment in research and development and in the variety of fields that we try to serve.”

Doug Walgren

Introduction

At every level of decisionmaking in the Federal research system, goals are outlined and translated into plans for their achievement. For the system to provide both continuity and flexibility in research funding, priorities are set, chiefly through the budget process. Both the executive and legislative branches have mechanisms to set priorities, many of which were detailed in the two previous chapters. However, broad priority setting is generally resisted by the recipients of Federal funding because it orders the importance of research investments, often in ways that groups within the scientific community do not support. This problem is especially perplexing, because there are few mechanisms and no tradition of ranking research topics across fields and subfields of inquiry.

Priority setting can help to allocate Federal resources both when they are plentiful, as they were in the 1960s, and when they are scarce, as is expected in the early 1990s. Governance requires that choices be made ultimately to increase the benefits and decrease the risks to the Nation. For example, decisionmakers in the Office of Management and Budget (OMB) routinely compare the projected costs, benefits, and risks of certain programs. The benefits of research increase technological capability, national security, health, economic activity, and educational resources. Setting priorities is a way the government achieves national goals.

In the grand scheme of things, research is one Federal concern among many, routinely costing less than 2 percent of the domestic and defense budgets. Research has traditionally been a favored part of the budget-only four budget areas have consistently received increases over the 1970s and 1980s: entitlements, defense, payments on the debt, and research. Consider the President’s proposed fiscal year 1991 budget. The items in this $1.4 trillion budget are organized under five themes. The first theme, “Investing in the Future,” features science and technology items most prominently among the 10 categories listed (see table 5-1). Five of these categories explicitly mention science or research goals.

What the Federal Government values more or less in research can be inferred in part from the Federal budget. The budget process compares the goals of the President, the Office of Science and Technology Policy (OSTP), the agencies, and Congress—not only what each seeks to achieve, but also how they plan to do so. However, no organization looks across the Federal research system to determine the framework for making choices.

From the discussion in chapter 3, one could conclude that OMB has been the surrogate for such an agent, with Congress then adding its own priorities through budget negotiations. The agencies spend these appropriated sums based on strategic plans that reflect their research missions, sorting long-range from short-range investments, weighing new initiatives against ‘out-year’ commitments (in multiyear...

---


2'Outlays by Category, “Government Executive, vol. 22, September 1990, p. 44. Furthermore, within the category of ‘R&D,’ research has seen much greater increases than development (which has decreased in constant dollars) since the late 1960s. See Lois Ember, ‘Bush’s Science Advisor Discusses Declining Value of R&D Dollars,’ Chemical & Engineering News, vol. 68, No. 17, Apr. 23, 1990, pp. 16-17.

awards), and **allocating** resources by program, project, and performer. Even this picture is too simple, however, since many decisions involve extensive debate within the government and the public, and developments within programs and the scientific community also influence the decisionmaking process.

Congress wishes—perhaps now more than ever—that the scientific community could offer priorities at a macro level for Federal funding. However, this community has long declined to engage in priority setting, claiming a lack of methods to compare and evaluate different fields of science and desiring to maintain high levels of funding for all fields, instead of risking cuts in any particular one. It has fallen primarily to the Federal Government to set priorities, both among and within fields of science, and this situation will most likely continue through the 1990s.

In the scientific community, calls for priority setting are also often confused with calls to direct all research along specified lines. Even with greatly enhanced priority setting, one goal would certainly be the maintenance of funding for a diverse science research base. This priority has been preeminent since the Federal support of research began. Other priorities would include training for scientists and engineers, and supplying state-of-the-art equipment. At present, the means to meet these goals are a matter of continuous debate and policy revision.

---

In an era of greater priority setting, the Federal Government would seek to target specific goals. For instance, the allocation of additional monies to the National Institutes of Health (NIH) for AIDS research, beginning in the late 1980s and continuing to the present day, has been a clear designation of a priority research area. Future decisions may center on ranking projects designated ‘big science,’ since not all of them can be supported in the current fiscal climate. Similarly, fields that have received large increases in funding during the 1980s, such as the life sciences, may grow more slowly, as others are given precedence.

Although priority setting occurs throughout the Federal Government, it falls short in three ways. First, criteria used in selecting areas of research and megaprojects (e.g., the Superconducting Super Collider (SSC) and the Space Station) are not made explicit, and appear to vary widely. This is particularly a problem at the highest levels of priority setting, e.g., in the President’s budget and the congressional decision process. Second, there is currently no formal or explicit mechanism for evaluating the total research portfolio of the Federal Government in terms of progress toward national objectives. Third, the principal criteria for selection, ‘scientific merit’ and ‘mission relevance,’ are in practice coarse falters.

This chapter examines priority setting in the Federal research system. First, it describes the historical justification for priority setting and recent pressures stemming from budgetary constraints. Second, it reviews specific frameworks for setting priorities generated by various parts of the research system. (For a discussion of priority setting in other countries, see appendix D.) Most proposed frameworks include a distinction between “big” and “little” science, both as research strategies and as accounts with certain expectations. But definitions are murky. OTA thus discusses the criteria applied to justify investments in various categories and the decisions that generate agency research “portfolios.” Finally, the use of priority setting to clarify goals, strategies, and outcomes is analyzed as part of democratic decisionmaking.

Historical Justification for Priority Setting

Investment in research is open-ended and uncertain in outcome. Thus, Federal decisionmakers bring different expectations and justifications to making choices in research. Recognizing this, Alvin Weinberg, former Director of Oak Ridge National Laboratory, proposed over a quarter-century ago a set of ‘criteria of scientific choice.’ 6 He wrote:

Society does not a priori owe the scientist, even the good scientist, support any more than it owes support to the artist or to the writer or to the musician. Science must seek its support from society on grounds other than the science is carried out competently and that it is ready for exploitation. . . . Thus, in seeking justification for the support of science, we are led inevitably to consider external criteria for the validity of science, those criteria external to science or to a given field of science.'

5The Federal budget process plus the annual cycle of authorization and appropriations hearings allow ample opportunity for iteration—to revisit projects, check their progress, revise cost and time estimates, and so on. But this is done piecemeal. Some mechanism viewing the entire research portfolio could fortify the science base while allowing for the pursuit of some, but not all, new big science initiatives.

6Two papers on the topic, originally published in Minerva, are reprinted with additional discussion in A.M. Weinberg, Rejections on Big Science (Cambridge, MA: MIT Press, 1966).

7Ibid., p. 72.
Weinberg’s “external” criteria consist of social merit and technological merit. They declare the support of science as a priority to be judged against conscience investments and favor the “applied” end of the research continuum. These criteria conjure up the potential applications and social value of scientific research. Science for society is epitomized by such investment criteria.

Weinberg’s “internal” criteria, on the other hand, are those embraced by research performers and, to a lesser extent, agency sponsors. For them scientific merit is the prime justification for Federal support, one that “. . . puts value on the progress of the scientific enterprise as a whole. Knowledge production is thus held to be a meritorious activity in its own right. . . .” With no promised immediate benefit to society, the support of research has a more esoteric justification, such as the “ripeness” of a field for exploitation that will advance the state of theory or technique. The significance of this outcome may remain within a research community or be shared only by specialists in neighboring fields. For them, such developments become a priority. Making this intelligible and persuasive to those who control resources, e.g., within agencies or to one’s congressional representative, however, is what may influence the policy process. A 1988 statement of the priorities issue suggests that the criteria have not changed much from Weinberg’s original formulation (see box 5-A).

Historically, the notion of criteria, with scientific merit at its core, rearticulates the social contract that ties Federal research funding policies to investigators and research programs that bubble up to excite other specialists and agency sponsors. For Weinberg, “. . . the purest basic science [can] be viewed as an overhead charge on the society’s entire scientific and technical enterprise. ” This conception of research as overhead on society’s near-term goals has been reassorted of late with changes in the Federal funding climate. Under the strain of demands on the Federal budget, the call for priority setting has grown louder.

The Funding Climate and Research Priorities

The 101st Congress engaged in what has been characterized as “. . . six of the most consequential and rancorous science and technology debates.” Four of these six are unambiguously research related; they are presented by Senate and House votes in table 5-2: mathematics and science education, the SSC, environmental protection, and space/National Aeronautics and Space Administration (NASA). (Note the overlap between the items listed here and in the President’s priorities.) The need for trained people, sophisticated instrumentation, the reduction of risk, and continued exploration of space reflect the relation of science and technology to the Nation’s total market basket of investments.

Even though R&D still sit in the vulnerable corner of the budget that carries the label of “discretionary” spending, it’s clear that science and technology no longer are viewed as flip-of-the-coin judgment calls. Rather, they are now seen as necessary and strategic obligations tied to national needs, and no matter how awful the budget deficit looks, R&D will get better relative consideration than anything else in the discretionary sector. . . .

However, under tight fiscal conditions, no part of the budget may fare well. As Association of American Universities President Robert Rosenzweig states:

Another thing that concerns me. . . is the dynamic that seems to be set up by the next three to five years of budget problems. We’re going to be fighting among ourselves a lot--universities and elements within universities. . . . The domestic discretionary [budget] pool . . . is not supposed to grow for the next five years, save for inflationary increases. But

---


9Wade Roush, “Science and Technology in the 101st Congress,” Technology Review, vol. 93, No. 8, November-December 1990, p. 59. These six differed slightly in the House and Senate, and two-having to do with the Clean Air Act and the B-2 Stealth Bomber-have arguably little science content.

Box 5-A—A Statement From the Scientific Community on the Evaluation of Competing Scientific Initiatives

The following criteria were proposed in 1988 for evaluating competing scientific initiatives. They are presented here (in abridged form) in the three categories developed by the authors.

Scientific Merit

1. Scientific objective and significance
   Example: What are the key scientific issues addressed by the initiative?

2. Breadth of interest
   Examples: Why is the initiative important or critical to the discipline proposing it? What impact will the science involved have on other disciplines?

3. Potential for new discoveries and understanding
   Examples: Will the initiative provide powerful new techniques for probing nature? What advances beyond previous measurements can be expected with respect to accuracy, sensitivity, comprehensiveness, and spectral or dynamic range? In what ways will the initiative advance the understanding of widely occurring natural processes and stimulate modeling and theoretical description of these processes?

4. Uniqueness
   Example: What are the special reasons for proposing this initiative? Could the desired knowledge be obtained in other ways? Is a special time schedule necessary for performing the initiative?

Social Benefits

1. Contribution to scientific awareness or improvement of the human condition
   Examples: Are the goals of the initiative related to broader public objectives such as human welfare, economic growth, or national security? Will the results assist in planning for the future? What is the potential for stimulating technological developments that have application beyond this particular initiative? Will the initiative contribute to public understanding of the goals and accomplishments of science?

2. Contribution to international understanding
   Example: Will the initiative contribute to international collaboration and understanding?

3. Contribution to national pride and prestige
   Example: Will the initiative create public pride because of the magnitude of the challenge, the excitement of the endeavor, or the nature of the results?

Programmatic Concerns

1. Feasibility and readiness
   Examples: Is the initiative technologically feasible? Are there adequate plans and facilities to receive, process, analyze, store, distribute, and use data at the expected rate of acquisition?

2. Scientific logistics and infrastructure
   Examples: What are the long-term requirements for special facilities or field operations? What current and long-term infrastructure is required to support the initiative and the processing and analysis of data?

3. Community commitment and readiness
   Example: In what ways will the scientific community participate in the operation of the initiative and the analysis of the results?

4. Institutional implications
   Examples: In what ways will the initiative stimulate research and education? What opportunities and challenges will the initiative present for universities, Federal laboratories, and industrial contractors? What will be the impact of the initiative on federally sponsored science? Can some current activities be curtailed if the initiative is successful?

5. International involvement
   Example: Are there commitments for programmatic support from other nations or international organizations?

6. Cost of the proposed initiative
   Examples: What are the total costs, by year, to the Federal budget? What portion of the total costs will be borne by other nations?

Table 5-2—Favorable Senate and House Votes on Science Issues in the 101st Congress

<table>
<thead>
<tr>
<th>Senate votes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Superconducting Super Collider authorization: H.R. 5019 appropriates $20.8 billion for energy and water programs, including $318 million for the accelerator. Passed by voice vote on Aug. 2, 1990.</td>
<td></td>
</tr>
<tr>
<td>Technology programs authorization: S. 1191 authorizes $320 million in fiscal year 1990 funds for research on high-definition television and other new technologies through the Advanced Technology Program of the National Institute of Standards and Technology. Passed by voice vote on Oct. 26, 1989.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>House votes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Superconducting Super Collider authorization: H.R. 4380 limits Federal spending on the advanced atom smasher to $5 billion, with $2.4 billion more to come from Texas and foreign sources. Passed 309-109 on May 2, 1990; R 115-57, D 194-52.</td>
<td></td>
</tr>
<tr>
<td>Technology programs authorization: H.R. 4292 funds the National Institute of Standards and Technology through 1992, including $100 million in fiscal year 1991 and $250 million in fiscal year 1992 for research on high-definition television and other new technologies under the Advanced Technology Program. Passed 327-93 on July 11, 1990; R 83-90, D 244-3.</td>
<td></td>
</tr>
</tbody>
</table>

KEY: R= Republicans; D= Democrats; NASA= National Aeronautics and Space Administration.

Both th, House and th, Senate passed the Excellence in Mathematics, Science, and Engineering Act of 1990 (Public Law 101-589) in October 1990, and $149 million was appropriated.


Everybody is going to be out to get more money. They all feel that they deserve and need more money, and they’re probably right.

These commentators, speaking 2 years after National Academy of Sciences (NAS) President Frank Press warned of constrained research budgets as ‘the dilemma of the golden age,’ 13 suggest some accommodation to this reality: while the Federal Government could invest more in science and technology, the scientific community could do a better job of sorting research opportunities by whatever criteria chosen to assist decisionmakers at all levels of the system.

Science Advisor Bromley and Former Science Advisor Press have stated criteria and categories of priority that they consider essential for science, listed in table 5-3. (Projects are compared under each category to compete for monies allocated within that category.) Note the convergence between the Science Advisor’s (OSTP/OMB’s) and the NAS President’s (former Science Advisor’s) formulations. Each emphasizes the separation of large projects requiring new infrastructure from ‘small science.’ Press distinguishes human resources from national crises and extraordinary scientific breakthroughs in his primary category. Bromley places national political exigencies above all else, whereas Press prefers to put these items into a “political category” of third priority. One effect of these rank orders is the seeming creation of separate accounts, i.e., that choices could be made within each category and then across categories. Of course, such choices are being made by various participants in the research

---


15Note that scientific merit is assumed in both formulations and not explicitly stated as a funding criterion. The issue becomes one of first ranking science projects according to scientific merit and then assigning them to national goal categories, or alternatively starting from a national goal and organizing a research strategy to meet it.

---
Table 5-3—Two Statements on Research Priorities

<table>
<thead>
<tr>
<th>Source</th>
<th>Criteria</th>
<th>Categories in rank order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bromley</td>
<td>“... guiding principles on prioritizing the agency requests...”</td>
<td>1. National needs and international security concerns (global change, preeminence in space, defense technology base).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Support for basic research (particularly university-based, individual-investigator and small-group research-“small science”).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Funding for scientific infrastructure and facilities (SSC, Space Station, and... in a more distilled sense... “Human Genome”).</td>
</tr>
<tr>
<td>Press</td>
<td>“... appropriate for the unprecedented Federal deficit...” and “... to maintain American leadership in science and technology...”</td>
<td>1. Human resources, national crises (AIDS, space launch capacity), extraordinary scientific breakthroughs (high-temperature superconductivity).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Large projects (SSC, Human Genome).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Political category (DOD and national security; Space Station; regional economic development and employment; U.S. “competitiveness” enhancers like manned space flight; U.S. “competitiveness” enhancers like education, training, and civil sector R&amp;D).</td>
</tr>
</tbody>
</table>

KEY: SSC=Superconducting Super Collider; DOD=U.S. Department of Defense.


system simultaneously. The congressional budget process may be the final arbiter, but even after Federal monies are obligated, choices at the agency and program levels occur.

In addition to supporting meritorious research, most Federal research agencies would embrace the following as relevant to their mission:16

- to provide fiscal support to the research system (both the infrastructure needed to conduct research and the research itself);
- to invest in human capital today (i.e., the research workforce) and tomorrow (i.e., student apprentices);
- to sustain the performance sector of research (especially the research universities) and to build institutional capacity (especially as viewed by region or State); and
- as a factor in economic development and the application of research to solving local problems.

Clearly, not every program in every research agency can apply these as finding criteria without compromising any single one.

In response to a congressional request in 1988, NAS also devised a framework for thinking about Federal science and technology budget priorities. The result is presented in table 5-4. In this four-category scheme, “agency budgets and missions” are viewed as separate from needs of the “science and technology (S&T) base,” “national [political] objectives, and “major S&T initiatives.” All are illustrated by NAS at the agency level, listing the following needs: educating science and engineering personnel; modernizing equipment and facilities; supporting a mix of basic and applied research; capitalizing on promising new research opportunities; promoting interactions between related fields of science and engineering research; distributing research support by geographic region and type of institution; maintaining a mix of research modes, e.g., individual investigators, large groups, centers, and university-industry partnerships; and balancing competitiveness and cooperation with research programs in other countries.17

If these items were interpreted as listed in order of importance, top to bottom, the projects funded by the research agencies (indeed, the proposals received) might look quite different from the research projects currently supported. Priorities can perturb the funding system; they can redefine the “haves” and ‘have nets’ (e.g., institutions, fields, investigators) by changing the value of certain criteria. For instance, some agency funding decisions signal that a premium has been placed on other needs (see box 5-B).

16OTA interviews at the Federal research agencies, spring-summer 1990.

### Table 5-4: Framework for Assessing Science and Technology Budgets (categories are not mutually exclusive)

<table>
<thead>
<tr>
<th>Category</th>
<th>Definitions</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency budgets and missions</td>
<td>Agency S&amp;T activities viewed in terms of their contributions to individual agency goals and objectives</td>
<td>Nuclear alternative energy R&amp;D in DOE Submarine acoustics in DOD Cell biology in HHS Influence on learning in ED Plant disease resistance in USDA Fundamental research in chemistry in NSF Standards development in NIST Aeronautical research in NASA</td>
</tr>
<tr>
<td>S&amp;T base</td>
<td>Activities that provide the people knowledge, and infrastructure to carry out S&amp;T Activities supported across many agencies and under the jurisdiction of several congressional committees</td>
<td>Basic and applied research programs in NSF, HHS, DOD, DOE, NASA, USDA, EPA, etc. Student fellowships in ED, NSF, HHS, DOD, DOE, NASA, etc. Equipment and instrumentation programs in HHS, DOE, NSF, USDA, NASA, DOD, etc. Facilities for research, animal care, and growing and using special materials supported by NSF, DOD, HHS, DOE, NASA, etc. K-12 materials development in NSF, ED, NASA, etc. Student internships in Federal laboratories in DOE, NIH, etc.</td>
</tr>
<tr>
<td>S&amp;T applied to national objectives (Presidential and congressional priorities)</td>
<td>Stated priorities of the President and Congress with major S&amp;T components Frequently supported by several agencies and within the purview of several congressional committees</td>
<td>Understanding and ameliorating global change in EPA, DOE, NSF, NASA, USDA, NOAA, etc. Industrial development in biotechnology, superconductivity, manufacturing technologies in HHS, DOD, Commerce, NASA, NSF, DOE, USDA, etc. Alternative sources of energy in DOE, NSF, DOD, USDA, etc. AIDS in HHS, ED, DOD, State Department, etc. Creation of nuclear defense (Strategic Defense Initiative in DOD) Increase capacity for exploration of space (Space Station in NASA)</td>
</tr>
<tr>
<td>Major S&amp;T initiatives</td>
<td>Significant increase (and sometimes decreases) in budgets over several years Budgetary consequences across agencies Fail in one or more of above three categories</td>
<td>Supercconducting Super Collider Mapping and sequencing the human genome Space Station</td>
</tr>
</tbody>
</table>

**KEY:** DOD = U.S. Department of Defense; DOE = U.S. Department of Energy; ED = U.S. Department of Education; EPA = U.S. Environmental Protection Agency; HHS = U.S. Department of Health and Human Services; NASA = National Aeronautics and Space Administration; NIH = National Institutes of Health; NIST = National Institute of Standards and Technology; NOAA = National Oceanic and Atmospheric Administration; NSF = National Science Foundation; R&D = research and development; S&T = science and technology; USDA = U.S. Department of Agriculture.


Concern for the S&T base closely approximates the needs of research. In the words of the NAS report:

> The S&T base is the bedrock of the Nation’s ability to use science and technology in the national interest and... It requires continual replenishment. Continuity does not imply steady funding of the same activities and institutions through the same programs and agencies year after year. On the contrary, the enterprise ought to be highly dynamic. Policymakers must be able to respond flexibly to scientific breakthroughs that suddenly transform an area of research (e.g., high-temperature superconductivity), the invention of a powerful new instrument (e.g., gene-sequencing machine) or concepts of new facilities that would aid research and training (e.g., supercomputer centers and networks), unexpected shortages of science and engineering personnel, or changing institutional relationships (e.g., the emergence of university-industry research partnerships). And as if that were not a sufficient challenge, budget makers and analysts must be attuned to differences among a wide range of fields. Some changes affect many disciplines, others only a part of a single discipline.

Frameworks such as OSTP’s and NAS’s help to demarcate the tradeoffs that could be made and assist decisionmakers to understand that priority setting is a dynamic process. Priorities change with goals. As Weinberg put it:

> ... we cannot evaluate a universe of scientific discourse by criteria that arise solely from within that universe. Rather, we find that to make a value

---

15 Ibid., p. 5.
Box 5-B—Criteria for Awarding a Magnet Research Laboratory: NSF, Florida State, and MIT

In August 1990, the National Science Board (NSB) of the National Science Foundation (NSF), decided to award a $60-million grant to Florida State University to establish a national laboratory for magnet research. Then-NSF Director Erich Bloch admitted that peer reviewers had found the proposal from the Massachusetts Institute of Technology (MIT), home of the Francis Bitter National Magnet Laboratory, “technically superlative,” but cited the greater “enthusiasm” of the Florida investigators, the State of Florida’s pledge to contribute $58 million, and other factors in funding the Florida proposal.

The issues involved in the NSF decision are many. At one level, the award is evidence that scientific merit is not enough to guarantee success in competition for a facility where there can be only one winner. NSF cited as decisive the superior “management plan” in the Florida proposal. Clearly, the message being sent-part of Bloch’s larger emphasis on centers and government-industry partnerships to enhance U.S. economic competitiveness—was the rules of the game are changing: criteria other than technical merit are weighed in determining qualification to manage and execute a multiyear research program requiring the expertise of investigators from various institutions.

In the magnet laboratory competition, the commitment of MIT was found wanting. According to NSF Assistant Director David A. Sanchez: “...you need support from the institution, you need support from the State, and we did not see that...” from MIT. NSF concurred.

The MIT protest of Florida State’s selection was not limited to NSF’s decision to overrule its reviewers’ recommendations. MIT President Paul Gray appealed on several grounds. First, the delay caused by construction of the Florida State facility... is hardly compatible with NSF’s interest in the competitive posture of the United States. Second, some fear that projects with significant State support, so-called leveraging of Federal funding, will put private universities at a disadvantage. Third, expertise in the Florida State physics department may be.

Consider, too, the symbolism of the decision. As one columnist put it: “So maybe the mandarins from MIT got caught napping. Maybe. Or maybe not.” MIT epitomizes the Northeast science establishment. The Southeast, in a sense, an underutilized region for research. Awards such as the magnet laboratory signify that, in specific cases, institutional collaborations can make a State or region competitive for Federal research funding.

Such awards build research capability almost from the ground up; they are a capital investment that diversifies research performers—with short- and long-term consequences for the research community and the Nation. Decisions such as this one also call for evaluation: what happens to magnet research while the Florida State facility is being constructed? Will the State of Florida deliver on its pledges? And is there any impact on the competitiveness of U.S. researchers in fields that use powerful magnets, such as superconductivity and magnetic-resonance imaging?

2The award of a 5-year, $25-million project to a consortium centered at the State University of New York at Buffalo sent a similar signal to Caltech and the California consortium in 1987. It also led to a General Accounting Office (GAO) investigation of the National Science Foundation (NSF) review process that sanctioned the award. While it sustained the fairness of the NSF process, it did question its documentation procedures. See U.S. General Accounting Office, National Science Foundation: Problems Found in Decision Process for Awarding Earthquake Center, GAO/RCED-87-146 (Washington, DC: June 1987).
3Florida State is to be joined by the University of Florida and Los Alamos National Laboratory in New Mexico in making the magnet laboratory a reality.
4In Blumenstyk, op. cit., footnote 1, p. A22. National Science Foundation reviewers said the Massachusetts Institute of Technology’s “decaying plant” would require substantial modernization. The institution will submit a proposal for further support until the Florida State laboratory begins operations in 1993.
5All of these plus criticism of the National Science Foundation’s “racing to be among its members” were cited by a trio of Princeton physicists in Philip W. Anderson et al., “NSF Magnet Lab,” Letter, The Scientist, vol. 4, No. 23, Nov. 26, 1990, p. 14. The Florida State proposal included a pledge from the State... to add 24 new faculty members and 10 laboratory experts and to provide 20 annual fellowships for visiting scientists from around the world.
7The Massachusetts Institute of Technology consortium was to include Boston, Brandeis, Harvard, Northeastern, and Tufts universities.
Researchers study magnetic liquids. In this example of little science, the research is supported by the National Aeronautics and Space Administration.

judgment, we must view the enterprise from a broader point of view than is afforded by the universe itself. . . . And so it is with the rest of science. The scientific merit of a field must be judged in large part by the contribution it makes, by the illumination it affords, and by the cohesion it produces in the neighboring fields."

Leaders of the scientific community have subscribed to the need for something other than ad hoc policymaking for research funding. OTA next examines the problems inherent in two categories of this funding—the science base and science megaprojects.

The Science Base

Little science is the backbone of the scientific enterprise, and a diversity of research programs abounds. For those who believe that scientific discoveries are unpredictable, supporting many creative researchers who contribute to S&T, or the science base, is prudent science policy. In the words of one geographer: "The continued survival of our intellectual free market is important to scientific progress." Not surprisingly, many investigators and their teams shudder at the thought of organizing Federal research funding around a principle other than scientific merit. They fear that setting priorities would change the criteria by which research funds are awarded. They would run the risk of losing what they consider their fair market share. Does priority setting necessarily curb the search for new knowledge, or just redirect it?

Consider the research portfolios of the Federal Government. As shown in figure 5-1, broad field funding, 1969 to 1990, has favored the life sciences, almost doubling in constant dollars during that period. Mathematics/computer, physical, and environmental sciences have also increased; engineering has remained stable in funding; and social sciences have decreased. In retrospect, should these be decried as less than rational choices? With a change in the Federal funding environment, should the ground rules for allocating resources among broad fields and performers also change? And what role can peer review play?

Peer Review and Priority Setting Across Broad Fields

Peer review is used in a variety of ways within the Federal agencies. As seen in chapter 4, only a few agencies, primarily the National Science Foundation (NSF) and NIH, employ peer review throughout their priority-setting and funding allocation processes. At NSF and NIH, peer review is considered to be:

- effective for communicating expert opinion about what proposals definitely should and should not be funded (and the large gray area in between) within a narrow band of specialization corresponding to the scope of an agency program;

---

21. They also seem to confuse strategy (what to do) with tactics (how to do it). Criteria correspond to strategies, while project selection methods (e.g., peer review) represent tactics or ways to identify research that helps achieve stated priorities.
Satisfying all of these criteria simultaneously, however, is difficult at best (see box 5-C) and, in practice, a compromise is struck between them.

Federal monies awarded to researchers for some expressed purpose other than or in addition to “scientific merit” are seen by many as inferior to monies for projects selected by peer review processes using scientific merit alone. Some are inclined to the view that there is something inherently wrong with such “political allocations.” The policy issue is whether peer review can simultaneously serve to discern scientific merit and help in project-based priority setting.

Reviewing for “truth,” as science policy statesman Harvey Brooks writes, differs from reviewing for “utility.” Peer scientists are not very helpful with the latter. In Weinberg’s terms, criteria of scientific merit clash with criteria of social or technological merit. Peer review as a tactic tends to break down when confronted with incommensurate information from competing disciplines, fields, or projects. As two commentators ask:

Should peer review operate only to evaluate merit or should it also help establish priorities? Can it or should it be effective in changing the direction of a program, in allocating resources among programs within agencies themselves? These questions are significant because they challenge the assumption that peer review is the best possible way to allocate resources in the best overall interests of both science and society.

Recognizing the limits of specialization, agencies maximize expertise in subject-focused programs. Specialists are quite well-suited to the task of making quality distinctions within disciplinary or problem-centered boundaries. But discriminations that must cross boundaries, no longer comparing like with like, are rarely ever accomplished by peer review, since reviewers in one field are very reluctant to judge the scientific or technical merits of information from other fields. There are no rules inside the scientific enterprise that suggest that one kind of information is superior to another. The

---

Box 5-C—Peer Review in Changing Environments: Remarks at a Roundtable Discussion

In June 1990, the Forum on Research Management (FORM), consisting in equal parts of program officers from the behavioral science divisions of various Federal agencies and of senior research and research managers from academia and the private sector, met to discuss peer review. Two dozen FORM members discussed some of the pros and cons of peer review in an era of fiscal austerity. Their positions as agency administrators faced with allocation decisions, as lobbyists surveying the funding scene, and as researchers competing for scarce program dollars gave them an acute sensitivity to proposal review and the environments in which it is carried out. The remarks are as verbatim as the edited transcription allowed. Each bulleted item represents a different speaker.

- There is a connection... between tight funding and peer review. As money gets tighter, peer reviewers become more conservative, less prone to take risks.
- What they [peer reviewers] are doing is giving higher and higher ratings, which in effect increases the noise in the system. So the peer review system is calling more proposals “excellent” and “outstanding,” and the consequence is that it is very difficult for program managers to make evaluations. What results is a beauty contest or just chance.
- Has the science changed? Has the quality of the proposals changed? I think the answer to both questions is yes. Peer reviewers used to be tightly knit groups examining proposals from people they knew extremely well—it was a very closed society. Now it is a much more complicated task.
- Would it really be valuable to have a peer review system and an amount of money where everything was funded? I suspect it may lead to very bad science.
- There are two things going on in peer review—one is selection, which is important, but the other is education (of the proposer and reviewer). I think the latter function sometimes gets lost. Unfortunately, crushing workloads are reducing the educational function of peer review.
- When I serve on a [National Institutes of Health] study section, I find it extremely disconcerting and distracting to be told by program people about what percentage of the applications are likely to be funded. It distorts my entire approach, as well as that of my colleagues, For instance, if we’re told only 10 percent are likely to be funded, we start playing with the ratings to ensure certain results.
- Study sections are not supposed to be making funding decisions. They are to make scientific recommendations. There should be recognition that there are two discrete sets of staff used in NIH peer review. Priority scores do not determine funding. That’s what advisory councils and institute directors are for.
- People are increasingly reluctant to get involved [in peer review]. I wonder if we are losing certain types of reviewers from the process—not just to get women and minorities on the panels—with increasing demands on time.

These observations illustrate the challenges posed by competition and resource scarcity. Other challenges include the consequences of age and prestige on the allocation of Federal funds, the fate of proposals that cross disciplines and fall between agency programs, and the psychology of collective decisionmaking. Debate on the burdens absorbed by Federal peer review systems is healthy if it informs the practices of agencies, investigators, and reviewers.

---

1 The Forum on Research Management was created in 1982 as a working group of the nonprofit Federation of Behavioral, Psychological, and Cognitive Sciences. Most of the attendees at the meeting were from the National Science Foundation, the National Institutes of Health, and a few professional associations headquartered in Washington, DC. The excerpts below are based on a transcript of the meeting supplied by David Johnson, executive director of the Federation.

2 Some of three have been add & empirically. See the special issue, "Peer Review and Public Policy," Science, Technology, & Human Values, vol. 10, No. 3, summer 1985, pp. 3-86.
existence of such rules would imply that information from different fields could be made commensurable.\textsuperscript{24}

Peer review thus cannot help to set priorities beyond the limits imposed by agency organization. Whereas priorities and resource allocations for megaprojects are usually set by a tacit bargaining and lobbying process, the science base is governed by another dynamic altogether. As agencies evaluate their research needs and modify the emphases of their programs, research performers are intimately involved. But seldom does a research community coalesce around a single agenda (for an exception, see box 5-D).

The Dilemma of Agency Priority Setting

Universities or States can be analyzed as aggregate categories that receive Federal research monies, and agencies as the source of those sponsored funds. But the actual funding decisions are made in different agency programs and the research performance occurs in laboratories and departments.\textsuperscript{23} Decisions are thus made at several levels. Priorities that originate outside the agencies as "national goals" do not simply trickle down; they are adapted to what may be called an agency research portfolio, which in turn is comprised of various program portfolios ("funding strategies"). Within these organizational niches, priorities are set all the time. Thus, agencies may have the discretion to pursue certain national needs by applying a different or reordered set of criteria to the selection of research performers.

Because disciplines tend to overlap agencies, priorities in physics, for example, can be set within an agency, but not readily across agencies. There is simply no routine mechanism for doing so. Physics research is distributed across three mission agencies plus NSF. While high-energy physics is supported primarily by the Department of Energy (DOE) and astrophysics by NASA, theoretical physics "belongs" to no single agency.\textsuperscript{25} This is even more dramatically apparent in the case of neuroscience. Congress and the President declared the 1990s the "Decade of the Brain."\textsuperscript{27} As seen in figure 5-2, the Federal Government supports neuroscience research in 6 institutes of NIH; in 3 within the Alcohol, Drug Abuse, and Mental Health Administration; and in 10 other agencies, with the National Institute of Neurological Disorders and Stroke and the National Institute of Mental Health leading the way. Unless a "lead" agency is recognized by all participants (as in computer science, see box 5-E) or an OSTP Federal Coordinating Council for Science, Engi-

\textsuperscript{24}That is, although some agencies use peer panels that rate multiple proposals and make direct comparisons of proposed work in their field, they do not compare their findings with those of panels in other fields, since between-field information is held to be incommensurable. Instead, they judge the technical merit of a research design, the competence of the investigators, and the institutional infrastructure available for executing the proposed design. As Harvey Brooks points out, who is the best judge of social merit? There are no experts on social merit, which has to be a collective decision involving several different kinds of expertise as well as generalists’ political judgments. Personal communication, February 1991.

\textsuperscript{25}For example, see National Science Foundation, "Planning and Priority-Setting in the National Science Foundation," a report to the Committee on Science, Space, and Technology of the U.S. House of Representatives, Feb. 28, 1990.

\textsuperscript{26}See, for example, Sebastian Donich, "Condensed Matter Theory's Fragile Funding," letter, Physics Today, November 1990, pp. 13, 117.

\textsuperscript{27}Elizabeth Pennisi and Diana Morgan, " 'Brain Decade' Neuroscientist Court Support," The Scientist, vol. 4, No. 21, Oct. 29, 1990, pp. 1-8.
Box 5-D—Priority Setting by the Ecological Research Community

In fall 1990, the Ecological Society of America proposed the Sustainable Biosphere Initiative (SBI), a research initiative that focuses on the necessary role of ecological science in the wise management of Earth’s resources and the maintenance of Earth’s life support systems. The process of developing the research agenda affirms that a community can set priorities. The document was intended as a call-to-arms for all ecologists. It was also to serve as a means of communication with individuals in other disciplines with whom ecologists must join forces. Many of the environmental problems that challenge human society are fundamentally ecological in nature.

In response to national and international needs, the SBI represents a framework for the acquisition, dissemination, and utilization of ecological knowledge in support of efforts to ensure the sustainability of the biosphere. The SBI calls for: 1) basic research for the acquisition of ecological knowledge, 2) communication of that knowledge to citizens, and 3) incorporation of that knowledge into policy and management decisions.

Research Priorities

The criteria used to evaluate research priorities were: 1) the potential to contribute to fundamental ecological knowledge, and 2) the potential to respond to major human concerns about the sustainability of the biosphere. Based on these criteria, the SBI proposes three research priorities:

1. Global change, including the ecological causes and consequences of changes in climate; in atmospheric, soil, and water chemistry (including pollutants); and in land- and water-use patterns;
2. Biological diversity, including natural and anthropogenic changes in patterns of genetic, species, and habitat diversity; ecological determinants and consequences of diversity; the conservation of rare and declining species; and the effects of global and regional change on biological diversity; and
3. Sustainable ecological systems, including the definition and detection of stress in natural and managed ecological systems; the restoration of damaged systems; the management of sustainable ecological systems; the role of pests and pathogens; the transmission of disease among humans; and the interface between ecological processes and human social systems.

Existing national and international initiatives address parts of the first two priorities. Success of these programs will require increased emphasis on key ecological topics. The SBI proposes three research recommendations:

1. Greater attention should be devoted to examining the ways that ecological complexity controls global processes.
2. New research efforts should address both the importance of biological diversity in controlling ecological processes and the role that ecological processes play in shaping patterns of diversity at different scales of time and space.
3. A major new integrated program of research on the sustainability of ecological systems should be established. This program would focus on understanding the underlying ecological processes in natural and human-dominated ecosystems in order to prescribe restoration and management strategies that would enhance the sustainability of the Earth’s ecological systems.

Implementation

Successful implementation of the SBI will require new interdisciplinary relationships that link ecologists with the broad scientific community, with mass media and educational organizations, and with policy makers and resource managers in all sectors of society.

In sum, while the goals and action items of the Sustainable Biosphere Initiative may not seem revolutionary, few ecologists would have accepted them even a decade ago. But times have changed and so has the science. The public is more aware of environmental issues than ever before, and opportunities for ecologists have never been greater."

Such statements are rare. When they do appear, they can supply to policymakers an unusual tool for judging a hierarchy of research emphases and perhaps channeling resources to agencies and programs accordingly.

---

3Ibid., p. 3.
4To take another example, the astronomy community, working through the National Academy of Sciences, has issued four decadal surveys of the field. For the latest, see National Academy of Sciences, A Decade of Discovery in Astronomy and Astrophysics (Washington, DC: National Academy Press, 1991); and the statement of the study committee chairman, John N. Bahcall, “Prioritizing Scientific Initiatives,” Science, vol. 251, Mar. 22, 1991, pp. 1412-1413.
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3. A major new integrated program of research on the sustainability of ecological systems should be established. This program would focus on understanding the underlying ecological processes in natural and human-dominated ecosystems in order to prescribe restoration and management strategies that would enhance the sustainability of the Earth’s ecological systems.

Implementation

Successful implementation of the SBI will require new interdisciplinary relationships that link ecologists with the broad scientific community, with mass media and educational organizations, and with policy makers and resource managers in all sectors of society.

In sum, while the goals and action items of the Sustainable Biosphere Initiative may not seem revolutionary, few ecologists would have accepted them even a decade ago. But times have changed and so has the science. The public is more aware of environmental issues than ever before, and opportunities for ecologists have never been greater.

Such statements are rare. When they do appear, they can supply to policymakers an unusual tool for judging a hierarchy of research emphases and perhaps channeling resources to agencies and programs accordingly.


3Ibid., p. 3.

4To take another example, the astronomy community, working through the National Academy of Sciences, has issued four decadal surveys of the field. For the latest, see National Academy of Sciences, A Decade of Discovery in Astronomy and Astrophysics (Washington, DC: National Academy Press, 1991); and the statement of the study committee chairman, John N. Bahcall, “Prioritizing Scientific Initiatives,” Science, vol. 251, Mar. 22, 1991, pp. 1412-1413.
Box 5-E—Federal Investment in Computer Science

Since 1976, the Federal Government has had a stellar record of support for academic computer science. Funding has grown faster than for any other scientific discipline in the United States. However, support for computer science basic research has declined. As a consequence, questions are being raised about the amount of Federal support for computer science and the manner in which it is being distributed. A forthcoming Association for Computing Machinery (ACM) report on a 3-year study, *A Field in Transition: Current Trends and Issues in the Funding of Academic Computer Science Research*, can be viewed as an example of how the Federal Government invests in academic science.¹

The Federal Government has been instrumental in the computer's rise to strategic importance, starting with the first electronic digital computer, ENIAC, built under Army contract during World War II. The computer might be called an “enabling technology,” a tool for advancing research across the spectrum of disciplines. But the Federal agencies' long-term funding of computer science and engineering research, particularly in the universities, has been a primary factor in the emergence and maturation of computer science as a distinctive discipline as well. Today, there is a call for new initiatives in high-performance computing to enhance the Nation's economic and scientific capabilities.²

Federal Funding of Computer Research

Between fiscal years 1976 and 1989, Federal obligations for computer science research rose from about $89 million to $487 million. This is equivalent, in 1990 constant dollar terms, to an annual (compound) rate of growth of 8 percent, or a total gain of 170 percent. About 85 percent of this increase occurred after 1980.

Historically, the Department of Defense (DOD) has provided about two-thirds of the Federal funds for computer science research, and accounted for over 60 percent of the increase in total funds since fiscal year 1976.³ While the National Science Foundation (NSF) is considered the second most important agency in computer science, in funding it has jockeyed for second place with the National Aeronautics and Space Administration since the 1980s. Except for its work on the ILLIAC IV supercomputer, NASA's computer science funding was minimal success. But the metaphor breaks down here because, while success in stock market investments can be gauged by money earned, nothing as tangible results from research-at least not in the short run.⁴

A program “purchases” a portfolio of research projects in a field. The selection of projects for inclusion in this portfolio has been determined by their predicted or estimated quality as seen by contemporary research performers (reviewers) or by knowledgeable research managers (with or without the aid of reviewers). Reviewers usually make judgments about the quality of a project without any direct comparisons of the alternatives facing the investor. Priority setting forces such comparisons. Rather than choosing projects on a one-by-one basis up to the point of resource exhaustion, they could be recommended with reference to their incremental value, i.e., as projects that concentrate or diversify strength in the portfolio. Managers, on the other hand, compare projects with reference to the objectives of the entire program portfolio.

At least for basic research, researchers, reviewers, and program managers are supposed to adjust their activities so quickly that judgments about the quality

---


until 1982, when its funding jumped up substantially. NSF supports mostly basic research not tied to missions or applications in a full range of computer science and engineering subdiscipline, including theory, software systems and engineering, artificial intelligence and robotics, and advanced computer architecture. The Department of Energy (DOE) involvement in computers dates back to ENIAC in 1945, which was used for calculations for nuclear bomb research at the Los Alamos National Laboratory. DOE (and its predecessor agencies, the Atomic Energy Commission and the Energy Research and Development Administration) has been a major force in the development of high-performance scientific supercomputers ever since.¹

Federal funding for academic computer science research rose dramatically between 1976 and 1989, from over $27 million to $235 million (current dollars), or 320 percent in real terms. DOD, NSF, NASA, and DOE account for virtually all Federal funding of academic research in computer science. (The National Institutes of Health and the National Institute of Standards and Technology both allocate a small number of extramural contracts and grants to universities and colleges.) DOD has historically been the largest funder of academic computer science and its role increased substantially since 1976. DOD’s share of Federal funding for academic computer science rose from 45 percent to 62 percent in fiscal years 1976 to 1989, accounting for over two-thirds of the total increase in this funding during this period. Although NSF funding for academic computer science increased from roughly $14 million to $64 million (current) between fiscal years 1976 and 1989—a real growth of 126 percent—its share of total Federal support for academic computer science declined from 51 percent to 27 percent.

**Policy Initiatives in Computer Science Research**

Policy initiatives from the Federal Coordinating Council on Science, Engineering, and Technology (FCCSET) and the Computer Science and Technology Board of the National Research Council call for substantial funding increases in high-performance computing. The FCCSET proposal has already led to a multiagency request for a $149 million funding augmentation (in what is now called the High Performance Computing and Communications Program), and to new joint Defense Advanced Research Projects Agency-NSF projects. The question of balance and priorities—the shape of the Federal research portfolio for computer science—is likely to persist well into the 1990s.²


of any isolated single project remain congruent with developments at the frontiers of knowledge. In practice, the agency investor has no way of knowing whether this “invisible hand” is efficient, rapid, and has good discriminating power. So portfolio evaluations could be used to set relative investment priorities since they provide a check on performance at a useful level of budgetary aggregation. But this would require some modification of the criteria for project selection. Reviewers would no longer be ranking proposals by scientific merit alone, but with respect to standards about which they as experts have no special competence, i.e., issues of social merit.

The burden for priorities, then, rests not with those who give advice, but with those who receive and sort it along with other program arid agency objectives. To take an example, for the period 1987 to 1991 at NSF, the increase in appropriations for ‘‘research and related activities’’ directorates (R&RA) was 39 percent to $1.95 billion (in current dollars). This compares to a 153-percent increase in ‘‘science and engineering education’’ to $251 million and a 49-percent increase for the U.S. Antarctic Program to $175 million. Looked at thematically, 80 percent of the requested fiscal year 1991 NSF budget was for research and facilities, and 20 percent for education and human resources (a virtual doubling
Table 5-5—Inhouse Evaluation for the NSF Strategic Plan: Research Advances and Opportunities
Lost or Postponed, Research and Related Directorates, Fiscal Years 1987-90

<table>
<thead>
<tr>
<th>Directorate</th>
<th>Percent change in funding (current dollars)</th>
<th>Research advances</th>
<th>Opportunities lost/postponed</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Research and Related Directorates</td>
<td>39.0%</td>
<td>• Research initiatives to enhance economic competitiveness in biotechnology, global change, manufacturing, materials, supercomputing/networking, superconductivity.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 10 new ERCs, 11 new STCs.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Programs on women/minorities/disabled and undergraduate research and teaching expanded.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Number of proposals up 11.2%; number of awards up 4.6 percent.</td>
<td>• Decline of 6.1 percent in proposal success rates and in average annualized award amounts in 5 of 6 directorates (1987-89).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• 3 ERCs and 5 materials research labs terminated.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Other STCs deferred.</td>
</tr>
<tr>
<td>Biological, Behavioral, and Social Sciences</td>
<td>26.3</td>
<td>• 5 new centers (3 in biotechnology, 1 in plant science-cooperatively with DOE and USDA, and 1 in geography).</td>
<td>Pursued all proposed, but at reduced levels.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Other initiatives in neurobiology, human dimensions in global environment change.</td>
<td>3-percent decline in proposal success rates.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Equipment and instrumentation increases.</td>
<td></td>
</tr>
<tr>
<td>Computer and Information Science and Engineering</td>
<td>65.5</td>
<td>• NSFNET expansion.</td>
<td>• 27-percent decline in success rates. Fewer grants to groups than planned.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• New joint initiative with DARPA in parallel processing.</td>
<td>• Software engineering initiative delayed.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 4 supercomputer centers renewed.</td>
<td>• 1 supercomputer center phased out.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Infrastructure activities in minority institutions.</td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td>39.5</td>
<td>• 7 group research grants for Strategic Manufacturing Initiative.</td>
<td>Number of proposals and awards down slightly.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• New initiatives in optical communications, nondestructive evaluation, and management of technology.</td>
<td>Materials synthesis and processing initiative (with MPS) delayed.</td>
</tr>
<tr>
<td>Geosciences</td>
<td>34.8</td>
<td>• Research on Loma Prieta Earthquake.</td>
<td>Success rates down 3.2 percent.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Initiated active Systems Service.</td>
<td>Canceled some atmospheric science field programs.</td>
</tr>
<tr>
<td>Mathematical and Physical Sciences</td>
<td>34.1</td>
<td>• Major research equipment subactivity for large research equipment construction projects.</td>
<td>Success rates down 13.9 percent.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Augmented support for new investigators.</td>
<td>Illinois Macrotron construction canceled.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Material synthesis and processing initiative postponed.</td>
</tr>
<tr>
<td>Scientific, Technological, and International Affairs</td>
<td>69.0</td>
<td>• Growth of EPSCoR.</td>
<td>Success rate down 9.2 percent. Undergraduate Education Data System in SRS delayed.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Implementation of Scientific and Technical Personnel Data System.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• 6 Minority Research Centers of Excellence initiated.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

KEY: DARPA=Defense Advanced Research Projects Agency; DOE=U.S. Department of Energy; EPSCoR=Experimental Program to Stimulate Competitive Research; ERC=Engineering Research Centers; MPS=Mathematical and Physical Sciences; NSFNET=National Science Foundation electronic network; SRS=Science Resources Studies; STC=Science and Technology Centers; USDA=U.S. Department of Agriculture.


from its share in fiscal year 1987). This reflects the congressionally mandated priority of science education at NSF.  

Table 5-5 highlights research advances in its R&RA directorates since 1987, as well as research opportunities seen as lost or postponed. This inhouse evaluation was provided to the National Science Board to assist in its long-term planning. It could also serve as a tool for organization and reorganization (see box 5-F), and as a priority scorecard for the mostly little science that NSF supports.  

---

30 These percentages and amounts are based on requests in the fiscal year 1991 budget. Still, they approximate how the research directorates have fared relative to other activities at the National Science Foundation. See National Science Foundation, "Background Material for Long-Range Planning: 1992-1996," NSB 90-81, prepared for a meeting of the National Science Board, June 14-15, 1990, p. C-3.

31 The Antarctic Program is the chief exception, though the National Science Foundation also funds research and development centers such as the National Center for Atmospheric Research, the Kitt Peak and Green Bank telescopes, and five National Supercomputer Centers.
Box 5-F—Behavioral and Social Sciences: Organization and Federal Funding

In the concluding chapter of a National Research Council (NRC) committee report on achievements and opportunities in the behavioral and social sciences, titled “Raising the Scientific Yield,” a prescription is offered for . . . new investments and modifications in research infrastructures that are needed for further progress. “The program of prescribed investments total $240 million annually in 1987, a year in which Federal expenditures on behavioral and social sciences research reached the $780 million mark. The research frontiers singled out by the NRC committee for investment include “. . . new inquiries into the connections among behavior, mind, and brain, . . . “. . . research on the mechanisms of choice and allocation, . . . ”. . . comparative and historical (including prehistorical) study of the institutional and cultural origins of entire societies, . . . “ and methodological advances in “. . . data collection, representation, and analysis.” But is the level of Federal investment in a broad field of science indicative of its potential contributions?

The behavioral and social sciences tend to get less visibility than other sciences at the Federal agencies, especially the National Science Foundation (NSF) and the Alcohol, Drug Abuse, and Mental Health Administration (ADAMHA) of the Department of Health and Human Services, which are the primary providers of basic research funding. This dilemma was addressed at a Senate hearing in 1989 by the economist-psychologist and Nobel laureate Herbert Simon.

It is misleading to talk about “hard” and “soft” sciences. In the physical sciences, classical mechanics is hard, but meteorology (e.g., the greenhouse effect) and the theory of high-temperature superconductivity or low-temperature fusion can be (as recent news stories tell us) exceedingly soft. Similarly, in the social sciences, knowledge about the operation of competitive markets or the capacity of human short-term memory is quite hard; but knowledge about how businessmen and consumers form expectations about the future, or about motivations surrounding drug usage can be quite soft.

To study scientifically what makes us human is as daunting a task as to discover the fundamental forces of the universe or to understand how normal cells become factories of disease. The problem is the priority of funding social research, and opinions may differ on how to institutionalize a Federal commitment to behavioral and social science research.

An Organizational Solution?

In August 1990, Reps. Walgren and Brown introduced H.R. 5543, The Behavioral and Social Science Directorate Act of 1990. This was proposed because, according to Walgren: “NSF’s enthusiasm for the behavioral and social sciences is at best lukewarm. . . and the cause is largely structural. Since its creation, this Biological, Behavioral, and Social Science [BBS] Directorate has been headed by a biologist.” Brown added that: “NSF as a whole has enjoyed a relatively large increase in funding over the past decade. . . However, rather than sharing in the Foundation’s good fortune, these areas of science have been languishing.” The current BBS budget totals $293 million, including $48 million for ‘behavioral and neural sciences’ and $33 million for ‘social and economic sciences.

While the concept of a separate directorate has been around for at least a decade--the time of Reagan-era cuts at the 1990 National Behavioral Science Summit, held under the auspices of the American Psychological Society, 65 psychological and behavioral science organizations endorsed the idea as a solution to needed visibility

2Ibid., p. 249.
3Ibid., pp. 239-244.
5This was formally recognized when the organic act of the National Science Foundation was amended in 1988, placing within its legal mandate. . . a formal responsibility to look after the health of basic research in the social and behavioral sciences.” See Roberta Balstad Miller, National Science Foundation, “The Contribution of Social Research,” John Maddox Memorial Lecture, London School of Economics, November 1986, quote from p. 6.
Box 5-F—Behavioral and Social Sciences: Organization and Federal Funding—Continued

and bigger budgets.' NSF appointed a task force on ‘Imdcing to the Twenty-First Century’ to study the idea and ‘… keep several thoughts in mind: 1) BBS must have the flexibility to meet new mandates; 2) BBS must meet the infrastructure needs of its disciplines; and 3) the zero-sum budget situation makes funding reallocations difficult.’

In December 1990, the task force voted its intention to recommend establishing a separate NSF directorate for social and behavioral sciences. It would be called Social, Economic, and Psychological Sciences (SEPS). Foremost among the issues the task force must consider are how the boundaries for the behavioral sciences would be drawn, and how interdisciplinary research would be affected. Recommended for inclusion in SEPS are economics, geography, law, linguistics, political science, psychology, and sociology. The interdisciplinary fields of cognitive science and of decision, risk, and management sciences would also be included. Most of neuroscience would stay in the biological directorate. Unresolved are the place of anthropology and some of the programs supporting research on information, robotics, and intelligent systems (now housed in the Computer and Information Science and Engineering Directorate). In lieu of immediately developing a divisional or programmatic structure for SEPS, a new group (including NSF program officers) may be asked to take up the issue.

Whether a separate directorate could aid the management and funding of social and behavioral science research at NSF, and how the agency could assess the effectiveness or productivity of such a new directorate, remains to be seen. Implementation of whatever is finally approved would not occur until fiscal year 1993. It is clear that advocates in the vast majority of behavioral and social science fields (led by psychology) are convinced that ‘… only by elevating representation of our scientific disciplines will we successfully compete and increase our funding capabilities and our potential contributions to science.

The science base, especially at NSF and NIH, carries not only the traditional responsibility for funding scientifically meritorious research, but also for satisfying the expectations that the political system associates with the support of research. These expectations, together with budget constraints, create tougher and tougher choices. The agencies cope admirably with this complex task. In the next section, OTA examines another category of research funding: science megaprojects.

Science Megaprojects

The Federal Government has a long history of supporting projects such as the building and operation of dams, bridges, and transportation systems. These projects are large-scale, complex, costly, and long-term undertakings. In addition to performing their primary function, these programs also provide jobs and local public works, and have long-term economic value. Thus, they are often called ‘megaprojects.’
As the body of scientific knowledge grows more sophisticated and costly, research instrumentation and infrastructure are required in some fields. As projects expand, they become valuable economically and politically. For example, the Hubble Space Telescope, launched in April 1990, cost over $2 billion, although the original estimate was as low as $300 million.

By the time the real costs were known, it was too far along to stop. As a practical matter, Congress refused to write off as wasted the hundreds of millions it already had sunk into the project. Politically, the device had taken on a pork-barrel life of its own, sending government money to nearly half the 50 States and employing thousands.

Although economic activity may be a second- or third-order consideration among the initial criteria of project selection, the distribution of Federal monies, as an interim payoff on a long-term investment, can be substantial. For instance, the three megaprojects shown in figure 5-3, the Hubble Space Telescope, the Space Station, and the SSC, enjoy widespread economic and social merits, regardless of their scientific merit.

Among the megaprojects recently listed by The Chronicle of Higher Education are the SSC, the Space Station, the Moon-Mars mission, the hypersonic aircraft, the Earth Observing System, the Strategic Defense Initiative, and the Human Genome Project (HGP). The original estimates for these seven projects alone totaled $528 billion. A September 1990 cost estimate for the same projects was about $580 billion, or $65 billion annually.

What Constitutes a Science Megaproject?

Megaprojects are large, lumpy, and uncertain in outcomes and cost. "Lumpy" refers to the discrete nature of a project. Unlike little science projects, there can be no information output from a megaproject until some large-scale investment has occurred." OTA also would define a science megaproject as requiring very large expenditures (especially when

---

32One philosopher argues that the further and further we get from direct sense experience, the more costly and complex research technologies we need for progress. See Nicholas Rescher, Scientific Progress: A Philosophical Essay on the Economics of Research in Natural Science (Pittsburgh, PA: University of Pittsburgh Press, 1978). The section below is based on Averch, op. cit., footnote 28.


36It is not possible to build one-half of a dam, one-half of a ship, or one-half of an airplane and get the desired performance. These technologies are, of course, well enough in hand that one can estimate or predict the results from investing in them. There is a very extensive literature on appraisal and management of capital projects such as dams, airports, ports, and also a sizable literature on estimating the worth of private sector capital investments in factories and equipment. Among the literature on managing large complex technological systems, literally nothing is written on selecting them. But see Harvey Sapolsky, The Polaris System Development: Bureaucratic Success in Government (Cambridge, MA: Harvard University Press, 1972).
compared with other investments in the same or similar fields) to create knowledge that is unattainable by any other means.

Perhaps equally important in the definition of science megaprojects, however, are the political components. Each project is unique in its development, especially in its progress through the budget processes at the research agencies. Also, science megaprojects are supported by large political constituencies extending beyond the scientific community. In short, there are few rules for selecting and funding science megaprojects; the process is largely ad hoc. To illustrate, OTA presents two widely acknowledged examples of big science projects—the SSC and the HGP.

The Superconducting Super Collider

The SSC, when built, will accelerate two counter-circulating beams of protons at energy level 20 TeV to “create” rarely seen elementary particles when these beams collide. Expected to cost at least $8 billion to construct, the SSC represents one of the world’s largest scientific instruments. Amidst contentious debate in Congress, the SSC won funding approval to begin construction in June 1989. DOE decided to build the 54-mile-in-circumference accelerator south of Dallas, Texas; it is expected to begin operation in 1999. Director Emeritus of Fermi National Accelerator Laboratory, Leon Lederman, has said in House testimony that “... instead of trying to kill off a big target like the SSC... the collider should be seen as the ‘flagship’ for big increases for science [funding].”

The Human Genome Project

The HGP, estimated to cost $3 billion to complete, is expected to yield a high-quality genetic map of the human genome. The HGP is “big” biology in lifetime costs and mode of organization (e.g., scientists clustered in “mapping” centers) relative to the rest of biomedicine. An annual $200 million appropriation would represent 5 percent of NIH’s funding for untargeted research. Its fiscal year 1991 appropriation is $135 million. HGP organizers stress that funding for the project since its inception has been “new” money. Funds from other budget categories at NIH have not shifted to the HGP, i.e., none have decreased since the inception of the project.

The SSC clearly meets the specific criteria outlined by OTA for a big science project (high cost and unique outcomes). It also satisfies the political criteria. First, the SSC has important scientific goals that can be obtained in no other way. Second, the high-energy physics community has marshaled support of the SSC from DOE, which administers the project, and the State of Texas, where it will be built. Finally, the SSC originated in DOE discussions with the high-energy physics community, and was preferred by the Department’s High Energy Physics Advisory Panel to the equivalent amount invested in smaller, less costly high-energy physics projects. As with many big science projects, however, it is also true that, without the prospect for such an accelerator, the equivalent amount would most likely not be available to physicists-or indeed to scientists in other fields at all.


40In spring 1990, the Department of Energy’s High Energy Physics Advisory Panel ranked research goals for the 1990s: building the Superconducting Super Collider (SSC) was first, upgrading Fermilab’s proton-proton Tevatron collider was second, and supporting university-based investigators received honorable mention. See “Physics Panel Sets Priorities for 1990s,” Science, vol. 248, May 11, 1990, p. 681. This also emerged from OTA staff interviews at the Department of Energy, spring 1990. In a January 1991 news release, the Council of the American Physical Society, for the first time in its 93-year history, “...overwhelmingly adopted a public position of funding priorities. Top priority is given to support of individual investigators and ‘broadly based physics research.’” The statement also endorses construction of the SSC in a “...timely fashion, but the funding required to achieve this goal must not beat the expense of the broadly based scientific research program of the United States.” See American Physical Society, “First APS Council Statement on Funding Priorities,” news release, Jan. 28, 1991.


42In fiscal year 1990, the Human Genome Project is budgeted for $90 million at the National Institutes of Health (NIH) and $46 million at the Department of Energy. The NIH amount represents 1 percent of its total budget. See Leslie Roberts, “A Meeting of the Minds on the Genome project?” Science, vol. 250, Nov. 9, 1990, pp. 756-757.

Critics of the HGP contend that it flaunts tradition in the administration and performance of biomedical research. They are also "... not convinced that a crash program for analyzing the structure of genomes will advance either health or the life sciences for many years to come." "Proponents of the project stress its development of automated technologies for molecular biology, including mapping and sequencing, and of new computational approaches that apply computer science to biology. Thus, "... a new type of interdisciplinary biologist who understands technology as well as biology ..." is being trained. Besides, in the words of molecular biologist Leroy Hood:

The HGP primarily funds single investigator-sponsored research. It is not big science. Rather, by making the human chromosomal map and sequence available to small laboratories, it allows them to compete with large laboratories. Hence, the HGP is the guarantor of small science.45

The HGP was originally billed as a project that would contribute to the cures for all disease.46 As legislators skeptically claimed that they had heard this "promise" from life science projects before, proponents of the project began to promote the HGP on its other potential strengths, including contributions to economic competitiveness. For instance, Hood stated that HGP "... will in turn spawn new industrial opportunities. ... The HGP will prime the American economic pump."47

At issue in the designation of this science project as "big" is more than cost and organization, but the timing of the research investment and its impact on both the culture and justification for biomedical research. The 1 percent of NIH’s budget is a small investment, but it represents the reordering of criteria and the disruption of research—unusual.

The Process of Megaproject Selection

From a national perspective, megaprojects are very large projects that stand alone in the Federal budget and cannot be subject to priority setting within a single agency. Nor can megaprojects be readily compared. The SSC and HGP are not big science in the same sense. One involves construction of a large instrument, while the other is a collection of small projects. There also exists virtually no scholarly literature to guide the selection of megaprojects designed to promote the state of the art of scientific fields.48 At issue with many megaprojects is their contribution to science. For instance, the Space Station has little justification on scientific grounds, especially when compared with the SSC or the Earth Observing System, which have explicit scientific rationales. At present, the Space Station does have considerable momentum as an economic and social project.49 However, many question the uniqueness of these benefits because other projects, such as the Earth Observing System, could certainly provide many jobs as well. Because the problem of selecting among science megaprojects has most in common with the selection of complex capital projects, timeliness (why do it now rather than later?) and scientific and social merit must all be considered.

The tradeoffs among these criteria are complex, even when restricted to considerations solely within

---

In the early stages of megaproject development, it is often difficult to obtain firm estimates of cost because plans can change radically. In 1982, the Earth Observing System (EOS) was conceived as a large space antenna system, as in the artist's rendering on the left. By 1990, the conception of EOS had changed to include “platforms” in space and other features, as shown on the right.

In the scientific community. One observer puts the dilemma of weighing social and scientific merit this way:

Scientific progress depends heavily on scientific capital; scientific capital is built up by investments in training, equipment, pilot research, and the accumulation of expertise over extended periods. A single very large project may have great scientific and social benefits, but if it can be done only by shutting down existing lines of research in other areas, the opportunity losses—the loss of the benefits these lines of research would have produced, plus the cost of duplicating in the future the capital investments in them—can outweigh the gains from the larger project. It is very difficult to estimate the losses from opportunities foregone; however, we do know that a small proportion of studies trigger the kind of dramatic breakthroughs that transform life in ways the original researchers themselves rarely envision.31

In addition, funds are still obligated to agencies. So assurances notwithstanding, the research community perceives megaprojects as new money for an initiative that could supplant older, S&T base programs, and would be added to agency budgets if the megaproject did not exist.32

On a national scale, criteria and tradeoffs are even more difficult to quantify, since completely separate fields are represented. The social and scientific benefits that will derive from investing in one are incommensurable with those that would be derived from investing in some other.33 So weighing the scientific, technological, and development benefits that will result from the projects will not suffice; economic and labor benefits must also be considered. Other criteria might also include education and training benefits, and the impact of the project on the research community measured in per-investigator costs. For instance, if one project will benefit only a few researchers, while a second of similar cost will benefit a larger number of researchers, then perhaps the second should be favored.

One might also expect preference for megaprojects that can be cost-shared internationally over those that cannot be. This conceives of megaproject output as a contribution to world science, i.e., as


32This has been charged repeatedly about AIDS funding relative to the rest of the National Institutes of Health budget. For example, see David T. Denhardt, “Too Much for AIDS Research,” The Washington Post, Oct. 2, 1990, p. A19.

33See, for example, J. E. Sigmund et al., “Allocating Resources Among AIDS Research Strategies,” Policy Sciences, vol. 23, No. 1, February 1990, pp. 1-23. The authors asked 17 nationally known AIDS experts to estimate the marginal or incremental value of additional funds for different AIDS research investments in terms of some prospecifies social outcomes. The information that would be gained from these different investments is incommensurable, but their expected contribution to those specified social outcome allows them to be ordered. The megaproject problem, however, is more like judging research investments in AIDS v. heart disease v. cancer.
information appropriable by all who want it and can benefit. The SSC would not be defined as a competitor of CERN (the European Organization for Nuclear Research in Geneva, Switzerland) in some private particle race pursued by U.S. high-energy physicists; there would also be no national objective to keep the American rate of discovery above that of European or Japanese physicists. While the prevailing claim is that ‘priority races’ are necessary to make progress in science, cost- and information-sharing are consistent with a view of research as an appropriable, world public good.

While scientific and social merit are abstract, they provide a framework to evaluate the merits of proposed big science projects. More concrete concerns include the range of megaproject costs and their management.

**Megaproject Costs and Management**

The Federal Government buys big science initiatives, and the initial investment may represent a point of no return. Once the “go, no-go” decision has been made at the national level, the commitment is expected to be honored, no matter how much the cost estimates or timetables for completion change. However, criteria for consideration in the funding of a science megaproject could conceivably include: startup and operating costs, and likely changes in the overall cost of the project from initial estimate to completion. Table 5-6 presents a comparison of four projects, which shows that the cost estimates for some big science projects double before they are even begun.

Table 5-7 presents the budget authority for four projects in fiscal years 1990 and 1991. The percentage increases requested are considerably larger than the average annual increase in total budgets proposed for the cognizant research agencies. The costs incurred in future years by most megaprojects are enormous, and it is unclear that all of the projects currently receiving funds can be supported in coming years.

In addition, costs for maintenance of a big science facility once it is operational are rarely considered.

---

54 See S.S. Yamamoto, “A Genuine Global Partnership?” Nature, vol. 346, Aug. 23, 1990, p. 692. This has likewise been an issue in the Human Genome Project, since James Watson, Director of the National Institutes of Health’s National Center for Human Genome Research, has been outspoken about the disappointing level of funding and commitment to the project by the governments of Japan and France. See Sorman, op. cit., footnote 43, p. 7. Also, the benefits of megaprojects include not only the scientific knowledge generated, but the technological know-how gained in designing and building the instruments.

Table 5-7 Four “Big Science” Initiatives in the Fiscal Year 1991 Budget
(estimates in millions of current dollars)

<table>
<thead>
<tr>
<th>Initiative</th>
<th>Fiscal year 1990 enacted</th>
<th>Fiscal year 1991 proposed</th>
<th>Proposed percent increase</th>
<th>Fiscal year 1991 enacted</th>
<th>Enacted percent change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic Defense Initiative</td>
<td>$3,600</td>
<td>$4,500</td>
<td>25%</td>
<td>$2,900</td>
<td>−9%</td>
</tr>
<tr>
<td>Space Station</td>
<td>1,750</td>
<td>2,451</td>
<td>40%</td>
<td>1,900</td>
<td>90%</td>
</tr>
<tr>
<td>Superconducting Collider</td>
<td>225</td>
<td>331</td>
<td>47%</td>
<td>243</td>
<td>8%</td>
</tr>
<tr>
<td>Human Genome</td>
<td>60</td>
<td>108</td>
<td>41%</td>
<td>88</td>
<td>47%</td>
</tr>
<tr>
<td>Total</td>
<td>5,635</td>
<td>7,390</td>
<td>31%</td>
<td>5,131</td>
<td>−9%</td>
</tr>
</tbody>
</table>


The Space Station promises to require at least $1.5 billion per year in maintenance—an amount not figured into original cost estimates.\(^56\) Much of the maintenance support will be transported by the Shuttle, which has proven less than reliable in recent years. These concerns raise questions about how realistically operations are weighed in securing approval of megaprojects.

Another concern is the ‘‘top-down’’ organization of big science projects. For example, one critic of the HGP endorses both the goals and the quality of the science so far, but calls it ‘‘. . . overtargeted, over-budgeted, overprioritized, over-administered, and . . . micromanaged.’’\(^57\) In contrast, some projects are criticized for a lack of management: ‘‘Though over $4 billion has been spent so far on the Space Station, it exists only as a paper design, and with virtually no purpose beyond serving as a platform for the glamour of man in space.’’\(^58\) Clearly, management is an important consideration in megaproject development.

Any big science project on the forefront of expertise will involve considerable learning by doing. Once a megaproject has been selected, real-time evaluations of its progress can also be carried out that give rapid feedback to those involved.\(^59\) While there is no guarantee that agency sponsors of megaprojects will listen to evaluators, the latter can become another constituency defined into the decisionmaking process.

In sum, megaprojects will always be selected through a political, public process because of their scale, lumpiness, and incommensurability. Yet, for each initiative, as the NAS priority report reminds: ‘‘. . . it is necessary to specify the institutions, individuals, and organizations that will be served; the costs; the opportunities for international cooperation and cost sharing; the management structure; and the timeliness of the program.’’\(^60\) The cost of investment for the Federal Government and the cost per investigator are criteria that apply to all science initiatives. The designations ‘‘big’’ and ‘‘little’’ are quite variable when projected over time and relative to the total value of an agency’s portfolio. Clearly, the process of making Federal research investments could become more iterative, less sequential, and better oriented to national goals. OTA next examines an alternative to current practice.

\(^56\)Cordes, op. cit., footnote 34, p. A28.

\(^57\)Don Brown quoted in Roberts, op. cit., footnote 42, p. 756. For example, there are now a total of six National Institutes of Health-supported genome research centers and growing questions about acceptable costs and error rates in sequencing a genome before deposit in a database. See ‘‘New Human Genome Centers Established,’’ Chemical & Engineering News, vol. 69, No. 6, Feb. 11, 1991, p. 16; and Leslie Roberts, ‘‘Large-Scale Sequencing Trials Begin,’’ Science, vol. 250, Dec. 7, 1990, pp. 1336-1338.


\(^60\)National Academy of Sciences, op. cit., footnote 17, p. 11.
Research Priorities and the "Big Picture"

Figure 5-4 depicts the projected outlays for the science base and science megaprojects discussed above. The projected expenditures for big science projects rise in the 1990s as an increasingly significant portion of those for science projects as a whole. (Since cost estimates for megaprojects tend to grow precipitously, a similar figure that doubles those expenditures are included for sake of comparison in figure 5-4.61) Within the current funding climate and that predicted for the 1990s, perhaps not all components of the current Federal research portfolio can be supported. Choices among science projects may need to be made. Because of the large projected lifetime costs associated with each megaproject, sorting and recalibrating the costs of each earlier rather than later would be useful.

How could such choices be made? Ideally, one might ask that Federal funds be allocated to the science base and then add megaprojects in order of importance until funds are depleted. However, such a sequential approach is not realistic. First, there is nothing that corresponds to a single research budget. Many countries, for example, Canada, Germany, and Sweden, have capital budgets for all functions, including research. If the United States had a capital budget distinct from its operating budget, then it could rate megaprojects against one another and compare them with other capital investments. Second, megaprojects are funded on an equal footing in many agencies with other research programs. Finally, in the words of Albert Teich, of the American Association for the Advancement of Science:

Advocates of systematic priority setting and those who may be called on to advise in the process need to recognize that any such rational analysis is just one element of the picture. Such analysis may influence the process, but it does not determine priorities. Other factors and other voices will and should be heard. Political criteria are not a contaminant in the allocation of public resources for research; they are absolutely essential to the democratic process and to the long-run effective functioning of the system.62

An annual review of commitments across categories of investment would help to gauge balance by field, research problem, and agency contributions to the achievement of national goals. By revisiting these categories year after year, Federal investments could be appraised to add and subtract from the Nation’s research portfolio.63

Once the context for priority setting is examined, tradeoffs and choices take on another dimension. What do U.S. society and the Federal Government expect for their research investment? What does the scientific community promise to deliver? The answers differ among participants and over time. The answers differ because criteria and expectations differ, because there are plural research systems, and because participants can influence the process of budgeting and research decisionmaking at many levels.

Although scientific merit and program relevance must always be the first criteria used to judge a research program or project’s potential worth, they cannot be the sole criteria. First, in today’s research system, there are many more scientifically meritorious projects than can be funded. In its initial effort to document stress on the Federal research system created by an abundance of research applications, OTA found that an increasing proportion could not be funded by various research agencies due to budget limitations, rather than to deficiencies of quality.64 Second, rewarding scientific merit and relevance alone can inhibit the system from preparing for the future. This problem is seen clearly in the finding of young investigators. Since the prospective yield of new knowledge is judged by the technical merit (e.g., soundness of design or experimental protocol) of a project proposal, its scientific creativity, and the track record of the scientist, young investigators are at a disadvantage, and other criteria must be weighed when evaluating their proposals.

61Note that some estimates of megaprojects include only capital costs, while other include capital and operating costs.


63To iterate is to plan and exercise flexibility within a budget envelope—much like a National Basketball Association team shuffling its roster to stay under the league’s imposed salary cap while enjoying a full complement of players at every position.

Figure 5-4—Cost Scenarios for the Science Base and Select Megaprojects: Fiscal Years 1990-2005

Current cost estimates for megaprojects

3 percent growth for science base
(megaproject funding added on)

3 percent growth for total research funding
(megaproject funding included)

Doubled current cost estimates for megaprojects

3 percent growth for science base
(megaproject funding added on)

3 percent growth for total research funding
(megaproject funding included)

KEY: SSC=Superconducting Super Collider; EOS=Earth Observing System.

NOTE: These figures are schematic representations of projected costs for science projects. In the figures on the left, the science base is projected to grow at an annual rate of 3 percent above inflation. In the figures on the right, total research funding is projected to grow 3 percent above inflation. The cost estimates for the megaprojects are based on data from "The Outlook in Congress for 7 Major Big Science Projects," The Chronicle of Higher Education, vol. 37, No. 2, Sept. 12, 1990, p. A26; and Genevieve J. Kneze, "Science Megaprojects: Status and Funding, February 1991," CRS Report for Congress, 91-258 SPR (Washington, DC: Congressional Research Service, Mar. 12, 1991).

There is a role for Congress to set priorities across and within categories of science and engineering research. The application of criteria that augment "scientific merit" and "program relevance"—which are today's judgments of quality—would clarify tomorrow's objectives of research investment. As discussed in chapter 1, broadly stated, there are two such criteria: strengthening education and human resources (i.e., increasing the number and diversity of participants); and building regional and institutional capacity (including economic development by leveraging Federal research support). Both sets address the future capability of the research system in response to national needs, and both can be employed in mainstream and set-aside programs.

Conclusions

Since progress begets more opportunities for research than can be supported, setting research priorities may be imperative for the success of science in the 1990s. And while the questions raised in this chapter have a familiar ring—how should Federal monies for research be spent? which opportunities for scientific advance merit funding now? who should decide?—the search for a framework to judge criteria of choice has grown urgent. In the pluralistic and decentralized system of research decisionmaking, sponsorship, and performance, there are ample voices to justify most any hierarchy of programs and projects on the grounds of "social" or "scientific" merit. The question of what do U.S. society and the Federal Government want for their research investments has many answers.

Long before the onset of stringency in Federal discretionary funding, priority setting was an integral part of the regular budget process:

By the time any budget for science has been pulled apart by function in the budget committees, by agency in the legislative committees, and by appropriations bills in the appropriations committees (in both House and Senate at each of these levels) and reassembled among the various other programs of veterans' benefits, sewage treatment grants, and agricultural price supports, its internal priorities will be unrecognizable. The problem is not a lack of priority setting. The problem is implementing priorities in the name of national goals and scientific needs. How can that be achieved?

Some observers of the current priority-setting process have suggested improvements to the process that are structural, in particular centralizing the budget process and intensifying research planning within and across the agencies. This would make the tradeoffs more explicit and less ad hoc, and the process more transparent. At a minimum, multiyear budgeting and an agency crosscutting budgetary analysis (proponents like NAS say) could reduce uncertainty in budgeting.

To ensure that priorities are set, some persons, committees, or bodies of the Federal Government, in addition to the President, must be invested with the power to set priorities. Agency managers are already performing this function at a program level, with oversight from the legislative branch. At the highest level of decisionmaking, however, a crosscutting function is required. In the executive branch, OSTP and OMB are the only actors with the ability to play such a sweeping role. Without additional legislative initiatives, however, OSTP is hampered by the powerlessness of its advisory position. And OMB, which has been serving a crosscutting function in the executive branch, is not receptive to incorporating debate and public decisionmaking on these issues. Congress already serves, in part, a crosscutting priority-setting function. However, Congress has traditionally been reticent to set priorities. Suggestions have been made to strengthen Congress' hand in research decisionmaking through structural

---

65Some agencies programs already incorporate these criteria. They are explicitly in use, for example, at the National Science Foundation (NSF); though not in every program or directorate and there have been no claims that scientific merit has been compromised. At other agencies, however, these criteria are seen as not as important to the research mission (OTA interviews, spring 1990). At the same time, set-aside programs at NSF and elsewhere underscore the continuing need for "sheltered competitions" for researchers who do not fare well in mainstream disciplinary programs.

66Brooks writes: "Today many of the same negative signals that existed in 1971 are again evident. Will science recover to experience a new era of prosperity as it did beginning in the late seventies, or has the day of reckoning that so many predicted finally arrived?" Harvey Brooks, "Can Science Survive in the Modern Age? A Revisit After Twenty Years," National Forum, vol. 71, No. 4, fall 1990, p. 33.

67Teich, op. cit., footnote 62, p. 18.

68This was, of course, prior to the 1990 budget summit and passage of the Deficit Control Act discussed in ch. 3. The National Academy of Sciences discussion is nevertheless instructive. See National Academy of Sciences, op. cit., footnote 17, pp. 11-16, especially table 2. Also see U.S. General Accounting Office, U.S. Science and Engineering Base: A Synthesis of Concerns About Budget and Policy Development, GAO/RCED-87-65 (Washington DC: March 1987), especially pp. 22-56.
change in the budget process, and there has been an evolution toward greater congressional activism. However, Congress may wish to strengthen its current role as the final arbiter of priorities and invest others with the discretion to propose priorities.

Whatever Federal body is designated as having the authority of initial choice, its task should extend at a minimum to the iterative planning and appraisal of accounts that results in: a) limiting the number of (or budget commitment entailed by) megaproject initiatives, and b) making tradeoffs among research fields in the S&T base. For instance, the broad field of the life sciences has received substantial increases in funding over the last 15 years, while other fields have climbed more slowly. Seen as part of the Federal research portfolio, the life sciences could be stabilized in funding, while certain other fields, ranked according to other criteria (e.g., training of students), could be slated for augmented funding. Already included in most research decisionmaking are criteria based first and foremost on scientific merit. OTA suggests that two other criteria could be added to scientific merit. These criteria emphasize planning for the future-strengthening education and human resources, and building regional and institutional capacity. Education, human resources, and regional and institutional capacity are valid outcomes of Federal research investments. Progress toward achieving national objectives that incorporate these criteria should be monitored with congressional oversight.

Reordering the criteria of choice changes the process and the expectations of returns from the investment in research. Such reconfiguration, perhaps seen most clearly in big science projects, demonstrates how embedded science and technology have become in the myriad needs of the Nation. These initiatives are appropriated by political actors because they are much more than cutting-edge research. They represent ‘real money’—in jobs, industrial development, innovation, trade, and prestige regionally, nationally, and internationally. This is why the constituencies for them are broad and why they remain controversial within their respective research communities years after having been proposed and the down payment made by the Federal Government.

Enhanced priority setting could be the 1990s’ expression of the post-World War II social contract that bound science to government. However, greater priority setting in science is no panacea for the problem of research tiding. It is a partial response to the problem of how the Federal research system can make choices in the coming decade. Another response of comparable urgency—understanding and coping with research expenditures—is discussed in chapter 6.
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University research is a smokestack industry. That the research university’s capital costs are small and easy to cope with is a myth.

William F. Massy

Introduction

Many researchers state that the problem with research funding in the United States is that it has not kept pace with inflation. “Inflation” in this context refers not to inflation in the Gross National Product, but to the rise in apparent research costs. Several factors contribute to research expenditures, but the most notable is the sheer size of the enterprise.

Contributing to confusion over the issue of costs in research are the numerous and sometimes inconsistent meanings of “costs,” and the lack of a suitable measure of “research.” Specific research activities generally become cheaper to complete with time, due to increasing productivity, for example, of computers and other technologies. However, advances in technology and knowledge also allow deeper probing of more complex scientific problems and create demand for greater resources. Because success in the research environment depends heavily on “getting there first,” there is clear advantage to having the financial support to acquire additional staff and cutting-edge technology. Thus, competition drives up demand for funding. In this sense, the demand for more resources (costs of research) will continue to outpace any increases in Federal funding. (For a more complete discussion, see chapter 1.)

Available data suggest that an increase in the number of scientists supported by Federal funds combined with real growth in their salaries and benefits have figured heavily into total Federal expenditures. In recent years growth in research budgets (i.e., support) has also been accompanied by a growth in researcher’s expectations (i.e., demand). In addition to increased competition through the 1980s for available agency research funding, research expenditures on scientific projects (both direct and indirect) have grown, generally above the rate of inflation. Some claim that research requires more expenditures today because of complexity: what was done yesterday can often be done cheaper today, but ‘tomorrow’s science’ may cost more. As understanding of natural and social phenomena increases, the questions to be answered become more intricate, resulting in increased expenditures or “sophistication inflation.” Complying with increasing layers of regulation has also been cited as responsible for increased expenditures.

Unfortunately, few systematic analyses have been performed to evaluate these claims. Complicating questions on the cost of research are incomplete and murky data on research expenditures. Definitions of what is being measured over time are straightforward, but the activity that they purport to capture is constantly changing. In addition, much of the current debate over expenditures takes place within

---


2Researchers are now submitting more proposals to improve their chances of maintaining or increasing previous support levels. National Science Foundation, “NSF Vital Signs: Trends in Research Support FY 80-89,” draft report, November, 1990, p. 3. The National Science Foundation (NSF) found that the average number of proposals submitted by an investigator to win one NSF award had risen from about 1.5 to 1.7. NSF notes that these data do not address the extent to which the increase in proposal submissions to NSF is the result of perceived difficulty in winning awards or other factors such as growth in the population of research fields or greater pressure to win awards for professional advancement.


the context of agency budget constraints and pressures felt by research performers. Determining what is an adequate amount of Federal money for the conduct of research is not easy, and is only compounded by confusion over true costs.6

Analysis of expenditures for the conduct of research focuses on what Federal agencies are willing to spend for personnel, facilities, and instrumentation, but gives neither an accurate picture of what the needs are nor whether expenditures are being totally recovered by the research performers.7 Individual components of the research budget have not risen significantly, with the exception of salaries and fringe benefits. However, more scientists and engineers are doing research; they are getting paid more for their work, and they are spending more. Annual expenditures, including operating, equipment, and capital (facilities) spending per full-time equivalent investigator, are estimated to have increased from $85,000 (1988 dollars) in 1958 to about $170,000 by the late 1960s, where they leveled off through the 1970s. In the 1980s, expenditures rose to $225,000 (see figure 6-1).

Thus, an academic scientist today spends almost three times as much (in real terms) for research as in 1958. Figure 6-2 shows that expenditures have risen in every component (personnel, facilities, equipment, students, others) for three decades. However, available data point to personnel and indirect cost expenditures as the most important components of increases. Personnel expenditures have less accounting flexibility: unlike facilities and instrumentation costs, they cannot be deferred or depreciated.8 Federally supported academic research is salary intensive. This leads to salaries and fringe benefits affecting the direct cost equation more than nonpersonnel items.

Indirect costs have been rising faster than direct costs. Academic institutions claim that is because the more expensive items, such as facilities and administration, more often fall into the indirect cost category, while controllable expenditures, such as research personnel and graduate students, fall into the direct cost line. The confusion about indirect v. direct costs of research is, in part, complicated by philosophical differences about where expenditures should be assigned. For at least the past 20 years, a debate has been carried on between university administrators and Federal granting agencies over who should pay for what in academic-based research. Although the grant is for research, it is signed with an institution, which incurs expenditures beyond the scope of the research being performed. It has been the practice of the Federal Government to consider research as integral to the university mission and, therefore, its cost should be shared by both parties.9

This chapter looks at the issue of research expenditures from two perspectives—the Federal Government as funder, and the research university as performer.10 Available data concerning specific budget items (e.g., salaries, instrumentation, indirect costs, and facilities) are presented. These data are collected by granting agencies and tend to reflect agency expenditures rather than actual costs to the researcher. Expenditures, as recognized from the perspective of the university research performer, are also discussed as a component of financial planning, proposal-writing strategies, and changing expectations.

7Analysis is confounded by the expenditure accounting schemes that vary from research institution to institution, making comparisons both difficult and perilous. For an attempt to compare expenditures at two public and two private universities associated with the performance of National Science Foundation-funded research, see G.W. Baughman, "Impact of Inflation on Research Expenditures of Selected Academic Disciplines 1967-1983," report prepared for the National Science Foundation and the National Center for Educational Statistics, Nov. 8, 1985. Also see Research Associates of Washington Higher Education Price Indexes: 1990 Update (Washington, DC: 1990).
8For at least the fifth consecutive year, faculty salaries have increased more than the cost of living. From November 1989 to November 1990, the consumer price index increased 6.3 percent. During that same period, average faculty pay increased 7.1 percent. Reported in "Faculty Pay and the Cost of Living," chart, The Chronicle of Higher Education, vol. 37, No. 17, Jan. 9, 1991, p. A15.
**Figure 6-1—Academic R&D Expenditures per FTE Investigator by Type of Expenditure: 1958-88**
(in thousands of 1988 dollars)

**Figure 6-2—Estimated Cost Components of U.S. Academic R&D Budgets: 1958-88**
(in billions of 1988 dollars)

**NOTE:** Constant dollars were calculated using the GNP Implicit Price Deflator.

**DEFINITION OF TERMS:** Operating funds refer to current fund expenditures for academic research and development (R&D) activities that are separately budgeted and accounted for, including expenditures for senior scientist and graduate student compensation, other direct costs, and indirect costs associated with conduct of academic research. Equipment includes reported expenditures of separately budgeted current funds for the purchase of academic research equipment, and estimated capital expenditures for fixed or built-in research equipment. R&D facilities include estimated capital expenditures for academic research facilities. Full-time equivalent (FTE) investigators include those scientists and engineers conducting funded (separately budgeted) academic R&D; the FTE is an estimate, derived from the fraction of faculty time spent in those research activities, nonfaculty scientists and engineers employed to conduct research in campus facilities (except federally funded R&D centers), and postdoctoral researchers working in academic institutions.


**NOTE:** Constant dollars were calculated using the GNP Implicit Price Deflator.

**DEFINITION OF TERMS:** Estimated personnel costs for senior scientists and graduate students include salaries and fringe benefits, such as insurance and retirement contributions. Other direct costs include such budget items as materials and supplies, travel, subcontractors, computer services, publications, consultants, and participant support costs. Indirect costs include general administration, department administration, building operation and maintenance, depreciation and use, sponsored-research projects administration, libraries, and student services administration. Equipment costs include reported expenditures of separately budgeted current funds for the purchase of research equipment, and estimated capital expenditures for fixed or built-in research equipment. Facilities costs include estimated capital expenditures for research facilities, including facilities constructed to house scientific apparatus.

**DATA:** National Science Foundation, Division of Policy Research and Analysis. Database: CASPAR. Some of the data within this database are estimates, incorporated where there are discontinuities within data series or gaps in data collection. Primary data source: National Science Foundation, Division of Science Resources Studies, Survey of Scientific and Engineering Expenditures at Universities and Colleges; National Institutes of Health; American Association of University Professors; National Association of State Universities and Land-Grant Colleges.

The cost of complying with regulations of research procedures and equipment is one of a long list of changing expenditures for Federal research. However, indirect costs and salaries are the largest expenditures in federally funded research.

Expenditures From the Federal Perspective

This section explores what is known about research expenditures from the perspectives and databases of two granting agencies—the National Science Foundation (NSF) and the National Institutes of Health (NIH). It also includes a discussion of cost data collected by NSF pertaining to all Federal research and development (R&D) (as that is the level at which the available data are aggregated), as well as analyses conducted by the National Academy of Sciences and other cost analysts.

Direct v. Indirect Costs

The Office of Management and Budget (OMB) guidelines for indirect costs include those that are incurred for common or joint objectives and therefore cannot be identified readily and specifically with a particular sponsored project, an instructional program, or any other institutional activity. Indirect costs reflect the contractual arrangements between the agency and a particular university, regardless of actual expenditures at that university. The rate is negotiated based on allowable charges, past experiences, and expectations for the period under negotiation. The indirect cost ratio is the proportion of total award budget applied to indirect costs. In general, all research agencies pay the same indirect cost rate at a given institution (the Department of Agriculture is the exception in that formulas are used). Direct costs are those that can be identified with a particular sponsored project, instructional program, or any other institutional activity; or that can be directly assigned to such activities with a high degree of accuracy.

The guidelines for calculating costs were developed in conjunction with OMB Circular A-21 and have been in force since 1979. OMB also specifies the method for calculating the indirect portion of salaries and wages paid to professional employees. A requirement exists for assigned workload to be incorporated into the official records and for that system to reflect 100 percent of the work for which the employee is being compensated. Thus, the record should show the percentage of time spent on research, teaching, and administrative duties.

Every major research university has an indirect rate established for the current fiscal year for recovery of costs associated with sponsored research. These rates have evolved over many years as a result of direct interaction and negotiation with the cognizant Federal agency. There is a wide range of indirect cost rates among universities, with most noticeable differences between public and private institutions; rates tend to be higher at private institutions. Rates vary because of: 1) real and significant differences in facilities-related expenditures, 2) tacit or overt underrecovery by some universities, 3) imposition of arbitrary limits by

---

some government agencies in the negotiation process, and 4) diversity in assigning component expenditures as direct or indirect."

Figure 6-3 indicates the trends in indirect costs as a proportion of total research expenditures for NIH and NSF. In part, the ratios vary because NIH separates direct and indirect costs, and proposals are evaluated based mainly on direct costs. NSF, on the other hand, considers total costs in making an award (usually after merit review).

Confusion about the relationship between the indirect cost rate and what is allowable for adminis-

trative and student service components reflects the difficulty of separating expenditures along lines of research, instruction, and other functions. Equipment and facilities-related components of the rate seem to be less controversial, perhaps because of better documentation of expenses in these areas. Some have advocated that two rates should be calculated for indirect costs—one for facilities and equipment, and one for all other components, such as administrative, library, and student services. This view has considerable relevance as universities renovate or replace aging facilities and equipment.

Aggregate Expenditure Data for Personnel, Facilities, and Equipment

Expenditures for facilities and equipment are frequently cited as a drain on the academic financial resource base. These data, however, mix actual and planned expenditures. As universities compete against industry and each other for resources, funding needs grow, as does spending. Competition in the university environment has also driven up the "set up" price of the average scientist. Data on salaries and personnel are more reliable because

---


these cost categories cannot be deferred and are documented annually.

**Personnel**

For the past three decades, personnel expenditures have accounted for about 45 percent of total costs of academic research charged to the Federal Government, consistently the largest share of the budget. Salaries have been on the rise and from 1981 to 1988 the number of scientists and engineers employed in academic settings increased steadily from about 275,000 to almost 340,000.\(^8\) Increased numbers of investigators and rising salaries (and the benefits that go with them) have driven up the price of the personnel component of direct costs. In future years, it is anticipated that the personnel component of research budgets will rise further due to a faster rate of inflation in salaries than in other categories such as equipment and facilities.\(^9\) And the fiscal year 1991 appropriation for NSF lifted the $95,000 annual salary cap on principal investigators that can be charged to a grant.\(^20\)

The patterns for spending on graduate students mirror that for principal investigators. Increases in the number of graduate students supported, however, were larger than the growth in the number of scientists due to a greater reliance on the research grant as a support mechanism.\(^21\)

**Research Facilities Construction and Renovation**

Research facilities may be defined as the environment within which research is conducted, as opposed to research instruments, or the tools that scientists and engineers use to collect data. Facilities currently receive about 10 percent of the Federal R&D budget compared to about 6 percent at the beginning of the 1980s.\(^22\) Most of the data available on scientific and engineering research facilities are collected by NSF on a biennial basis in response to the 1986 National Science Foundation Authorization Act (Public Law 99-159). The act required NSF to design, establish, and maintain a data collection and analysis capability for the purpose of identifying and assessing the research facilities needs of universities and colleges. Data are not available before 1986. The assessments are based in part on estimates, relying on reported capital projects—both actual and planned—and anticipated spending for construction and repairs of research facilities.\(^23\) Actual expenditure data are derived from expenditures in previous years.

In constant 1988 dollars, annual capital expenditures for academic science and engineering facilities nearly tripled during the “golden age” from $1.3 billion in 1958 to $3.5 billion a decade later. Expenditures dropped to $1 billion in 1979 (1988 dollars) and stand at $2 billion in 1988. Presently, the Federal share of facilities funding is 11 percent, down from a high of 32 percent in the 1960s.\(^24\)

In 1986-87, academic institutions initiated major repair and renovation projects in academic research space totaling $840 million. In 1988-89, this figure rose to $1.04 billion.\(^25\) Estimated deferral rates for repair and renovation are 4.25 for every dollar spent in 1990, up from $3.60 in 1988.\(^26\)

Institutions’ spending for new construction of research facilities was expected to grow from $2.0 billion in 1986-87 to $3.4 billion in 1988-89, an average increase of about 30 percent per year. A 1990 update revealed that costs for 1988-89 new

---

\(^{18}\)Ibid., p. 2.34, based on National Science Foundation data.

\(^{19}\)National Science Foundation, *The State of Academic Science and Engineering* (Washington, DC: 1990), pp. 119-149. Of course, personnel expenditures would be much higher if full salary and fringe benefits were charged to the Federal Government. Most universities absorb substantial portion of such expenditures. Some agency programs will pay for only 2 to 3 summer months. Leonard Lederman, Directorate for Scientific, Technological, and International Affairs, National Science Foundation, personal communication, December 1990.


\(^{21}\)National Science Foundation, op. cit., footnote 19, pp. 124-125.

\(^{22}\)Ibid., pp.134-139.

\(^{23}\)According to National Science Foundation commentators on this October 1990 QT draft chapter, estimates of “need” denote deferral Of facilities expenditures (both new construction and repair/renovation projects), not an institutional “wish list.” National Science Foundation staff, personal communication, December 1990.

\(^{24}\)4-8, 1977-University-Industry Research Roundtable, op. cit., footnote 17, pp. 2-28, 2-29.

\(^{25}\)National Science Foundation, op. cit., footnote 5, p. xvii.

\(^{26}\)Ibid., p. xix.

construction projects totaled only $2.5 billion, considerably less than projected. Private institutions among the top 50 recipients of Federal R&D funds report considerably higher spending levels than public institutions, both for construction and repair and renovation. The reverse is true among institutions not in the top 50, where spending levels are higher at public institutions.

The unit cost of new construction (the cost per net square foot) grew in real terms from $207 in 1986-87 to $231 in 1988-89, an increase of about 12 percent per year (see figure 6-4). Construction expenditure increases of this magnitude, which are above the rate of inflation, are attributed in part to changing technical and regulatory requirements such as animal quarters, biohazard containment safeguards, and toxic waste disposal facilities. These regulatory requirements are especially relevant to the medical and biological sciences, but vary with the institutional setting in which the research is conducted.

The proportion of Federal support for construction is about 11 percent in private institutions and 8 percent in public institutions (see figure 6-5). The Federal Government also pays for renovation and repair costs in part through the indirect cost rate, and in 1988, the Federal Government supplied nearly $1 billion to support university infrastructure through indirect costs. Almost 20 percent was for facilities depreciation, while the rest was recovered for...
Figure 6-5-Relative Sources of Funds for Research Facilities: Academic Capital Projects Begun in 1986-89

Sources of funds

- Federal Government
- Institutional funds
- State/local government
- Debt financing
- Private donations
- Other sources

NOTE: Percentages may not total 100 due to rounding.


operation and maintenance costs. In absolute terms, Federal funds for new construction of research space more than doubled over the 1986 to 1989 period, and the increase was seen primarily at public institutions.

Equipment and Instrumentation

There is one comprehensive source of data on research equipment and instrumentation expenditures. The National Survey of Academic Research Instruments and Instrumentation Needs is a congressionally mandated, triennial survey program to monitor trends in academic research. It is sponsored jointly by NIH and NSF, and has been completed twice, first in 1983-84 and again in 1986-87. A new survey is in progress. The survey collects data about expenditures, funding, and use of major research instruments (costing $10,000 to $1 million) in engineering, and in the agricultural, biological, computer, environmental, and physical sciences.

Results from these surveys show that there is substantial turnover in the national stock of in-use academic research equipment. About one out of every four systems in research use in 1982-83 was no longer being used for research by 1985-86, and about two out of five systems in research use in 1985-86 had been acquired in the 3-year period since the baseline data were obtained. Computer science had the most rapid rate of expansion in stock (up 138 percent over the 1982 to 1986 period), with slow

---

32Facilities have contributed greatly to the rising indirect cost reimbursement. Over the period 1982 to 1988, the Federal support of university infrastructure through indirect cost recovery grew by over 70 percent in real terms. See "Enhancing Research and Expanding the Human Frontier," Budget of the United States Government, Fiscal Year 1992 (Washington, DC: U.S. Government Printing Office, 1991), pp. 61-62. This document further states that: "Each academic institution must provide a certification that its research facilities are adequate (to perform the research proposed) as a condition of accepting research grants..." [The $12 billion estimate comes from the 1990 National Science Foundation survey of universities.


34Ibid.
growth in mechanical engineering (up 23 percent) and materials science (22 percent). The data indicate that Federal and non-Federal expenditures for academic research equipment increased from $393 million (1982 dollars) in 1980 to $704 million in 1987. Yet the mean purchase price per system in 1985-86 was $36,800, basically unchanged from 1982-83 (up only 1 percent after inflation). Computer science was the only field to show a substantial real change in the mean price per unit of in-use instrumentation, dropping 22 percent after adjusting for inflation.

Federal involvement in funding academic research equipment declined somewhat from 1982-83 to 1985-86. Fifty-five percent of all systems in use in 1986 were acquired either partly or entirely with Federal funding support, down from 60 percent in 1982-83. Despite this relative decline, Federal support for in-use research equipment increased 30 percent in real dollar terms, from $663 million in 1982-83 to $906 million in 1985-86. Data for select Federal funding sources are displayed in table 6-1. Not unexpectedly, funding for equipment under development, or considered state-of-the-art, grew at higher rates than existing systems. Qualitative upgrading (e.g., incremental improvement in the power and capability of existing equipment), however, varies across fields, e.g., chemistry experienced more upgrading than agricultural sciences.

Despite pronounced increases and improvements in equipment stocks in the 1980s, 36 percent of department heads still describe their equipment as inadequate (to conduct state-of-the-art research). In general, the survey data reveal that equipment stocks have been substantially replenished and refurbished during the period of 1982 to 1986 in all of the fields studied and in all types of institutions. There have been substantially increased levels of support for instrumentation from all sources, with most of this increased support coming from the colleges and universities themselves, as well as from businesses, private donors, and State governments. In relative terms, computer science was the greatest beneficiary of the overall increase in instrumentation support, particularly from Federal sources, with engineering suffering the most. Among all Federal sources of equipment support, NSF provided the largest share (33 percent of the total).

Within the biological sciences, biochemistry more than doubled its equipment stocks between 1984 and 1987, the fastest rate of growth of any major biological field. There appears to be an increasing need in the biological sciences for big-ticket items costing over $50,000 (1984 and 1987 prices for some items are shown in table 6-2). The percentage of department heads reporting equipment in this range as being their top priority for more Federal funding increased from 20 percent to 35 percent from 1984 to 1987.

Expenditures for equipment were $200 million (1988 dollars) in 1958, rose to $600 million in the 1960s, fell to below $400 million in the 1970s, and

---

35Ibid., p. 17.
36Some universities, however, spend more on equipment than others. The top 20 research and development universities had an average of $27.9 million worth of equipment in the 1985-86 academic year. The average for the next 154 institutions was $6.9 million. National Science Foundation 1989, op. cit., footnote 19, pp. 130-133.
37National Science Foundation, op. cit., footnote 33, p. 17.
38Federal agencies provided 46 percent of the funding for biological science equipment use in 1987; the National Institutes of Health provided 76 percent of the Federal share. Ibid., pp. 59-64.
Table 6-1—Selected Sources of Funding for 1985-86 National Stock of In-use Research Equipment and Percent Change From 1982-83, by Field (in millions of 1985-86 dollars)

<table>
<thead>
<tr>
<th>Field</th>
<th>Total research equipment</th>
<th>NSF</th>
<th>NIH</th>
<th>DOD</th>
<th>DOE</th>
<th>State/university funds</th>
<th>Business donations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer science</td>
<td>$100 (85%)</td>
<td>$26 (123%)</td>
<td>$1 (UE)</td>
<td>$20 (99%)</td>
<td>&lt;$1 (UE)</td>
<td>$25 (38%)</td>
<td>$20 (61%)</td>
</tr>
<tr>
<td>Engineering:</td>
<td>372 (34%)</td>
<td>38 (%)</td>
<td>5 (UE)</td>
<td>59 (16%)</td>
<td>17 (15%)</td>
<td>135 (39%)</td>
<td>81 (47%)</td>
</tr>
<tr>
<td>Electrical</td>
<td>110 (59%)</td>
<td>11 (4%)</td>
<td>1 (UE)</td>
<td>21 (1%)</td>
<td>2 (UE)</td>
<td>30 (14%)</td>
<td>16 (7%)</td>
</tr>
<tr>
<td>Mechanical</td>
<td>71 (320/o)</td>
<td>7 (-12%)</td>
<td>&lt;1 (UE)</td>
<td>16 (230/o)</td>
<td>1 (UE)</td>
<td>28 (66%)</td>
<td>13 (520/o)</td>
</tr>
<tr>
<td>Other</td>
<td>191 (23%)</td>
<td>20 (5%)</td>
<td>5 (UE)</td>
<td>20 (18%)</td>
<td>14 (45%)</td>
<td>78 (10%)</td>
<td>32 (43%)</td>
</tr>
<tr>
<td>Materials science</td>
<td>44 (26%)</td>
<td>19 (33%)</td>
<td>&lt;1 (UE)</td>
<td>3 (UE)</td>
<td>4 (UE)</td>
<td>11 (23%)</td>
<td>2 (UE)</td>
</tr>
<tr>
<td>Physics/astronomy</td>
<td>221 (16%)</td>
<td>54 (1%)</td>
<td>1 (UE)</td>
<td>28 (13%)</td>
<td>29 (0%)</td>
<td>50 (88%)</td>
<td>14 (2%)</td>
</tr>
<tr>
<td>Chemistry</td>
<td>322 (44%)</td>
<td>85 (22%)</td>
<td>32 (64%)</td>
<td>.15 (54%)</td>
<td>.17 (186%)</td>
<td>111 (38%)</td>
<td>28 (78%)</td>
</tr>
<tr>
<td>Environmental sciences</td>
<td>170 (47%)</td>
<td>30 (71%)</td>
<td>1 (UE)</td>
<td>10 (44%)</td>
<td>15 (70%)</td>
<td>56 (50%)</td>
<td>27 (39%)</td>
</tr>
<tr>
<td>Agricultural sciences</td>
<td>62 (61%)</td>
<td>4 (UE)</td>
<td>2 (UE)</td>
<td>&lt;1 (UE)</td>
<td>1 (UE)</td>
<td>39 (55%)</td>
<td>6 (UE)</td>
</tr>
<tr>
<td>Biological sciences:</td>
<td>643 (48%)</td>
<td>51 (39%)</td>
<td>226 (44%)</td>
<td>7 (UE)</td>
<td>4 (UE)</td>
<td>247 (64%)</td>
<td>48 (53%)</td>
</tr>
<tr>
<td>in colleges/universities</td>
<td>283 (63%)</td>
<td>32 (26%)</td>
<td>79 (51%)</td>
<td>5 (UE)</td>
<td>2 (UE)</td>
<td>123 (68%)</td>
<td>19 (45%)</td>
</tr>
<tr>
<td>in medical schools</td>
<td>360 (389%)</td>
<td>19 (66%)</td>
<td>148 (41%)</td>
<td>2 (UE)</td>
<td>2 (UE)</td>
<td>124 (31%)</td>
<td>29 (59%)</td>
</tr>
</tbody>
</table>

*Percent change estimates are adjusted for inflation.*

**KEY:** NSF = National Science Foundation; NIH = National Institutes of Health; DOD = U.S. Department of Defense; DOE = U.S. Department of Energy; UE = unstable estimate: 1982-83 base is less than $4 million.


Table 6-2—Types and Expenditures for Most Needed Research Equipment:
National Estimates for the Biological Sciences, 1984 and 1987

<table>
<thead>
<tr>
<th>Types of system</th>
<th>Percent of requests</th>
<th>Median cost per system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preparative (e.g., centrifuges,</td>
<td>25%</td>
<td>$30,000</td>
</tr>
<tr>
<td>scintillation counters, incubators)</td>
<td></td>
<td>$35,000</td>
</tr>
<tr>
<td>Protein/DNA sequencers/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>synthesizers</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Electron microscopy</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Light microscopy</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>High-pressure liquid chromatography</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>Cell sorters/counters</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>MNR spectroscopy</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>General spectroscopy</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Mass spectroscopy</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>image analyzers</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>X-ray (other than imaging)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Computers</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

*Findings are based on department chairs’ listings of up to three “topmost priorities” in research instruments or systems.


---

were over $800 million in 1988. The Federal share of funding was 75 percent in 1958 and now stands at about 60 Percent. NSF found that instrumentation costs have increased (in real dollars) for state-of-the-art instruments, but costs for instruments of similar capability have been decreasing. In addition, obsolescence time was 7 to 10 years in 1975, while the 1986 estimate was 3 to 5 years. And these instruments require funds for maintenance and operation (about 4 percent of the purchase price). 41


41National Science Foundation, op. cit., footnote 19, pp. 130-133. The enhanced power or sophistication of an instrument, such as an automated DNA sequencer, is seen by researchers as justifying the cost, which is a relatively modest investment for sustaining, perhaps enabling for the first time, the performance of frontier science. As Robert Borchers, associate director for computation at Lawrence Livermore National Laboratory, puts it: “We’re scientists. When we hear about a faster machine, we’re interested.” Quoted in Marcia Clemmit, “Livermore’s Purchase of Japanese Supercomputer Is Blocked,” *The Scientist*, vol. 4, No. 23, Nov. 26, 1990, p. 3.
University researchers echo the same concerns about research expenditures for equipment: 1) instrumentation is becoming obsolete at a faster rate; 2) many are buying more computer equipment or using a universitywide computer system (for example, the University of Michigan spends over $160 million every year on information systems—10 percent of its operating expenses); 3) most research fields are becoming increasingly dependent on advances in research equipment; 4) support personnel are required in increasing numbers to operate equipment; and 5) maintaining research equipment for a laboratory takes a large amount of researcher time. 42

Research Expenditures at the National Institutes of Health

The amount of dollars awarded for direct costs of individual investigator-initiated, or RO1, research at NIH has risen steadily since 1979. The direct costs in current dollars awarded that year increased by $1.5 billion, or 155 percent, to a fiscal year 1988 all-time high of $2.6 billion (see figure 6-6). In constant dollars, growth was $408 million, or a net increase of 41 percent. According to NIH's Division of Research Grants, the proportion of indirect costs to total expenditures has increased in 8 of the years from 1979 to 1989, ranging from just under 28 to over 31 percent. Nevertheless, when examining dollars awarded, and controlling for inflation, indirect costs are rising at a faster rate than direct costs (20 percent higher).

Personnel expenditures accounted for 65 percent of the $3.2 billion direct costs budgeted for fiscal year 1988 RO1 research. The next largest category of direct costs was supplies, at 12.4 percent. The equipment category has been stable at 5.2 to 5.6 percent since 1984 (see table 6-3). Noncompeting and competing continuation grants have higher expenditures for personnel than do new grants (68 and 64 percent, respectively, v. 51 percent for new grants).
Table 6-3—Extramural Direct Costs by Budget Category at NIH: Fiscal Years 1979-88

<table>
<thead>
<tr>
<th>Fiscal year</th>
<th>Total direct costs (in billions of dollars)</th>
<th>Personnel (in percent)</th>
<th>Equipment (in percent)</th>
<th>Supplies (in percent)</th>
<th>All other (including hospitalization, in percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1979</td>
<td>$1.4</td>
<td>66.80%</td>
<td>6.2%</td>
<td>13.0%</td>
<td>14.0%</td>
</tr>
<tr>
<td>1980</td>
<td>1.5</td>
<td>67.8%</td>
<td>5.2%</td>
<td>13.2%</td>
<td>13.8%</td>
</tr>
<tr>
<td>1981</td>
<td>1.6</td>
<td>68.4%</td>
<td>4.5%</td>
<td>13.4%</td>
<td>13.7%</td>
</tr>
<tr>
<td>1982</td>
<td>1.7</td>
<td>69.5%</td>
<td>4.4%</td>
<td>12.7%</td>
<td>13.4%</td>
</tr>
<tr>
<td>1983</td>
<td>1.9</td>
<td>69.4%</td>
<td>4.8%</td>
<td>12.7%</td>
<td>13.1%</td>
</tr>
<tr>
<td>1984</td>
<td>2.1</td>
<td>68.5%</td>
<td>5.2%</td>
<td>13.1%</td>
<td>13.2%</td>
</tr>
<tr>
<td>1985</td>
<td>2.4</td>
<td>66.5%</td>
<td>5.9%</td>
<td>12.7%</td>
<td>14.9%</td>
</tr>
<tr>
<td>1986</td>
<td>2.6</td>
<td>67.8%</td>
<td>5.3%</td>
<td>11.6%</td>
<td>15.3%</td>
</tr>
<tr>
<td>1987</td>
<td>3.0</td>
<td>65.8%</td>
<td>5.8%</td>
<td>12.0%</td>
<td>16.3%</td>
</tr>
<tr>
<td>1988</td>
<td>3.2</td>
<td>64.9%</td>
<td>5.6%</td>
<td>12.4%</td>
<td>17.1%</td>
</tr>
</tbody>
</table>


Grants). Conversely, equipment expenditures are higher for new grants than for continuations.

In recent years, NIH has conducted “downward negotiations” of noncompeting grant continuations, whereby the amount awarded in years after the initial award will be less than the original commitment.

This practice has resulted in uncertainty for the investigator as to what funding will be available from year to year. It has also led to congressional criticism of financial planning at NIH (see box 6-A).

Calculating the Biomedical Research and Development Price Index

The Biomedical Research and Development Price Index (BRDPI) is a specialized price index calculated since 1979 by the Bureau of Economic Analysis of the Department of Commerce for NIH. The BRDPI is a freed-weight index designed to reflect price changes of the cost to NIH of supporting biomedical R&D. The index is calculated for fiscal years and is currently based on patterns of NIH obligations for fiscal year 1988 (see figure 6-7).

The BRDPI is comprised of three major subindices—intramural activities, extramural activities, and extramural nonacademic activities. Within each activity, price indices are available for major components such as personnel, supplies, and equipment. Intramural activities comprise all activities performed by NIH including R&D, as well as support functions for intramural and extramural research. Intramural activities are grouped into 27 categories that correspond to available price measures.

Figure 6-8 shows a comparison of the aggregate BRDPI with three other indices—the Consumer Price Index, the Producer Price Index, and the Gross National Product. The BRDPI has consistently increased at a faster rate than the other three indices, but has slowed in recent years. Table 6-4 displays the BRDPI for the years 1979 through 1989 (fiscal year 1988 is the base). In 1989, the index is highest for

---

43Marvin Cassman, “Issues Behind the Drop in the NIH Award Rate,” *ASM News*, vol. 56, September 1990, pp. 465-469. Late in 1990, the National Institutes of Health began consideration of a plan whereby funding adjustments would be made prior to award and not through across-the-board cuts.

44In contrast, the National Science Foundation awards a set amount for the grant over a multiyear period. Any cuts in the awards are across-the-board, leading to less uncertainty for the grantees. Uncertainty had existed but related repercussions for principal investigators first, their anxiety level is raised regarding available monies for carrying out the next year’s work under a multiyear grant, and second, their planning for needed personnel and infrastructure must include several contingencies.

Box 6-A—Financial Planning at NIH: A Congressional Mandate

During its review of the fiscal year 1991 budget for the National Institutes of Health (NIH), the House Committee on Appropriations stated that:

... despite large increases in funding for the NIH during the last decade, the system of Federal support for the health sciences is in crisis. While the Committee believes that this crisis has been overstated, it recognizes that problems with low numbers of new grants, high levels of downward negotiation of grant awards, and the general lack of stability in government support for the biomedical sciences are critical problems which must be addressed if the vitality and the morale of the research community are to be restored.

Thus Congress, as it traditionally has done, gave NIH more than the Administration had requested for 1991, boosting its appropriation to $8.3 million. But the House and Senate appropriations bills, using similar language, "... excoriated NIH administrators for inadequate financial planning."

In response to this congressional criticism, NIH drafted a plan for managing biomedical research costs. It was circulated among scientific societies and university associations prior to a December 17, 1990, meeting of the NIH Director’s Advisory Committee to register responses to the plan. Twenty witnesses testified. The NIH plan features six goals:

1. Set 4 years as the average length of research project grant awards. Four years would allow NIH to provide funding continuity to investigators while ensuring that a greater number of competing awards are made each year.
2. Implement cost management measures so that the average cost of research project grants increases at the same rate as the Biomedical Research and Development Price Index (BRDPI).
3. Stop using the concept of “approving” grant applications and adopt the “success rate” method based on the ratio of applications funded to applications reviewed—a method used by other Federal agencies.
4. Fund the number of research training grants recommended by the National Academy of Sciences to the extent possible without jeopardizing NIH’s ability to provide stipend increases for research trainees.
5. Manage the growth of NIH research centers by controlling NIH appropriations for centers rather than by establishing a ceiling on the number of centers.
6. Increase funding for other mechanisms to reflect inflation.

As pointed out by John Briggs, deputy director of extramural research at NIH, who chaired the December 17 meeting:

NIH must remain flexible enough to allow biomedical science to respond to public health emergencies and scientific opportunities, and this is reflected in the plan. In order for NIH to carry out its mission, each institute and center must maintain a balanced research portfolio with an appropriate combination of research project grants, center grants, training grants and other mechanisms. Cost management goals can and should be pursued through a combination of peer review actions and administrative controls.

Responses to the NIH plan have been mixed. While increases in research project (ROI) grants are attributable to increases in indirect costs, “... neither NIH officials nor researchers can pinpoint specific causes for the increase.”1 Linking indirect costs to the BRDPI is more popular than taking a “... total-cost restraint approach,”2

---

4. Ibid., pp. 1-2.
5. Based on responses to a survey conducted by Washington Fax and reported Dec. 14 and 17, 1990, 80 percent of the respondents favor a single, agencywide policy for implementing Congress’s 4-year plan for cost management at the National Institutes of Health.

Continued on next page
Developing a financial management plan is prudent for any agency; adopting and implementing one is more difficult. At a December 18, 1990, meeting the NIH Director’s Advisory Committee agreed that stabilizing NIH at 6,000 new and 24,000 total grants should be a “target rather than a mandate.” Some have noted that inflation would reduce NIH’s capacity to pay for new grants each year, and that aiming for such a total would only perpetuate the current budget problems, “... dynamic of fat years and lean years.”

The committee’s draft document will be reviewed by various NIH boards and councils during the first 2 months of 1991, prior to a presentation at congressional hearings in the spring. Many biomedical scientists fear that the grant pool would not be sustainable without sacrifices in facilities, equipment, and training, and that “... no sector of biomedical science should be cannibalized to serve another sector.”

Amidst the claims that Congress is micromanaging by calling for expenditure containment at NIH, the language of appropriations is unequivocal. If financial planning does not improve, more radical options exist, including agency-specific limits on the indirect costs that the Federal Government will pay. This story will most likely unfold well into the fiscal year 1992 appropriations process.

extramural activities, specifically nonpersonnel (supplies, travel, and consultants) and indirect costs. More telling is table 6-5, which compares percent changes from prior fiscal years for 1980 through 1989. This table shows general slowing of the increase in all areas, but most significantly in indirect costs for extramural activities.

Intramural expenditures have increased at a much slower rate than extramural expenditures, due to the modest increases in Federal employees’ pay. Increases in intramural expenditures appear to be leveling off from the sharp increases of the early 1980s (see figure 6-9). The aggregate extramural activities index has slowed to about a 5.5 percent annual increase heading into the 1990s. Extramural activities comprise R&D outside of NIH and financed by grants to universities and medical schools. A sample of universities provides the data for this index. Three subindices comprise this category—salary and wages, fringe benefits, and indirect costs.

Two sources are used to compute a wage and salary index for each institution: the Report on Medical Faculty Salaries, published by the American Association of Medical Colleges, and Academe: The Annual Report on the Economic Status of the Profession, published by the American Association of Universities Professors. Salaries for medical school

8In the absence of a permanent National Institutes of Health director, developing a financial management plan was seen by many as inappropriate. Arnold Rosswalk, director of Federal relations for the National Association of State and Land-Grant Colleges, puts it: “It may be good politics, it may be good appropriations, and it may be good mathematics, but it could lead to poor science.” Quoted in Wheeler, op. cit., footnote 2, p. A21.


faculty tend to be high and might have a disproportionate effect on salary calculations; biological scientists (not M.D.s) earn lower annual salaries (8 percent less) than scientists employed in most other fields.47

Indirect costs are calculated as a rate applied to direct costs. The ‘quantity’ of indirect costs, therefore, is virtually impossible to define. According to the Department of Commerce, if indirect costs increase as a result of additional R&D, the increase is not a price change. If no additional R&D is performed, an increase in indirect costs is a price change. The criterion used to evaluate a change in the composition of indirect costs is whether or not the change has an impact on the performance of R&D. For example, if a university purchases a more powerful central computer and the indirect costs rate rises because that purchase is allowable as an indirect cost, the performance of R&D is probably enhanced. OTA finds this exception to indirect cost increases problematic, since it is not well defined and enhancement of the performance of research is not considered in other categories of expenditure.

For calculation of the indirect cost index in the BRDPI, an indirect cost rate index and a direct cost index are computed. These two indices are then multiplied together. The calculation of the BRDPI is conducted every year with the base year scheduled to be reset in 1992.

### Research Expenditures at the National Science Foundation

Data are available on research expenditures funded by NSF up to fiscal year 1989. Expenditures are reported for the conduct of research, which includes basic, applied, and development; for R&D facilities, which include land, buildings, and fixed equipment; and for major equipment. The portion of the R&D budget allocated to facilities has been at less than 1 percent for the past 10 years, until the addition of a facilities funding initiative in 1988. Direct costs are available for personnel, R&D facilities, equipment, and instrumentation. Other direct costs are reported in the aggregate, but include supplies, publications, consultants, computer services, subcontracts, travel, and fringe benefits. This category accounts for over 27 percent of the budget.

At NSF, equipment has risen from 9 percent of the R&D budget in 1981 to over 13 percent in 1989. Personnel has accounted for about 40 percent of the R&D budget over the last decade. Indirect costs have

---

47 The number of institutions used to create the academic salary and wage price index represents 96 percent of total obligations. Each institution’s separate salary and wage index is multiplied by its weight of obligations derived from the National Institutes of Health (NIH) IMPAC file, which contains data on all NIH awards for direct and indirect costs. These weighted data are summed to create the Academic Salary and Wage Price Index. The source used to create the fringe benefit index is Academe. Again, a fringe benefit rate index is created for each research institution. See National Science Foundation, Profiles—Biological Sciences: Human Resources and Funding (Washington DC: 1989), p. 9.
Table 6-4--Biomedical Research and Development Price Index: Fiscal Years 1979-89 (1988 = 100)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>All performers</td>
<td>56.5</td>
<td>61.8</td>
<td>67.8</td>
<td>73.6</td>
<td>78.0</td>
<td>82.5</td>
<td>86.7</td>
<td>90.3</td>
<td>95.2</td>
<td>100.0</td>
<td>105.2</td>
</tr>
<tr>
<td>Intramural activities</td>
<td>76.3</td>
<td>79.0</td>
<td>83.3</td>
<td>87.7</td>
<td>90.4</td>
<td>91.7</td>
<td>93.6</td>
<td>94.4</td>
<td>97.6</td>
<td>100.0</td>
<td>104.3</td>
</tr>
<tr>
<td>Personnel</td>
<td>66.4</td>
<td>71.0</td>
<td>76.9</td>
<td>82.1</td>
<td>86.4</td>
<td>89.3</td>
<td>92.6</td>
<td>93.5</td>
<td>97.7</td>
<td>100.0</td>
<td>104.6</td>
</tr>
<tr>
<td>Nonpersonnel</td>
<td>84.8</td>
<td>85.7</td>
<td>88.7</td>
<td>92.5</td>
<td>93.8</td>
<td>93.8</td>
<td>94.5</td>
<td>95.2</td>
<td>97.5</td>
<td>100.0</td>
<td>104.1</td>
</tr>
<tr>
<td>Research function</td>
<td>76.7</td>
<td>79.9</td>
<td>84.6</td>
<td>89.0</td>
<td>91.4</td>
<td>92.7</td>
<td>94.2</td>
<td>94.8</td>
<td>97.7</td>
<td>100.0</td>
<td>104.5</td>
</tr>
<tr>
<td>Support function</td>
<td>75.5</td>
<td>77.0</td>
<td>80.5</td>
<td>85.1</td>
<td>88.2</td>
<td>89.7</td>
<td>92.3</td>
<td>93.7</td>
<td>97.3</td>
<td>100.0</td>
<td>103.9</td>
</tr>
<tr>
<td>Extramural activities</td>
<td>52.4</td>
<td>58.2</td>
<td>64.6</td>
<td>70.7</td>
<td>75.4</td>
<td>80.6</td>
<td>85.3</td>
<td>89.5</td>
<td>94.7</td>
<td>100.0</td>
<td>105.4</td>
</tr>
<tr>
<td>Academic grants and contracts</td>
<td>51.5</td>
<td>57.4</td>
<td>63.7</td>
<td>69.8</td>
<td>74.7</td>
<td>80.1</td>
<td>85.0</td>
<td>89.3</td>
<td>94.7</td>
<td>100.0</td>
<td>105.5</td>
</tr>
<tr>
<td>Personnel</td>
<td>52.4</td>
<td>57.0</td>
<td>62.7</td>
<td>69.1</td>
<td>73.7</td>
<td>78.3</td>
<td>84.1</td>
<td>88.7</td>
<td>94.1</td>
<td>100.0</td>
<td>105.0</td>
</tr>
<tr>
<td>Nonpersonnel</td>
<td>62.3</td>
<td>71.2</td>
<td>79.3</td>
<td>83.6</td>
<td>86.2</td>
<td>89.0</td>
<td>90.2</td>
<td>92.2</td>
<td>96.1</td>
<td>100.0</td>
<td>106.2</td>
</tr>
<tr>
<td>Indirect costs</td>
<td>44.3</td>
<td>50.5</td>
<td>56.9</td>
<td>63.5</td>
<td>70.3</td>
<td>78.2</td>
<td>83.6</td>
<td>88.7</td>
<td>94.9</td>
<td>100.0</td>
<td>106.0</td>
</tr>
<tr>
<td>Nonacademic grants and contracts</td>
<td>55.7</td>
<td>61.5</td>
<td>68.2</td>
<td>74.3</td>
<td>78.2</td>
<td>82.5</td>
<td>86.6</td>
<td>90.5</td>
<td>64.9</td>
<td>100.0</td>
<td>105.2</td>
</tr>
</tbody>
</table>


Table 6-5-Biomedical Research and Development Price Index: Percent Change From Prior Fiscal Year, Fiscal Years 1980-89

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>All performers</td>
<td>9.4</td>
<td>9.7</td>
<td>8.6</td>
<td>6.0</td>
<td>5.8</td>
<td>5.1</td>
<td>4.2</td>
<td>5.4</td>
<td>5.0</td>
<td>5.2</td>
</tr>
<tr>
<td>Intramural activities</td>
<td>3.5</td>
<td>5.4</td>
<td>5.3</td>
<td>3.1</td>
<td>1.4</td>
<td>2.1</td>
<td>0.9</td>
<td>3.4</td>
<td>2.5</td>
<td>4.3</td>
</tr>
<tr>
<td>Personnel</td>
<td>6.9</td>
<td>8.3</td>
<td>6.8</td>
<td>5.2</td>
<td>3.4</td>
<td>3.7</td>
<td>1.0</td>
<td>4.5</td>
<td>2.4</td>
<td>4.6</td>
</tr>
<tr>
<td>Nonpersonnel</td>
<td>1.3</td>
<td>3.5</td>
<td>4.3</td>
<td>1.4</td>
<td>0.0</td>
<td>0.7</td>
<td>0.7</td>
<td>2.4</td>
<td>2.6</td>
<td>4.1</td>
</tr>
<tr>
<td>Research function</td>
<td>4.2</td>
<td>5.9</td>
<td>5.2</td>
<td>2.7</td>
<td>1.4</td>
<td>1.6</td>
<td>0.6</td>
<td>3.1</td>
<td>2.4</td>
<td>4.5</td>
</tr>
<tr>
<td>Support function</td>
<td>2.0</td>
<td>4.5</td>
<td>5.7</td>
<td>3.6</td>
<td>1.7</td>
<td>2.9</td>
<td>1.5</td>
<td>3.8</td>
<td>2.8</td>
<td>3.9</td>
</tr>
<tr>
<td>Extramural activities</td>
<td>11.1</td>
<td>11.0</td>
<td>9.4</td>
<td>6.6</td>
<td>6.9</td>
<td>5.8</td>
<td>4.9</td>
<td>5.8</td>
<td>5.6</td>
<td>5.4</td>
</tr>
<tr>
<td>Academic grants and contracts</td>
<td>11.5</td>
<td>11.0</td>
<td>9.6</td>
<td>7.0</td>
<td>7.2</td>
<td>6.1</td>
<td>5.1</td>
<td>6.0</td>
<td>5.6</td>
<td>5.5</td>
</tr>
<tr>
<td>Personnel</td>
<td>8.8</td>
<td>10.0</td>
<td>10.2</td>
<td>6.7</td>
<td>6.2</td>
<td>7.4</td>
<td>5.5</td>
<td>6.1</td>
<td>6.3</td>
<td>5.0</td>
</tr>
<tr>
<td>Nonpersonnel</td>
<td>14.3</td>
<td>11.4</td>
<td>5.4</td>
<td>3.1</td>
<td>3.2</td>
<td>1.3</td>
<td>2.2</td>
<td>4.2</td>
<td>4.1</td>
<td>6.2</td>
</tr>
<tr>
<td>Indirect costs</td>
<td>14.1</td>
<td>12.6</td>
<td>11.6</td>
<td>10.7</td>
<td>11.3</td>
<td>6.8</td>
<td>6.1</td>
<td>7.0</td>
<td>5.4</td>
<td>6.0</td>
</tr>
<tr>
<td>Nonacademic grants and contracts</td>
<td>10.4</td>
<td>10.9</td>
<td>8.9</td>
<td>5.2</td>
<td>5.5</td>
<td>5.0</td>
<td>4.5</td>
<td>4.9</td>
<td>5.4</td>
<td>5.2</td>
</tr>
</tbody>
</table>

fluctuated around 25 percent over the past 10 years. The Academic Research Facilities Modernization program, authorized in 1988 as part of NSF’s 5-year reauthorization, committed up to $80 million in fiscal year 1989, but no funds were appropriated for it in that year. Funds were finally obligated on September 1, 1990.

Trend data on research expenditures administered by NSF are spotty. Expenditure data are readily available but do not provide a sense of actual costs incurred (or shared) by the researcher. While NSF routinely collects aggregate data on R&D spending and expenditures across the Federal agencies, its own databases are not nearly as comprehensive as those kept by NIH.

The Research Performer’s Perspective on Expenditures

The definition of ‘research performer’ has many components. The most obvious is the researcher or team in a university, industrial facility, or Federal laboratory. Another level is the department or other organizational unit within a university or laboratory. At the most aggregated level are the laboratories and universities themselves. Given the concentration of research performance in universities, most expenditure data are based on this sector.

The Federal Government supplied $9.2 billion in research funds to universities in 1990. Industry supplied $1.1 billion and another $1.1 billion came from nonprofit institutions. Between 1978 and 1988, the average annual growth above inflation was 5.5 percent (see figure 6-10). Industry has provided most of the increase in funds, since growth of industrial finding for university R&D averaged 12 percent above inflation per year during that time period. Funding from nonprofit institutions increased annually by an average of 8.2 percent in real terms over that period, and the Federal Government increased its support of university R&D by an annual average of 4.6 percent above inflation. (Figure 6-11 presents Federal basic research by performer.)

Since the 1960s, the Federal research system has changed in many ways, not the least of which is in the nature of the research performer. For instance, during the 1960s, a professor with two to six students in one discipline at a major research university was the most prevalent production unit of research. In the 1990s, many other types of research units exist, in particular much larger research groups with many graduate students, nontenure track researchers, postdoctoral fellows, and technicians under one principal investigator. The rise of centers and university research institutes now augments the traditional array of disciplinary “departments” (see chapter 7).

Similarly, the number of universities and Federal laboratories that conduct research has grown, expanding the group of researchers that pursue specialized forms of inquiry in the research system. These changes have occurred primarily to accommodate...
growth in the system.\textsuperscript{50} The annual rate of growth for doctoral scientists and engineers employed in institutions of higher education from 1977 to 1987 was just under 3 percent.\textsuperscript{51} Some universities are feeling the strain felt by the scientific community, claiming that capital needed to fund renovations and new construction, equipment, administration, and personnel are rarely fully recovered through Federal funds.

\textbf{Components of Research Expenditures at Universities}

To document the effect of the research economy on changing university and laboratory structures, and to complement the Federal perspective presented above, OTA visited a public and a private research university---the University of Michigan (UofM) and Stanford University (SU) (see box 6-B). In addition, OTA visited at least one laboratory for each of the five major research agencies with intramural laboratories. However, expenditure data are scarce at the Federal laboratories and not uniformly collected. This section, therefore, discusses the performer’s perspective on expenditures (with details derived from the two universities), and then outlines other issues that also influence spending in the conduct of research.

Both UofM and SU show evidence of robust research organizations, with excellent human resources, facilities, and financial support. This is as it should be in a top-ranked university with a long history of success (see box 6-C). Nevertheless, there was evidence of stress in the research environment at both institutions, although it was unclear whether this was a new phenomenon. Researchers said they were “running harder just to stay in place.” University administrators wondered whether their institution could continue to expect resources to flow from the Federal Government, student tuition, and State and private sources.\textsuperscript{52} Graduate students worried about whether their careers could ever be like those of their mentors.

\textbf{Salaries}

University personnel spoke of the rising competition for faculty with other sectors of the economy, and noted that faculty salaries have been rising significantly over inflation during the last decade. In 1988 dollars, the average salary and benefits for a full-time equivalent principal investigator in the natural sciences and engineering increased from $59,000 in 1981 to $70,000 in 1988. Before the 1980s, growth occurred much more slowly from $51,000 in 1958 (1988 dollars) to over $60,000 in

\textsuperscript{52}Also see Susan Tiff, “Hind Times on the Old Quad,”\textit{ Time}, Oct. 29, 1990, p. 92.
Box 6-B—OTA Interviews at Two Universities

To explore performer perspectives on research expenditures and on Federal research initiatives, OTA chose one public and one private research university for indepth study: the University of Michigan and Stanford University, OTA purposely selected two research institutions perennially in the top 10 of those receiving Federal research dollars, because of the breadth of research performed on campus. Also, the problems found at these universities in setting expenditures and expanding flexibility are thought to be indicative of problems on other research-intensive campuses.

In addition to receiving financial and personnel data from each university, OTA interviewed members of the administration, faculty, and graduate student population on campus. The interviews centered on two themes: 1) research expenditures, and 2) flexibility of the university and its departments to adapt to the changing Federal funding environment. Other issues discussed included the status of nontenure track faculty, hiring projections for individual departments, tenure promotion standards, and the graduate student perspective on careers in different fields.

The interviews sampled the range of personnel on campus. For example, at Stanford, OTA interviewed the president (Donald Kennedy), the dean and associate dean of research, two department chairs, three professors, three associate professors, one research associate (nontenure track), one postdoctoral fellow, two graduate students, the director and other members of the Sponsored Projects Office, the assistant controller, specialists in the Office of the Budget and the Office of Technology Licensing, and the director of the Stanford Synchrotrons Radiation Laboratory. The interviewees were selected from a number of disciplines, including the physical sciences, engineering, medicine, and the social sciences. At Michigan, a similar set of interviews was conducted.

OTA summarized the findings at each university and distributed the summaries to the campus hosts for comment. Select findings are used throughout this report, especially in this chapter.


the early 1970s, but salaries receded slightly in the late 1970s to $59,000 in 1981(see figure 6-12).

Universities are encouraged by faculty attempts to leverage their time with the help of postdoctoral fellows, nontenure track researchers, and graduate students who are paid modest salaries. Because of the shortage of faculty positions for the numbers of graduate students produced, young Ph.D.s have been willing to take these positions in order to remain active researchers. This availability of “cheap labor” is seen by many senior researchers as the only way they can make ends meet in competing for grants.

Academic Facilities

Academic administrators claim that with growing frequency aging utility systems in laboratories and classroom buildings falter and break down. A 1989 Coopers and Lybrand study found that:

- Since 1950, the facility space in colleges and universities has quintupled, representing some 3 billion square feet of classrooms, libraries, dormitories, offices, laboratories, and other space. Not all of this space was built to last. In particular, during the 1960s, many suboptimal buildings were erected, in the rush to meet the demand from the “baby boom” generation entering college.

- The capital renewal and replacement needs of U.S. colleges and universities are roughly $60 billion, of which slightly over $20 billion is “urgent”—requiring attention within the next several years. Only $7.2 billion of the urgent category was targeted to repair facilities in the

---

53 See Government-University-Industry Research Roundtable, op. cit., footnote 17, p. 2-34.
54 Labor economist Alan Fechter (executive director, Office of Scientific and Engineering Personnel, National Research Council, personal communication, Nov. 15, 1990) writes: “... personnel costs constitute roughly 45 percent of total costs and ... this percentage has remained reasonably stable over time. Given that salaries of faculty (i.e., principal investigators) have been rising during the 1980s, this suggests that the staffing pattern of research projects has been changing, with the input of PIs decreasing relative to ... other, less expensive resources. There is some evidence to support this hypothesis in the report of GURR ... [that] finds in academia an increasing ratio of nonfaculty to faculty.” See also ibid.
Box 6-C—Federal Funding at Two Universities

The University of Michigan (UofM) and Stanford University are in the top 10 universities receiving Federal funds. UofM was ranked fifth and Stanford was second in fiscal year 1988. Over the past decade, both universities have been the recipients of large (real) increases in total funds and Federal research dollars. For example, in constant (1980) dollars, UofM total revenues have risen from $600 million in 1979-80 to nearly $1 billion in 1988-89 ($1.5 billion in current dollars).

From 1979 to 1989, Federal research funds for UofM rose from $117 million (17 percent of total revenues) to $188 million (13 percent of total revenues) in constant 1986 dollars. In the period from 1976 to 1986 at Stanford, the total Federal R&D obligations to the university rose from $122 million to $194 million (1986 constant dollars). In addition, from 1973 to 1986, the funds available to principal investigators (PIs) to spend directly on research activities grew after inflation at an average annual rate of 2.6 percent.

The Department of Health and Human Services (HHS) is the largest Federal funder of research and development (R&D) at both universities ($124 million at UofM and $170 million at Stanford in fiscal year 1989). At UofM, HHS is followed by the National Science Foundation (NSF—$24 million), the National Aeronautics and Space Administration (NASA—$1.3 million), the Department of Defense (DOD—$10 million), and the Department of Energy (DOE—$9 million) in fiscal year 1989. At Stanford, after HHS comes NASA ($50 million), DOD ($45 million), DOE ($45 million), NSF ($30 million), and the Department of Education (ED—$10 million) in fiscal year 1989. From 1973 to 1985, Stanford’s share of total Federal R&D funding (across all agencies) has remained around 2.7 percent.

Proposal Success Rates

Stanford and UofM, like most top 10 universities, have a higher proportion of awards per proposals submitted than the average for other research universities. For instance, although UofM does not track its proposals directly, it estimates that two out of three proposals were awarded funds. At roughly two-thirds, its “proposal success rate” is at least twice the national average of 20 to 35 percent for all proposals (with the exact percentage dependent on the agency).

Roughly the same proposal success rate is found at Stanford, although they distinguish between “new proposals” and ‘renewals.’ For new proposals in 1989-90 (453 proposals sampled), DOD funded 35 percent; NSF, 36 percent; ED, 37 percent; DOE, 41 percent; HHS, 52 percent; NASA, 52 percent; and 57 percent averaged for all other agencies. Renewals had much higher success rates (470 proposals sampled): HHS funded 67 percent; DOD, 75 percent; NASA, 80 percent; DOE, 81 percent; NSF, 81 percent; ED, 100 percent; and 66 percent averaged for all other agencies.

Indirect Costs

At UofM, growth in the indirect cost expenditures for the university as a whole grew at an annual compound rate of 10.3 percent from 1979-80 to 1988-89. However, indirect costs for organized research did not rise as quickly—at a compound rate of 9.1 percent from 1980-81 to 1988-89. Although the cost of maintaining buildings, equipment, and plant operation for organized research were higher than for other buildings at the university, student services, libraries, and sponsored project research expenditures were lower.

In the early 1980s, the UofM negotiated indirect cost rate (ICR) for research underestimated the “true” rate by as much as 20 points in 1 year (1984-85). (Note that the cognizant agency for UofM is HHS, which traditionally allows lower ICRs than DOD.) At present, the negotiated rate of 58 percent only slightly underestimates the ‘true’ rate of 60 percent, even though a 58 percent ICR is the highest of all public universities.

Stanford’s ICR was raised from 69 percent to 74 percent in 1987. However, this rate is currently under investigation by the Office of Naval Research (ONR) and the House Committee on Energy and Commerce. Although Stanford’s ICR is high, it is comparable to rates from other private research institutions, including Cornell University which has an ICR of 74 percent and Yale with an ICR of 72 percent.

In response to complaints about the high ICR and the rising tuition, expenditures incurred by the 1989 Loma Prieta earthquake, and the lower than anticipated federally sponsored research, Stanford has embarked on a cost-cutting campaign. It will cut $22 million over 18 months out of a $175 million administrative operating budget.

---

Chapter 6—Understanding Research Expenditures

Salaries

Salaries at both UofM and Stanford have risen above inflation over the past two decades. Exact figures were not made available to OTA. Both institutions state that higher salaries are required to attract faculty. Experiments with congressionally imposed (now rescinded) salary caps at NSF and the National Institutes of Health, which provided upper limits on annual investigator salary rates charged to research grants (even though only a few months of support might be sought in the grant), affected both universities. Note that faculty were not required to reduce their salaries as the university made up the difference. For example, if every faculty member at UofM had an NSF grant, then one-quarter of the faculty would have been affected by the $95,000 salary cap.

Facilities

Over the last 15 years, UofM has completed nearly $1 billion in new construction and major renovation. The amount of building space on campus totals over 22 million square feet. Many of the structures date to before 1950, and no building is "temporary." Also, the university has demolished very few permanent, older buildings. Since the 1960s, Federal and State funds have been limited for facilities, and expansion has occurred slowly at UofM compared with other universities around the country. Recently the university has been outfitting buildings with energy-efficient equipment, such as new thermal windows. Also, environmental regulations have required some improvements. For instance, a large effort to install or replace fume hoods is under way.

At Stanford, an ambitious new construction project—the Near West Campus—has begun. There are plans for at least five new buildings, providing primarily state-of-the-art laboratory and office space. Most of the funds for this project are from private sources, but if measures are not taken (such as a successful cost-cutting campaign, or an adjustment of the ICR by ONR), Stanford's indirect cost rate could rise to account for the depreciation of the new buildings.

Both Stanford and UofM question their abilities to meet their perceived need for new and renovated buildings. Each would like to see an expanded Federal facilities program for academic research.

Projections for Future Federal Support

UofM and Stanford project an overall slowing of growth in Federal R&D support. Whereas both universities had come to expect a 10 to 15 percent increase per year during most of the 1980s, the increase in Federal funds at UofM in 1989, for example, was 9 percent. University personnel forecast that similar limited growth will continue into the 1990s. Adjustments will have to be made on both campuses to accommodate slowed growth in Federal funding.

Facilities

Over the last 15 years, UofM has completed nearly $1 billion in new construction and major renovation. The amount of building space on campus totals over 22 million square feet. Many of the structures date to before 1950, and no building is "temporary." Also, the university has demolished very few permanent, older buildings. Since the 1960s, Federal and State funds have been limited for facilities, and expansion has occurred slowly at UofM compared with other universities around the country. Recently the university has been outfitting buildings with energy-efficient equipment, such as new thermal windows. Also, environmental regulations have required some improvements. For instance, a large effort to install or replace fume hoods is under way.

At Stanford, an ambitious new construction project—the Near West Campus—has begun. There are plans for at least five new buildings, providing primarily state-of-the-art laboratory and office space. Most of the funds for this project are from private sources, but if measures are not taken (such as a successful cost-cutting campaign, or an adjustment of the ICR by ONR), Stanford's indirect cost rate could rise to account for the depreciation of the new buildings.

Both Stanford and UofM question their abilities to meet their perceived need for new and renovated buildings. Each would like to see an expanded Federal facilities program for academic research.

Projections for Future Federal Support

UofM and Stanford project an overall slowing of growth in Federal R&D support. Whereas both universities had come to expect a 10 to 15 percent increase per year during most of the 1980s, the increase in Federal funds at UofM in 1989, for example, was 9 percent. University personnel forecast that similar limited growth will continue into the 1990s. Adjustments will have to be made on both campuses to accommodate slowed growth in Federal funding.

Note that the university system in Michigan expanded to other campuses in Michigan during the college boom in the 1960s and 1970s.
Research universities support many facilities devoted in part to research, such as the Seeley C. Mudd Chemistry Building at Stanford University pictured here.

States and 30 percent from bond issues. For private universities, roughly one-third comes from the Federal Government, while another one-third is from donations.57

The crux of the facilities problem is that academic centers can always use new or augmented buildings, but how much is enough? One method to judge would be based on the research fostered by each new facility. Unfortunately, there is no acceptable method to measure the quality or quantity of increased research capabilities or of “missed” research opportunities. Even though “need” may not be quantified in the different sectors of the research enterprise, a demand certainly exists. For example, when NSF solicited proposals for a $20 million program in 1989 to address facilities needs, it received over 400 proposals totaling $300 million in requests.58

Historically, the Federal Government has never been the primary source of funding for academic facilities, conceding support to private donors, States, and localities. Indeed, the proportion of Federal monies out of all the monies spent on academic facilities has never topped one-third. Now it is less than 10 percent.59

The issues surrounding the research infrastructure are complicated. There is a need for improvement—as evidenced in many research environments—but

58The National Science Foundation program also requires a 50-50 match for requests ranging from $100,000 to $7 million. Some, including the President’s Science Advisor, estimate the price of academic facilities modernization to be $7 billion. See Jeffrey Mervis, “Institutions Respond in Large Numbers to Tiny Facilities Program at NIH, NSF,” The Scientist, vol. 4, No. 8, Apr. 16, 1990, p. 2.
59Davey, op. cit., footnote 57.
the need is very hard to quantify or assess. In addition, the extent of the Federal role—should there be a Federal facilities program?—is in question. Do deteriorating facilities affect the quality of research underwritten by the Federal Government? Academic earmarks for facilities continue to play an ad hoc role that unfortunately fails to address the facilities renovation issue directly or systematically (as a formal Federal facilities program perhaps would, see box 6-D).

Indirect Costs

One of the most worrisome issues on many research campuses is the high cost of ‘overhead’ or indirect costs. As part of the ‘fill cost recovery for research’ doctrine in the Federal Government, universities charge the Federal Government for facilities maintenance, administrative expenses, and other expenditures that ensure their capacity as research performers but cannot be directly associated with specific projects. The standard procedure is for the university to negotiate a single rate that will be charged to all Federal grants with the cognizant Federal agency (either the contract audit agency of the Department of Defense or the Department of Health and Human Services, depending on the institution). For example, in 1990, Stanford University charged 74 percent in indirect costs to every grant, so a grant of $100,000 in direct costs might be submitted at a total cost of up to $174,000.61 (Overhead can be computed on only certain direct costs, resulting in a total charge to the government of less than $174,000.) Indirect cost rates have evolved over the last 30 to 40 years, and clearly reflect institutional idiosyncrasies and practices of the cognizant agency.

Over the past three decades, indirect costs have claimed a much larger proportion of academic R&D finding. In 1958, federally reimbursed indirect costs comprised 10 to 15 percent of academic R&D finding. By 1988, that share had risen to roughly 25 percent. In addition, some agencies allow more in indirect costs. For example, in 1988, the indirect cost as a percent of the total R&D expenditures at NIH was 30 percent, whereas it was less than 24 percent for NSF (a proportion unchanged since the mid-1980s). Medical schools typically have high indirect cost rates, both because of the extra facilities expenditures associated with their activities and because they tend to be associated with the research universities that have high indirect cost rates.

The indirect cost rate at the University of Michigan is 58 percent, which is high for a public university. Because the State assumes part of the cost of maintaining its universities, the indirect cost rates are usually lower than at private universities. In addition, at State universities, indirect cost monies are often transferred directly to State coffers, so that the university has little incentive to pursue a higher indirect cost rate or to employ the administrative personnel needed to comply with Federal audit requests to justify new rates.

Many university administrators report that the monies received in indirect costs do not cover their expenditures. They worry about further erosion of the indirect cost base, due to the perception in many quarters of high rates of overhead and resistance to the indirect cost increases experienced by many universities over the last decade. The chief recommendation offered by a 1988 Association of American Universities report was that the indirect cost rate
In August 1990, University of Wisconsin at Madison Chancellor Donna E. Shalala wrote to President Bush urging development of a comprehensive plan to finance university research facilities. She stated:

I recognize that there are a number of important competing claims on the Federal budget, even from the academic community. However, a planned Federal strategy at this stage can well save us money in the long run, and make more effective our other investments in science and engineering research and training.

Even if money were appropriated to a Federal facilities program, there would be tough choices, such as an equal distribution of funds by category of institution or some weighted scheme that favors research-intensive universities. Stanford’s former Vice President for Finance, William E. Massy, outlines the following possible pitfalls:

What would happen if research sponsors were to shoulder the load of paying for needed university science facilities? . . . Research sponsors might adopt the ‘‘pay-now’’ strategy and provide the needed $5.85 billion up front, Congress is considering a facilities grant program, but it is hard to believe that anything like this amount could be provided over a few years without huge inroads on operating funds for research.

On the other hand, if the ‘pay-later’ strategy were adopted by sponsors, institutions would have to come up with up-front money on their own and then try to recover it through the overhead rate. This could be done in one of two ways: 1. Use gifts, institutional funds, or State appropriations. . . . 2. Use debt. . . .

Providing direct grants for facilities is an attractive option on its face, but . . . amounts would probably be modest in relation to need because of the [Federal] deficit. There is a real danger that appropriations would be at the expense of operating funds for science . . . . One reason for favoring a grant program is that it makes facilities available to institutions that are unable to provide up-front finding . . . . But it is precisely the institutions that have not yet been successful in merit-reviewed scientific competition that have the most need for a facilities grant program and would benefit most from it . . . .

Facilities funding on a “pay-as-you-go” basis through the indirect cost rates puts the burden . . . on the institutions, and then reimburses them for some or all of the present value of these outlays . . . . Indirect cost rates would rise, . . . [and] institutions would have to bear the risks that a facility, once constructed, could not be filled with sponsored research at full overhead recovery. (The Federal Government takes that risk in an u-p-front grant program). . . .

While the Federal Government would be unlikely to announce a ‘‘won’t pay’’ policy, that could happen by default if deficit reduction, ‘‘no new taxes,’’ social programs, and defense come to dominate the need for university science facilities. A ‘‘won’t pay’’ policy would preclude facilities grants, and it might also open the way for caps on indirect cost rates and elimination of universities’ tax benefits . . . .

When the scope of a problem is unknown, as with the need for academic research facilities, questions of which is the most appropriate policy is even harder to answer. To this end, a six-university consortium, called the Center for Policy Research and Education, has been established to study university finance and cost containment, investigating ‘‘. . . growth by substitution rather than by adding on cost. In the meantime, neither universities nor the Federal Government face the prospect of easy solutions.

2Other administrative questions include: a single program or a line item in the budget of each research agency, a separate amount for repair and renovation v. new construction, and an institutional matching requirement. For further discussion, see Government-University-Industry Research Roundtable, “Research Facility Financing: Near-Term Options,” working draft, February 1991.
5See ‘‘Education File,’’ Stanford Observer, November-December 1990, p. 14. The Department of Education’s Office of Educational Research and Improvement is funding the consortium consisting of the University of Southern California, Rutgers-The State University of New Jersey, Harvard University, Michigan State University, the University of Wisconsin at Madison, and Stanford University. The Stanford component, at the Institute for Higher Education Research, will be headed by William Massy.
should be split into two rates—one for facilities and equipment (including operation, maintenance, and depreciation) and a second for all other components (including administration, library, and student services). The academic research community is also hoping that OMB will reconsider Circular A-21, which deals with indirect cost practices.

High indirect cost rates are often seen as detrimental to the researcher, because they increase the total expenditures for research grants while adding no additional money for research. For example, many Stanford University faculty are so concerned about a proposed increase in the indirect cost rate that they have pressured the university to cut administrative and facilities expenditures.

Does the overhead rate reflect true differences related to the instructional capacity at universities or is it due to some accounting mechanism? Before new policies are crafted, data on actual expenditures should be collected and presented so they are amenable to comparisons across institutions. In the process, both universities and the Federal Government have much to gain in making the system more simple, transparent, and credible.

**Changing Expectations and Competition**

Research expenditures increase for reasons besides the line item components of a budget. Researchers also point to higher expectations for their research, which require more spending and competition in the university environment.

Academic researchers, both young and old, are asked today to publish more papers, shepherd more graduate students, and bring in more Federal funding than their predecessors. To boost research productivity, faculty members hire postdoctorates and nontenure track (nonfaculty) researchers. Graduate students can and do take over portions of faculty teaching responsibility; tacticians and graduate students can maintain equipment and run experiments; and postdoctorates and nonfaculty researchers can advise students and assist in the operation of the laboratory. All can perform research.

For example, in the chemistry departments of both UofM and SU, the average number of graduate students per faculty averages about six to nine. Some professors have as many as 25 to 30. Much chemistry research involves long hours in laboratories, so the pace of research is brisk as well as necessitating the participation of a greater number of graduate students. Once a faculty member in a department or related field succeeds in expanding his or her research group, others also expand their groups to keep pace.

In this very competitive research system there is increasing pressure to perform more research and to publish more papers. Consequently, expectations and expenditures have risen. Perhaps one young faculty member at Stanford put it best:

---


68 Faculty argue that Stanford’s indirect costs “detract from the attractiveness of funding research at Stanford, i.e., they are at a competitive disadvantage.” Eileen Walsh and Karen Bartholomew, “Indirect Costs Subject of Three Separate Reviews,” Campus Report, Sept. 12, 1990, pp. 1, 6.

69 This especially true in the ‘entrepreneurial research areas’ such as biotechnology. See Henry Ezekowitz, “Entrepreneurial Scientists and Entrepreneurial Universities in American Academic Science,” Minnesota, vol. 21, Nos. 2-3, summer-autumn 1983, pp. 198-233.


71 This trend emerged from OTA interviews at Stanford University and the University of Michigan, July-August 1990.
Each year, we have to write more papers and bring in more money than many of the senior professors ever produced in any year of their careers. When we were hired as assistant professors, we already had to have published five or ten papers, again more than any of them had to do. And, it keeps getting worse. \(^{2}\)

Whether the premium on productivity defined by number of papers published is attenuating their quality is unclear. Bibliometric data, which provide a measure of use through citations, indicate that about 15 percent of all U.S. scientific papers are never cited. \(^{3}\) Publishing requires research; doing more research requires spending more money. Thus, research expenditures are not just a cost issue, but a spending issue as well.

Relative Deprivation

When there is such pressure to compete, standards become “whatever it takes to make it.” Most professors understand how much money and how many graduate students they will need to help them produce enough papers to get tenure, promotions beyond tenure, and recognition in their field. Many hope to do more.

However, if they do not meet these expectations, some report a sense of failure. \(^{4}\) Failing to meet self-imposed expectations only intensifies these feelings. This is true even if the economy of work has changed such that standards of productivity need to be revised, or if they have succeeded but not by as much or as quickly as they had hoped. Social scientists call this situation “relative deprivation.” Researchers, especially on campuses such as the University of Michigan or Stanford University, cannot be said to be “absolutely” deprived. They are able to acquire laboratory space, graduate students, and research monies; they produce very significant amounts of research; and the success rates for proposals at UoM and SU run at least twice if not three times the national average (roughly two out of three proposals are awarded funds, averaged over these two universities).

Nevertheless, the professors at UoM and SU have grown accustomed over the last 20 years to producing more graduate students, more publications, and funding for perhaps four of every five proposals they submit. \(^{5}\) The adjustment to comparatively less has been difficult. Relative deprivation is real, but so is the greater sophistication of instruments, complexity of experiments, and amount of research that can be completed in a short time. There is also a trend toward an “industrial model,” where project teams are larger and responsibilities are more distinct within the group. \(^{6}\) Research institutions are keyed to hastening and demonstrating research productivity.

Some experiments have been attempted on U.S. campuses to temper the drive for more research output. For example, at Harvard Medical School, faculty are allowed to list only five publications for consideration at tenure, with similar numbers set for other promotions. Thus, the quality and importance of the candidate’s selected set of papers is stressed,

\(^{2}\)OTA interviews at Stanford University, August 1990.

\(^{3}\)This was originally reported as nearly one-half going uncited. See David p Hamilton, “Publishing By—rind For?—the Numbers,” Science, vol. 250, Dec. 7, 1990, pp. 1331-1332; and David P. Hamilton, “Research Papers: Who’s Uncited Now?” Science, vol. 251, Jan. 4, 1991, p. 25. The data source, the Institute for Scientific Information, reports that the original estimate included notes, editorials, and meeting abstracts. When scientific articles alone are considered, uncitedness by 1988 of articles published in 1984 drops to 22 percent. For U.S. authors, the proportion is even lower (14.7 percent), one-half that for non-U.S. authors. See David A. Pendlebury, “Science, Citation, and Funding,” letter, Science, vol. 251, Mar. 22, 1991, pp. 140-1411. Journals, however, appear to have increasingly assumed a more archival function of bestowing credit than of information exchange. Citation rates, however, are known to vary widely by field. This may reflect more on the ways researchers credit one another through bibliographic references than on how they actually use that work. See Derek de Solla Price, “Citation Measures of Hard Science, Soft Science, Technology and Conscience,” Communication Among Scientists and Engineers, C. Nelson and D. Pollock (eds.) (Lexington, MA: D.C. Heath, 1970), pp. 3-22.


\(^{5}\)OTA interviews, op. cit., footnote 71.

\(^{6}\)Elsewhere this has been called the “industrialization” of science, or “... a new collectivized form in which characteristics of both the academic and industrialized modes are intermingled.” See John Ziman, An Introduction to Science Studies (Cambridge, England: Cambridge University Press, 1984), p. 132. The dimensions of collectivized science, according to Ziman, include costly research apparatus, increasing aggregation of research facilities, and collaboration in research performance that redefines “teamwork.” In the words of the National Science Board, “... modern science and engineering research is more organized, capital intensive, multidisciplinary, and cooperative than in the past. Our universities must adapt to this need.” National Science Foundation, “The State of U.S. Science and Engineering, “A View From the National Science Board,” statement accompanying Science & Engineering Indicators—1989, February 1990. These dimensions are discussed further in ch. 7.
though measuring these characteristics, bibliometrics notwithstanding, remains contentious. 77

Strong incentives militate against reducing research output. For instance, since most overhead is brought into the university by a small number of research professors (at Stanford, 5 percent of the faculty bring in over one-half of the indirect cost dollars 78), proposals to reduce research output are not looked on with favor by many university administrations. Any measure that would curb the productivity of these professors would deprive the university of revenues. Thus, many universities try to maximize the level of research volume and output. 79

OTA finds that research personnel at the two universities examined are experiencing relative deprivation. This would appear to be symptomatic of pressures felt on similar high-caliber research campuses. If so, then the Federal Government, by sending clear signals about the importance of scientific merit, education, and equity in allocation decisions, could aid universities in planning for a changing research economy (see box 6-E).

Responsiveness

Another factor leading to perceived instability in the research environment is the difference in time scales between changing national needs, on the one hand, and universities’ capacity to respond to them, on the other. To build a research infrastructure, like any government contractor, universities must commit funds to construct facilities and to purchase equipment. If the Federal Government then decides to switch emphases, universities must continue to maintain this infrastructure. Also, no matter how resourceful one may be, there are few incentives for a professor to change research areas after having accumulated knowledge in one or two specialties. 80 It is perceived as being more cost-effective for the university to hire new younger faculty and build up their research capacity than to try to convert an older researcher to a new field. Consequently, researchers in universities have little recourse if research emphases shift dramatically in Federal support for their particular field. 81

An example of a growing department at the University of Michigan may help illustrate some of these points. In 1980-81, the Electrical Engineering and Computer Science (EECS) Department was perceived as weak. The central administration at UoM decided to invest resources in the department and pursue expansion. Most importantly, it decided on a few key research priorities: optics, solid state electronics, robotics, and microelectronics. The administration encouraged retirement of many of the older faculty and “weeded out” a few others. It hired faculty in the designated areas to fill the vacant slots and added a few faculty positions as well. EECS expanded its research capacity in areas that the Federal Government presently supports. It has subsequently received more Federal tiding. Unfortunately, EECS does not project, for the foreseeable future, the flexibility it experienced in the 1980s. The department attributes its flexibility to the hiring of new faculty, and doubts that this flexibility will continue as the faculty ages.

The development of EECS may be unique among university departments. As a survival tactic, universities have traditionally attempted to maintain broad departments, covering many subdiscipline, so that if funding in one area diminishes it has a minimal


79For example, Donald Kennedy, president of Stanford University (SU), said in an OTA interview (Aug. 2, 1990) that if the 1990s do not promise great increases in the Federal science budgets, SU will have to institute four means to balance its budget, and the first three have already been introduced: 1) restructure the budget for SU and instigate cuts; 2) boost the research volume to bring in more research dollars; 3) lobby for increased facilities programs from the Federal Government; and 4) move some indirect costs to direct costs lines to ensure full recovery.


81In the case of a national research mission, such as the War on Cancer, relabeling one’s research to qualify for mission money was a workable strategy. See K. E. Studer and D. E. Chubin, The Cancer Mission: Social Contexts of Biomedical Research (Beverly Hills, CA: Sage, 1980), especially ch. 3.
In the last few decades, many universities have aspired to emulate the top research universities, in the hopes of gaining a larger share of the Federal research pie. However, in the 1990s, the model of a research university may become less attractive, functional, and reproducible.

Research universities are characterized by strength across departments and other units where research is performed. For instance, Stanford University is not known particularly for strength in one field, or even several, but for across-the-board excellence in every discipline-within science and engineering and without. Similarly, these universities are the major recipients of Federal research and development funds and train the largest cadre of new Ph.D.s in those disciplines.

Outside the top 50 to 100 institutions are hundreds of universities that also compete for Federal research funding. They reason that an influx of Federal monies could ease some of the financial burdens they face, but moreover, could boost their capacity to do research and attract still more funding from other sources. Arguably, the research university has been a model for emulation even for institutions whose missions and resource base made them unlikely candidates to join the top 100. Institutional mobility is rare, but does occur.

Unfortunately, beneath the surface of many successful research universities lie many fiscal problems connected with their research enterprise:

1. The demand for research funding is rising in some fields faster than funding available from Federal and other sources, and some universities claim they cannot keep up.
2. Demands for state-of-the-art facilities are increasing with little financial help from the Federal Government, so universities must tap State or private coffers to allow for renovation and new construction.
3. Charges abound that research faculty are shirking their teaching commitments, and students complain that their education has suffered.

These problems notwithstanding, there is still an allure—and a necessity—to pursue Federal research dollars. In addition to competing quite successfully for disciplinary agency support, universities are attracted by Federal initiatives that enjoy ‘new’ priority funding. At the University of Michigan, for example, initiatives such as global

---

1In fiscal year 1988, 10 universities received almost one-quarter of the Federal research and development funds awarded to all academic institutions. They were Johns Hopkins, Stanford, Massachusetts Institute of Technology, Wisconsin-Madison, Michigan, Washington, California-San Diego, Cornell, California-Irvine, and Columbia. See National Science Foundation Academic Science and Engineering: R&D Funds—Fiscal Year 1988, NSF 89-326 (Washington, DC: 1990), table B-37. These same 10 universities produced 15 percent of all science and engineering Ph.D.s (3,303 of 20,738) that year. National Science Foundation Science and Engineering Doctorates: 1960-89, NSF 90-320 (Washington, DC: 1990), table 9. The distribution of honors, e.g., Nobel prizes and election to the National Academy of Sciences, reinforces the stratification among research universities and the role of a select few in the education and employment of U.S. scientists.

2For example, 1,719 institutions were supported by the National Institutes of Health (NIH) in 1990, but only 25 accounted for 38 percent of NIH extramural funds. See ‘NIH Policy Change Could Shake Up Distribution of NIH Extramural Funding, Official Says,” Washington Fax, Nov. 23, 1990.

In the current research economy, a broad base is increasingly difficult to maintain. Universities trying to achieve the status of the top 50 research institutions are bound to face numerous obstacles if they try to obtain-and sustain-success through a broad-based approach.

Summary

In this chapter, OTA has reviewed data on research expenditures from the perspectives of both the Federal Government and academic research performers. Fueled by increases in Federal, industrial, and academic spending on research, the national research effort and the levels of basic and
climate change and the Human Genome Project are seen as “bandwagons: once the university commits resources to participate, it runs the risk of absorbing the costs of the research infrastructure and personnel after Federal support wanes.”

If the top research universities are struggling to maintain excellence, even with their inherent advantages, it may be unwise for other universities to try to become like them. It takes years to develop the breadth and depth of resources that makes a research university; it does not happen quickly. Moreover, the classic research university model may simply be maladaptive for these times. Maintaining the human and physical infrastructure that has accumulated over decades is a huge financial burden that affects all campus functions.

Building targeted strength would appear to be a more sensible institutional strategy than striving for across-the-board excellence. Thus, one magnet laboratory funded by the National Science Foundation (and the State of Florida) will not transform Florida State University into a Massachusetts Institute of Technology. But Florida State might become world-class in research on high-energy magnetism. Such targeting demands concentrated fiscal and human resources, selective recruitment of faculty researchers, and construction of facilities. The Federal Government has a role to play in this effort. As recently stated: “It’s the classic American challenge: What’s the best tradeoff between the conflicting desires of preserving excellence and promoting diversity?”

Preserving excellence in research and teaching at U.S. researching universities is not a Federal obligation; it is a good investment. Research universities have strategic plans, critical masses of researchers, and the reputation for selectivity. However, those institutions that aspire to join the select group of top research universities in the 1990s might best reconsider the research university model and proceed at their own risk.

3 In the short run, resources that would have been devoted to instruction tend to get diverted to this high-profile research. Investing in fashionable research is an important part of the university portfolio, but the cost of some activities may have an adverse effect on others. This example is based on OTA interviews with University of Michigan administrators, July 1990.

4 This was a recurrency of public hearings held by the House Committee on Science and Technology, Task Force on Science Policy in 1985-86. For an analysis of members’ and witnesses’ concerns, see Patrick Hamlett, “Task Force on Science Policy: A Window on the Federal Funding and Management of Research,” OTA contractor report, October 1990. Available through the National Technical Information Service, see app. F.


6 Perhaps the most striking evidence of a university’s research intensiveness is the number of postdoctorates it employs. By this measure, Stanford and Michigan are spectacular examples. At both institutions, postdoctorates in life sciences represent two to three times the number of postdoctoral appointees in all other fields combined. (Physical sciences is the runner-up on both campuses.) At Stanford, the number of life sciences postdoctorates doubled to 600 in 1988. This also represents almost twice the number of graduate (i.e., predoctoral) students in life sciences at Stanford. At Michigan the emphasis is reversed: although postdoctorates in life sciences grew from 160 to 280 between 1980 and 1988, the number of predoctoral students in these fields totaled three times the postdoctoral count. These differences in graduate students and postdoctoral numbers are probably reflected in the composition of research teams.


applied research individually are at levels surpassing the “golden age” of the 1960s. However, the rise in demand for funds from the research community continues to outpace Federal funding increases.

This rise in demand is due primarily to increased spending on research, and only secondarily to increases in the “costs” of individual components of research budgets. Increased spending appears to stem from the growth of the size of research groups under the direction of one principal investigator, a tendency toward growing pressure to produce more research, and an increasing complexity of equipment and facilities (although advances in technology can also decrease overall spending).

Reliable analyses of research expenditures by Federal agencies are not available. Information provided to the agencies by the performers is likely to combine actual need with the desire to pursue boundless opportunities in research. Some trends, however, are well documented. The number of scientists conducting research and supporting graduate and postdoctoral students has grown. Every agency has seen a growth in the number of grant applications submitted. In addition, average expenditures per investigator have nearly tripled, in real terms, since 1958. The obsolescence time for equipment and instrumentation has shrunk more than twofold, and facilities built in the 1950s and 1960s are in need of repair and renovation. The
Universities have been aggressive in seeking industry support for research in the 1980s, though the relationship between the two sectors has been a ‘two-way street’ for more than a half-century. Industry funding of university research, though brisk in the 1980s, still represented just over 5 percent of all university research. (The highest proportions are found at engineering institutions—Georgia Institute of Technology, Carnegie-Mellon, Massachusetts Institute of Technology.) Most of that funding was geared to generic, nonproprietary knowledge aided by support for faculty, graduate students, and infrastructure. In other words, technology transfer, patenting, and commercial gain were not the primary motivations for academic-industry relations.1

Until recently, only certain fields have had relevance to industry investment for a profit motive: computer science, metallurgy, materials science, and chemistry.2 More recently, biology has offered new techniques for the development of products and processes. As historian Roger Geiger points out:

The case for the importance of the university role in economic development rests on two pillars: that industry has been underinvesting in generic research, and thus could profitably utilize additional research from universities; and second, that discoveries of potential commercial value were being made in universities, but were not reaching the market because of linking mechanisms.

In many fields, the demand for research funds is exceeding available funds from traditional sources—especially in fields that require large-scale, technologically advanced equipment and instruments, as well as more technicians with more skills. Concerns about sponsorship—military as well as industrial—skewing the research entire enterprise has grown at a rate above inflation and beyond what the current Federal budget can perhaps afford.

Competition for funds, coupled with a failure to meet research expectations on the part of many researchers, contributes to relative deprivation at many research universities. University researchers feel deprived because their resources (and subsequent outputs) have not met their expectations. Although many universities urge a quick infusion of money to ensure their responsiveness to national research missions as well as the scientific research base, from an “expenditures/costs” perspective, it may not be the appropriate role of the Federal Government simply to supply extra funds. Rather, the Federal Government could encourage both established and aspiring research universities to consider the funding environment and to adjust their research agendas, timetables, and needs accordingly.3 Devising mechanisms for understanding and coping with research expenditures is one of the central challenges to the Federal system for finding research in the 1990s.


5. It should be noted that, under the Florida and Federal Demonstration Projects, no-cost extensions on research grants and other means of expanding the authority of universities to control research budgets locally have been successfully tested. By providing flexibility, these expanded authorities create opportunities for cost savings and improved accountability. See Anne Scanley and William Sellers, Government-University-Industry Research Roundtable, Summary of Interim Reports Submitted by Grantee Organizations Participating in the Federal Demonstration Projects, unpublished document, Oct. 1, 1990.
agenda and undermining the spirit of open inquiry on campus are still voiced. But the trend has not so threatened academic norms as to provoke a backlash. Perhaps out of economic necessity, universities have accommodated.

The “competitiveness” debate has legitimized academic involvement with industry, if not outright promoted it. There is an assumption that strengthening the links between industry and university research will improve America’s economic malaise. A series of legislative and executive initiatives in the 1980s encouraged collaboration, such as the Patent and Trademark Amendments of 1980 (Public Law 96-517), the Stevenson-Wydler Technology Innovation Act of 1980 (Public Law 96480), the 1981 Economic Recovery Tax Act (Public Law 97-34), and the National Cooperative Research Act of 1984 (Public Law 98462). In addition, the 1980s witnessed a growth of State economic development programs that aimed to stimulate university-industry cooperation in public universities.

The resiliency of the university will continue to be tested by rising demands for research funds and the proliferation of missions served by experts on campus. In the 1990s, opportunistic funding of university research may give way to a moderation of corporate-sponsored research. Or such undertakings may continue to be physically segmented in a research institute or center as a way of detaching the industrial values it symbolizes from the core campus organization. The existence of university-industry collaborations is not in doubt; the forms of these collaborations, however, will remain in flux.

---


7For example, see George R. McDowell, “M & T Colleges of Agriculture: Renegotiating or Abandoning a Social Contract,” Choices, second quarter 1988, pp. 18-21.


CHAPTER 7

Human Resources for the Research Work Force
My first priority is to create an environment in which talented young people choose careers in health sciences research. . . . My second priority would be to fashion a system in which talented, more senior researchers could obtain stable funding for their best work. Those two priorities cannot be achieved without setting some limits and making difficult choices.

Leon Rosenberg

Introduction

The scientific education system in the United States, especially at the doctoral level, is the envy of the world. Foreign nationals continue to seek degrees in science and engineering at U.S. institutions at an ever growing rate, and this exemplary “production” of Ph.D.s has continued over at least the past 30 years.

The U.S. graduate research and education system trains new researchers and skilled personnel for all sectors of the Nation’s work force (and for some countries abroad). While new researchers have traditionally been trained for faculty positions in academia, in fields like computer science, the demand for technical labor outside of academia is great. Some fields, like chemistry, also benefit from having a large set of potential academic and industrial employment opportunities. This diversity makes any labor market fluid and its forecasting difficult, but the major components can be analyzed.

This chapter focuses on Ph.D. production and employment in the United States and the research work force, as a subset of the total science and engineering work force. The educational ‘pipeline’ that prepares students at the K-12 through undergraduate level for doctoral study is discussed where needed.

First, the chapter discusses the overall shape of Ph.D. production in the United States, the Federal role in supporting graduate education, and the present employment prospects for new Ph.D.s. Second, the chapter focuses on projections for future employment of Ph.D.s, and then turns to training considerations for an uncertain future. The chapter concludes with a discussion of the Federal role in Ph.D. production and employment for the 1990s.

Baseline Data on Science and Engineering Degrees

Trends in the award of science and engineering (s/e) degrees highlight 20 years of growth in human

---

resources. Scientific education has yielded a significant number of new Ph.D.s, yet the benefits of this education have not accrued equally to all groups and, therefore, to the Nation. Women and U.S. racial and ethnic minorities, despite gains in Ph.D. awards through the 1970s and 1980s, lag the achievement of white men. Relative to their numbers in both the general and the undergraduate populations, women and minorities are underparticipating in the research work force. Foreign nationals on temporary visas are a growing proportion of s/e degree recipients. National Science Foundation (NSF) data indicate the following trends.

Degrees, Gender, Ethnicity, Nationality, and Fields of Study

The total number of Ph.D.s awarded in s/e has increased from 17,400 in 1977 to over 20,250 in 1988. In addition, the proportion of s/e Ph.D.s awarded as compared with Ph.D.s granted in all fields varied from 57 to 64 percent over the period from 1966 to 1988 (see figure 7-1).

Of the approximately 34,000 Ph.D.s awarded in 1988 (in all s/e and non-s/e fields), the distribution by s/e field ranges from 2 percent in environmental sciences to 15 percent in biological/agricultural (hereafter, “life”) sciences. Trends in field shares are variable, showing percentage increases and decreases over the period 1966 to 1988 (see figure 7-2).

One in three college graduates earns the baccalaureate degree in an s/e field. By gender, men earn more baccalaureate degrees in s/e fields per thousand than women by a ratio of three to two. In 1988, women earned 40 percent of baccalaureate degrees, 30 percent of master’s degrees, and 27 percent of the doctorates awarded in s/e. At the Ph.D. level, this proportion represents more than a tripling since 1966 (see figure 7-3). (In non-s/e fields, however, women have achieved parity in Ph.D.s earned and exceed the numbers of men awarded baccalaureate and master’s degrees.)

Except for life sciences, psychology, and social sciences, the number of doctorates awarded to women is modest. In 1988, among U.S. citizens, men earned 90 percent of the engineering Ph.D.s, 63 percent of the science Ph.D.s, and 48 percent of the non-s/e Ph.D.s. In fractional terms, women now earn one in three life sciences and social sciences Ph.D.s and more than one of every two Ph.D.s awarded in psychology. From 1966 production rates, engineer-

---

3 Although OTA uses the shorthand “scientists and engineers,” it recognizes the diversity of fields represented by the term. These fields are those used as degree-granting categories in the National Science Foundation’s Science Resources Studies reports: engineering, physical sciences, environmental sciences, mathematical sciences, computer/information sciences, life (biological/agricultural) sciences, psychology, and social sciences.

4 Degrees alone tell an incomplete story of future supply of scientists and engineers. For example, college attendance rates of 18- to 21-year-olds vary by gender and race. Since 1972, 35 to 40 percent of whites of both sexes in the cohort have attended college with Black rates in the 25 to 30 percent range. By 1988, female attendance exceeded that of males and was rising, whereas male attendance of both races peaked in 1986-87 and has declined thereafter. See National Science Board, Science & Engineering Indicators—1989 (Washington, DC: U.S. Government Printing Office, 1989), figure 2-2, p. 50. The National Science Foundation furnishes data reported in the Science & Engineering Indicators report.


6 National Science Foundation, Science and Engineering Degrees: 1966-1988—A Source Book, NSF 90-312 (Washington, DC: 1990). Doctorate data are drawn from the multiple agency-sponsored Survey of Earned Doctorates conducted under contract by the National Research Council and assembled and reported by the Division of Science Resources Studies of the National Science Foundation.

7 This ratio has narrowed since 1966 when it was nearly 3.5 to 1. See ibid., table 55, p. 43. Also see Sarah E. Turner and William G. Bowen, “The Flight From Arts and Sciences: Trends in Degrees Conferred,” Science, vol. 250, Oct. 26, 1990, pp. 517-521.
Figure 7-2—Distribution of Doctorates by Science and Engineering Field, 1960-90
(by decade, in percent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Life sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mathematical sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer/information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sciences</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Degrees in this field were not awarded until the late 1970s; before then, computer science was counted with mathematical sciences.


The total number of Ph.D.s in s/e awarded to minorities rose from 560 in 1975 to 1,100 in 1988. However, trends by ethnic group are not as consistent. Black U.S. citizens earned 240 Ph.D.s in 1975, which rose to a high of 290 in 1979, but by 1988 had dropped to 230. Degrees awarded to Hispanics over the same period increased from 130 in 1975 to 320 in 1988, exhibiting predominantly steady increases each year. The most dramatic increase occurred within the Asian population, which recorded increases from 190 Ph.D.s in s/e in 1975 to 440 Ph.D.s in 1988, with gains posted in every year but one (1985)."


---

9Ibid., pp. 55-56. The numbers have been rounded.
Foreign citizens on temporary visas earn increasing proportions of the s/e doctorates awarded by U.S. universities: one-quarter of all s/e Ph.D.s, and as much as 40 percent in engineering and mathematics. The number of Ph.D.s awarded in s/e to foreign citizens on temporary visas increased from 2,700 in 1975 to 4,800 in 1988, with the most rapid gains in the 1980s. Foreign nationals on permanent visas, on the other hand, decreased from 1,200 in 1975 to 820 in 1984, but experienced a rapid rise to 1,100 in 1988. At the same time, the total for U.S. citizens dropped from 14,000 in 1975 to 12,800 in 1988, with the most rapid decrease in the late 1970s. During the 1980s, s/e Ph.D.s awarded to U.S. citizens showed no clear trends, ranging from a low of 12,600 (1987) to a high of 13,300 (1981).11

In summary, the total number of Ph.D.s awarded in s/e in the United States has increased by nearly 50 percent from 1977 to 1988. The numbers of women and minority recipients of Ph.D.s have also increased, with the greatest gains posted by women, Hispanics, and Asians, but with no gain by Blacks. Perhaps most dramatic is the increase in Ph.D. awards to foreign citizens on temporary visas, which almost doubled from 1978 to 1988. (For a comparison of national trends with the experiences of four research universities-public and private, and regionally dispersed—see box 7-A.)

Forms of Federal Support to Graduate Students

Clearly, graduate enrollments and the award of the Ph.D. in s/e depend on more than undergraduate degree attainment. Institutional practices and Federal policies play a significant role in graduate student support, completion of the doctorate, and employment aspirations. OTA notes the following trends.

Ever since the National Defense Education Act of 1958 (NDEA, Public Law 85-864) passed in the wake of the Sputnik launch, the Federal Government has been pivotal in pre- and postdoctoral support of science, engineering, and indeed, non-s/e students.12 Additional programs were soon established by NSF, the National Aeronautics and Space Administration (NASA), the National Institutes of Health (NIH), and other Federal agencies. This period of growth, beginning in the 1960s, in Federal programs offering fellowships (portable grants awarded directly to students for graduate study) and traineeships (grants awarded to institutions to build training capacity) was followed by decreases in the 1970s.13 In the natural sciences, these declines were offset by the rise in the number of research assistantships (RAs) awarded on Federal research grants. Federal support to the humanities and social sciences has always been comparatively less since, outside of NDEA, traineeships and fellowships were offered for the natural sciences, and research assistantships are rarely supported on social sciences or humanities grants. During the 1980s, other sources of support, including loans and family contributions, remained constant (see figure 7-4).

In the 1980s, RAs became the principal mechanism of graduate student support, increasing at 5 percent per year since 1980 (except in agricultural sciences, where RAs have actually declined). This trend is consistent with the growing “research intensiveness” of the Nation’s universities: more faculty report research as their primary or secondary work activity, an estimated total in 1988 of 155,000 in academic settings.14

If the Federal agencies were to change the mix of support to graduate students, first by increasing the number of portable fellowships, the concentration of support in the major research universities would be reinforced. On the other hand, if the government were to increase the number of traineeships, Federal support could be directed to a broader set of institutions. No particular mix of support mecha-

---

10Ibid., pp. 46, 56.
11Note that the number of Ph.D.s awarded to U.S. citizens and to foreign citizens on temporary and permanent visas do not add up to the number given for all Ph.D.s awarded. Roughly 7 percent of the total number of Ph.D.s are of unknown citizenship. Lawrence Burton, Science Resources Studies, National Science Foundation, personal communication, Dec. 10, 1990.
14These 155,000 represent 37 percent of employed Ph.D. scientists and engineers in the United States in 1981. There are several assumptions built into these estimates—that Ph.D.s are most likely to do research, that research is considered a “primary or secondary research activity” by survey respondents, and that (although R&D are coupled here) basic and applied “R,” not “D” is performed in academic settings. National Science Board, op. cit., footnote 4, pp. 46, 57, 115.
Figure 7-4—Federal Support of Science and Engineering Graduate Students: 1969 and 1988 (by type of support)

In percent

<table>
<thead>
<tr>
<th>Support Type</th>
<th>1969 Students</th>
<th>1988 Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total students</td>
<td>51,620</td>
<td>54,852</td>
</tr>
<tr>
<td>Fellowships</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traineeships</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research assistantship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teaching assistantship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other support</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Fellowships and traineeships were not reported separately in 1969.


Employment of Researchers

Since 1980, NSF estimates that the total s/e work force (baccalaureate, master’s, and Ph.D. degree recipients) has grown at 7.8 percent per year, which is four times the annual rate of total employment of 1.8 percent. Scientists and engineers represented 2.4 percent of the U.S. work force in 1976 and 4.1 percent in 1988. Almost 2.0 million scientists and 2.6 million engineers were employed in the s/e work force in 1988. In addition, almost 25 percent of all scientists and 10 percent of all engineers were employed in non-s/e jobs in 1988. At the doctoral level, scientists numbered 351,000, which is five times the engineers at 68,000. Total employment for doctoral scientists and engineers grew by nearly 5 percent per year from 1981 to 1987. The percentage of foreign nationals who remain in the United States after receiving their Ph.D.s remained at roughly 50 percent through the latter half of the 1980s.

A pivotal employment sector for Ph.D. s/e researchers is academia. From 1977 to 1987, the number of Ph.D. scientists and engineers engaged in academic research increased by 65 percent. Figure 7-5 shows that life scientists accounted for one in three doctoral scientists and engineers on campus, a proportion unchanged in a decade, while figure 7-6 indicates average annual growth rates by field, with computer and information scientists leading the way.

The academic research work force in 1987 was 90 percent white (both sexes) and 84 percent male. Overall participation in academic research by minorities is bifurcated—9 percent is Asian and expanding, 2 percent is Black and Hispanic and barely inching upward. The most encouraging statistics are for Black women who, in 1987, represented 31 percent of Black Ph.D. scientists doing research in the academic sector.

NSF estimates a 51-percent increase, from 1977 to 1987, in the number of s/e doctorates engaged in basic research, regardless of employment sector.


16National Science Board, op. cit., footnote 4, p. 67.

17 Ibid., p. 116.
Box 7-A—institutional Variations on National Trends: Graduate Enrollments at Four Research Universities

While national trends in graduate enrollments, demography, support, and distribution by field paint the “big picture,” they depersonalize and often mask how institutions (and their sponsors) influence those destined to join the research work force. Profiles of graduate student enrollments at four research universities—two public, two private—provide comparisons among key characteristics.\(^1\)

In the 1980s, graduate enrollments grew by 18 percent nationally. By broad field, enrollments have, in percentage terms, grown steadily in engineering and mathematics/computer science, decreased slightly in the life sciences and more markedly in the social sciences, and been stable in psychology and the environmental sciences. But these national trends are not mirrored at the four universities examined by OTA: the University of Houston, the University of California-Santa Barbara (UC-Santa Barbara), Carnegie-Mellon University, and the Massachusetts Institute of Technology (MIT) (see table 7A-1).

Growth in enrollments from 1980 to 1988 range from 43 percent at Carnegie-Mellon to 13 percent at UC-Santa Barbara. MIT’s enrollment declined by 2 percent. The University of Houston, while increasing its graduate student population by one-third, experienced the largest growth in mathematics/computer science. At Carnegie-Mellon, there was virtually no change in the distribution by broad field during the decade. At MIT, engineering enrollments declined (but over one-half of all graduate students there are pursuing engineering degrees), and at UC-Santa Barbara the number of mathematics/computer science students nearly tripled.

Examined in terms of demographic characteristics, the graduate student populations at all four universities reflect national trends, but at different levels:

1. Nationally, the proportion of women is up slightly to 32 percent. At the four universities highlighted here the trend is similar, but enrollments of women averaged one-quarter of all science and engineering (s/e) students.

2. Foreign nationals comprise almost one-half the graduate s/e students at Houston, and one-third at MIT and Carnegie-Mellon. Nationally, foreign students were 26 percent of the graduate student population in 1988.

3. Among U.S. citizens, minorities represent one-quarter at Houston, but only 13 to 14 percent at the other three universities. The national average, unchanged since 1983, was 18 percent.\(^2\)

In actuality, little is known about Ph.D. supply. In the words of the National Research Council: “Basic descriptive statistics such as the percent of entering doctoral students who never complete the degree are unknown. More complicated issues such as determinants of degree completion (e.g., financial support, family responsibilities, demography, and time to complete the degree) remain unanswered.” National trends in graduate student enrollments tell only part of the story of factors affecting the renewal of human resources in science and engineering.\(^3\)

Fields vary in their dependence on sectors of employment. Basic researchers with a Ph.D. in some fields—mathematics, sociology/anthropology, and economics—are employed almost exclusively in academia. Industry, in contrast, employed 19 percent of all engineers and 25 percent of computer scientists doing basic research in 1987. The field experiencing the largest percentage increase in industrial employment during the decade was the life sciences (in large part due to the biotechnology boom).\(^4\)

---

1 The data reported below are based on unpublished National Science Foundation data compiled by the Division of Science Resources studies.


3 This sample of four institutions alone suggests that research-intensive universities may under-enroll women and U.S. minorities and over-enroll foreign nationals in graduate science and engineering relative to national trends. OTA’s analysis of University of Michigan and Stanford University is consistent with these findings across all fields of science and engineering as well as with women comprising 28 and 22 percent, respectively, and foreign nationals 34 and 30 percent, of graduate enrollments. But generalizations are premature until more systematic analysis is undertaken.


---

18Ibid. The National Science Foundation also reports that retention of male doctoral scientists and engineers is the highest for the business/industry and university/college sectors, around 80 percent, after 14 years (see pp. 117-118 for a discussion).
### Table 7A-1: Graduate Enrollment in Science and Engineering at Selected Universities, by Field: 1980-88

#### National totals

<table>
<thead>
<tr>
<th>Year</th>
<th>Total students</th>
<th>Engineering</th>
<th>Social sciences</th>
<th>Life sciences</th>
<th>Math/computer science</th>
<th>Psychology</th>
<th>Physical sciences</th>
<th>Environmental sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>208,232</td>
<td>20.1%</td>
<td>27.7%</td>
<td>21.8%</td>
<td>7.3%</td>
<td>10.4%</td>
<td>10.7%</td>
<td>4.9%</td>
</tr>
<tr>
<td>1983</td>
<td>223,135</td>
<td>23.6%</td>
<td>21.5%</td>
<td>20.0%</td>
<td>8.8%</td>
<td>9.9%</td>
<td>11.0%</td>
<td>5.2%</td>
</tr>
<tr>
<td>1986</td>
<td>236,741</td>
<td>24.9%</td>
<td>19.9%</td>
<td>19.2%</td>
<td>10.6%</td>
<td>9.3%</td>
<td>11.4%</td>
<td>4.6%</td>
</tr>
<tr>
<td>1988</td>
<td>245,463</td>
<td>25.1%</td>
<td>20.1%</td>
<td>19.1%</td>
<td>10.8%</td>
<td>9.5%</td>
<td>11.3%</td>
<td>4.0%</td>
</tr>
</tbody>
</table>

#### University of Houston

<table>
<thead>
<tr>
<th>Year</th>
<th>Total students</th>
<th>Engineering</th>
<th>Social sciences</th>
<th>Life sciences</th>
<th>Math/computer science</th>
<th>Psychology</th>
<th>Physical sciences</th>
<th>Environmental sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>766</td>
<td>24.80%</td>
<td>12.70%</td>
<td>20.3%</td>
<td>9.5%</td>
<td>1.55%</td>
<td>14.3%</td>
<td>2.7%</td>
</tr>
<tr>
<td>1983</td>
<td>864</td>
<td>31.1%</td>
<td>9.6%</td>
<td>16.9%</td>
<td>13.0%</td>
<td>5.7%</td>
<td>18.9%</td>
<td>4.9%</td>
</tr>
<tr>
<td>1986</td>
<td>1,165</td>
<td>29.0%</td>
<td>9.5%</td>
<td>13.6%</td>
<td>13.7%</td>
<td>14.2%</td>
<td>16.5%</td>
<td>3.4%</td>
</tr>
<tr>
<td>1988</td>
<td>1,017</td>
<td>29.1%</td>
<td>9.5%</td>
<td>14.2%</td>
<td>13.1%</td>
<td>15.5%</td>
<td>15.6%</td>
<td>2.9%</td>
</tr>
</tbody>
</table>

#### Carnegie-Mellon University

<table>
<thead>
<tr>
<th>Year</th>
<th>Total students</th>
<th>Engineering</th>
<th>Social Sciences</th>
<th>Life Sciences</th>
<th>Math/computer science</th>
<th>Psychology</th>
<th>Physical sciences</th>
<th>Environmental sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>798</td>
<td>47.4%</td>
<td>18.90%</td>
<td>2.9%</td>
<td>18.20%</td>
<td>1.60%</td>
<td>10.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>1983</td>
<td>965</td>
<td>44.0%</td>
<td>21.7%</td>
<td>3.2%</td>
<td>18.8%</td>
<td>2.1%</td>
<td>10.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>1986</td>
<td>1,115</td>
<td>46.4%</td>
<td>17.9%</td>
<td>3.3%</td>
<td>20.3%</td>
<td>1.7%</td>
<td>10.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>1988</td>
<td>1,137</td>
<td>45.8%</td>
<td>18.6%</td>
<td>3.5%</td>
<td>19.5%</td>
<td>2.5%</td>
<td>10.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

#### Massachusetts Institute of Technology

<table>
<thead>
<tr>
<th>Year</th>
<th>Total students</th>
<th>Engineering</th>
<th>Social Sciences</th>
<th>Life Sciences</th>
<th>Math/computer science</th>
<th>Psychology</th>
<th>Physical sciences</th>
<th>Environmental sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>3,904</td>
<td>62.0%</td>
<td>10.2%</td>
<td>7.5%</td>
<td>3.0%</td>
<td>0.8%</td>
<td>12.9%</td>
<td>3.5%</td>
</tr>
<tr>
<td>1983</td>
<td>3,795</td>
<td>61.6%</td>
<td>10.8%</td>
<td>7.1%</td>
<td>2.9%</td>
<td>0.9%</td>
<td>13.0%</td>
<td>3.6%</td>
</tr>
<tr>
<td>1986</td>
<td>3,925</td>
<td>56.2%</td>
<td>11.6%</td>
<td>6.4%</td>
<td>8.1%</td>
<td>1.1%</td>
<td>13.0%</td>
<td>3.5%</td>
</tr>
<tr>
<td>1988</td>
<td>3,827</td>
<td>54.0%</td>
<td>11.9%</td>
<td>6.3%</td>
<td>3.5%</td>
<td>1.4%</td>
<td>13.9%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>

#### University of California-Santa Barbara

<table>
<thead>
<tr>
<th>Year</th>
<th>Total students</th>
<th>Engineering</th>
<th>Social Sciences</th>
<th>Life Sciences</th>
<th>Math/computer science</th>
<th>Psychology</th>
<th>Physical sciences</th>
<th>Environmental sciences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>1,142</td>
<td>25.20%</td>
<td>27.8%</td>
<td>17.40%</td>
<td>4.9%</td>
<td>4.5%</td>
<td>14.5%</td>
<td>5.6%</td>
</tr>
<tr>
<td>1983</td>
<td>1,178</td>
<td>27.6%</td>
<td>25.6%</td>
<td>16.0%</td>
<td>4.8%</td>
<td>4.1%</td>
<td>16.1%</td>
<td>5.9%</td>
</tr>
<tr>
<td>1986</td>
<td>1,262</td>
<td>24.2%</td>
<td>25.0%</td>
<td>14.4%</td>
<td>12.0%</td>
<td>4.3%</td>
<td>15.1%</td>
<td>4.9%</td>
</tr>
<tr>
<td>1988</td>
<td>1,293</td>
<td>28.3%</td>
<td>22.0%</td>
<td>14.6%</td>
<td>13.4%</td>
<td>3.7%</td>
<td>13.9%</td>
<td>4.0%</td>
</tr>
</tbody>
</table>

**NOTE:** Full-time students only.


Complicating the understanding of employment trends is that temporary, 1- to 2-year appointments are a tradition in some fields. Postdoctoral appointments are used both to augment the specialized skills acquired in doctoral study and to wait out poor employment markets. The number of Ph.D.s taking postdoctoral positions in U.S. universities has grown 5 percent annually since 1980. The availability of these appointments expands with academic research budgets, and over one-half of these posi-

---

Traditionally, the postdoctoral appointment is for 1 to 2 years. The last major national study of postdoctorates, however, is a decade old. This issue needs to be revisited empirically. For a national perspective, see National Research Council, Postdoctoral Appointments and Disappointments (Washington, DC: National Academy Press, 1981). For a first-person perspective on how circumstances may be changing, see Edward J. Hackett, “Science as a Vocation in the 1990s,” Journal of Higher Education, vol. 61, May/June 1990, pp. 241-279.
tions are located in the life sciences. Foreign citizens have been increasing their postdoctoral appointments at a rate twice that of U.S. citizens in the last decade.\textsuperscript{30} Also, universities have increased the number of available nonfaculty research positions, and that the number of nonfaculty researchers as a percentage of the total number of Ph.D.s in s/e employed in academia rose from 14.8 percent in 1977 to 17.5 percent in 1987 (see box 7-B).

In sum, there is a steady stream of new entrants to the research workforce. Almost 14,000 s/e Ph.D.s are granted each year by U.S. universities to U.S. citizens (nearly 13,000) or to foreign citizens who are permanent residents (over 1,000). Industry and academia have increased their employment of Ph.D.s in s/e over the past two decades, and by rates exceeding 5 percent per year in the 1980s. In addition, relatively temporary university positions, such as postdoctoral and nontenure-track research slots, have increased.

Historically, the Federal Government has played both a direct and indirect role in the production and employment of s/e Ph.D.s. Both as the primary supporter of graduate student salaries and tuition, and as an employer through the Federal laboratories and mainly through research grants, the Federal Government has perhaps the largest role in the s/e Ph.D. labor market. With changing demographics and demands on the research component of this labor

\textsuperscript{30} National Science Board, \textit{Op. cit., footnote 4}, p. 54. There is both a “push” and “pull” factor operating in the postdoctorates taken by non-U.S. citizens with Ph.D. They may be ineligible for employment in some sectors, e.g., defense, and they can be productive researchers while awaiting a change in visa status from temporary to permanent. S. 358, passed in the 101st Congress, would allow the annual number of employment-based visas to increase from 54,000 to 140,000. Up to 40,000 visas are reserved for academicians and others with “extraordinary” ability to work in the United States. An annual cap of 65,000 H-1, or temporary professional, visas was also imposed. See Janice Long, “U.S. Immigration Eased for Professionals,” \textit{Chemical & Engineering News}, vol. 68, No. 47, Nov. 19, 1990, p. 13.
force, the Federal Government could redefine that role as more or less interventionist in the 1990s.

**The Shape of the Future Research Work Force**

In recent years, the scientific community and some Federal research agencies have intensified the call for increased support of human resources. One emphasis has been on the educational ‘pipeline’—how to attract more elementary and secondary school students to science, mathematics, and engineering. Since the school-aged population will begin to grow with the second baby boom in the mid-1990s, most research agencies have initiated programs that emphasize earlier stages in scientific education, especially at the secondary and undergraduate levels. Not only will this population grow, but a larger proportion of it will consist of racial and ethnic minorities.

**The Uncertainty of Ph.D. Projections**

Another focus of concern is the state of graduate education in s/e. Some recent reports have projected that, in the 1990s, many scientific fields will experience shortages in the supply of Ph.D. researchers. Based on demographic characteristics alone, NSF has estimated that the number of new Ph.D.s awarded in the natural sciences and engineering by U.S. universities (to U.S. citizens and foreign nationals) would rise from roughly 14,450 in 1988 to 15,600 in 1993, but then would decrease to 14,200 by the year 2010. This projection, based on a predicted ‘shortfall’ in natural science and engineering baccalaureate degrees, assumes little change in the proportion of U.S. doctorate-seeking students and that the number of Ph.D.s awarded to foreign nationals remains at 4,500 per year.

To convert these figures into a future supply of Ph.D.s for the scientific labor market, one must assume that some proportion of foreign nationals will seek to remain in the United States for employment. Most estimates assume that the current level of 50 percent will hold throughout the 1990s, while noting that increased scientific sophistication of these students’ native countries may eventually draw a larger proportion of them back home.

If the current demand for Ph.D.s in academia and industry, at over 12,000 per year, were to remain constant, then the aggregate supply of Ph.D.s in the 1990s would be more than adequate. (This would not mean, of course, that the distribution among s/e...
Box 7-B—The Unfaculty: Who Are They and Why Should We Worry?

Graduate student enrollment increased rapidly during the 1960s, followed by a decline in the rate of increase in the 1970s and early 1980s. Because undergraduate and graduate student enrollment levels are closely associated with funding available for faculty salaries, it is not surprising that there was a decline in faculty job openings and a rise of “academic marginals” or research professionals, most possessing the Ph.D. but lacking a faculty appointment. This cadre has also been referred to as the “unfaculty,” “unequal peers,” or “research associates.” In an effort to maintain an appropriate research base in the face of increasingly tight budgets, universities employ academic marginals on short-term contracts. These new nonfaculty positions do not depend on enrollment levels and afford the university flexibility in fulfilling its research needs since marginal positions are more readily emptied and reallocated than are tenured and tenure-track faculty.

Who are these academic marginals? Many are postdoctoral fellows who, unable to secure faculty positions, remain in the university setting for an indefinite period of time. These positions might be viewed as extensions of the scientific apprenticeship system, which includes graduate education and postdoctoral training. Of the fiscal year 1972 graduates who had taken postdoctoral appointments, approximately one-third had prolonged their appointments because they could not find other desirable employment. Consequently, these professional research scientists tend to be highly qualified and capable, most earning Ph.D.s from reputable research institutions, have impressive publication records, and are supported by National Institutes of Health and National Science Foundation (NSF) grants. Yet, academic marginals are not recognized as full faculty members; they receive none of the amenities and privileges of faculty and, more important, are ineligible for tenure.

The inferior status associated with the unfaculty fosters negative feelings and tensions within the research community. Comparatively low salaries, little job security, and limited “rights” to laboratory and office space or seed money and equipment all contribute to an environment in which the marginal scientist commands little respect from his or her full faculty peers. In fact, academic marginals often are dependent on faculty to provide part-time teaching or research that augments employment. Similarly, the academic marginal might find it difficult to establish him or herself in the scientific community at large: lacking an established laboratory and the accompanying prestige, marginal scientists have a “... longer row to hoe than most... [and] have to be more perfect.

Standards vary on the research status of unfaculty and are a source of debate on many campuses. For example, research associates at Stanford University cannot act as principal investigators on research grants, which prohibits

---


fields would be “correct.” However, these calculations further project that the demand for Ph.D.s, which has been rising in the 1980s, will continue to increase. Several factors are cited: 1) replacement of currently employed s/e researchers due to retirements and deaths; 2) rising college and university enrollments in the mid-to-late 1990s to accommodate the second baby boom (therefore requiring more faculty); and 3) increasing Federal and industrial investment in R&D, if only at a moderate rate. 25

---

them from gaining a history of funding with any Federal research agency. (This arrangement is fairly typical for research associate positions across the United States.)

It is possible that academic marginals are merely the product of a research environment that is shifting its focus and reevaluating its needs. But evidence that women have long been marginalized—less likely than men to land faculty posts or receive tenure once in them—in scientific research is unequivocal. So funding pressures alone cannot explain swelling of the ranks of the unfaculty. Like the rest of the research work force, a panoply of demographic and funding changes may redefine the perceived needs of research universities. The status of those funded entirely on soft money may be reassessed as the costs of sustaining research units are scrutinized by academic administrators.

Surprisingly, national data beyond per-investigator costs are scarce on various ‘production’ units of research. This includes the extent to which the ranks of academic marginals are growing. Unpublished data on research personnel at 4-year colleges and universities compiled by NSF (which warns that the data may not be comparable for different years) are presented in Table 7B-1. Over the period 1977 to 1987, the proportion of Ph.D.s without faculty rank grew slightly. Growth in the number of unfaculty, up 15,000 in the decade to a total of 37,000, suggests that this is a sizable reserve research labor force to augment university faculty capabilities. Beyond that, little is known about:

1. the cost to the Federal Government, which pays the salaries of unfaculty who are supported on research grants;
2. the career paths and prospects of the unfaculty; and
3. the possible mobilization of the unfaculty in the face of impending faculty retirements in the 1990s and projected shortages of Ph.D. scientists and engineers early in the next century.

Until better information is collected and analyzed on the unfaculty, Federal policymakers must worry about who they are and how they affect the university research economy of the 1990s.

Table 7B-1—Research Personnel at 4-Year Colleges and Universities (based on self-identification)

<table>
<thead>
<tr>
<th>Year</th>
<th>Ph.D.s with faculty rank (assistant, associate, full)</th>
<th>Ph.D.s without faculty rank (includes postdoctorates)</th>
<th>Total number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td>85.2%</td>
<td>14.8%</td>
<td>157,000</td>
</tr>
<tr>
<td>1981</td>
<td>83.9%</td>
<td>16.1%</td>
<td>179,000</td>
</tr>
<tr>
<td>1987</td>
<td>82.5%</td>
<td>17.5%</td>
<td>209,000</td>
</tr>
</tbody>
</table>


However, OTA cautions those who wish to use these projections to predict future supply and demand for researchers. Projections of shortages and surpluses in the Ph.D. s/e work force are notoriously unreliable. 27 As OTA recently concluded:

The job market for Ph.D.s is unusual. While it responds to demand (in particular, national R&D funding) and to immediate research and training support, the supply is particularly sensitive to Federal policies. As for quality, at the margins talent can be lured or discouraged to relieve shortages and surpluses. 28

In addition, predicting the demand for academic researchers is extremely complex. 29 As discussed above, such predictions must include demographic changes, immigration trends, anticipated retirements, and the orientations and intentions of new entrants to the research work force, as well as shifting Federal priorities and available research funding. All of these are subject to change, and may

27OTA reached this conclusion on the basis of examining various models of academic and industrial markets. See Office of Technology Assessment, op. cit., footnote 12, especially chs. 3 and 4. Recent independent confirmation of this conclusion comes in a critique of a National Science Foundation model developed by its Policy Research and Analysis Division. See Alan Fechter, “Engineering Shortages and Shortfalls: Myths and Realities,” The Bridge, vol. 20, fall 1990, pp. 16-20.

vary by type of educational institution one attends, the field of Ph.D., the region of the country in which one seeks employment, and so on. Sorting these factors compounds the burdens with which policymakers and educators must cope.

In general, projections also do not take into account market adjustments:

Most of the simulation models used to assess these labor markets assume . . . that if an imbalance occurs between supply and demand, nothing will occur to correct it. In fact, history demonstrates that these labor markets do tend to equilibrate. Thus, projected imbalances derived from such models—both shortages and surpluses—are always overstatements of what actually will be experienced.19

Finally, projections of future retirements and job availability in industry vary to a large extent by field. For instance, some expect faculty shortages to be higher in the humanities and social sciences than in the mathematical and physical sciences, with no shortages foreseen in the biological and behavioral sciences.20 Also, the health of the pharmaceutical and related industries has a large effect on employment prospects for Ph.D.s in medical and chemical fields. These factors must be taken into account by Federal policies that address projections of shortages. As science policy statesman Harvey Brooks puts it:

Most projections are based on extrapolations of recent history, usually considering only first derivatives, with little attention to second derivatives, which cannot be accurately estimated anyway. In fact the projection type of exercise has more often than not contributed to the tendency of the technical manpower production system to overreact, building up alternate surpluses and deficits owing to the delayed response of the educational pipeline to the conditions in the market.21

Given the uncertainty of projections, OTA finds that concentration on the preparedness of the pipeline to produce Ph.D.s (i.e., increasing the number of undergraduates earning baccalaureates in s/e) is the most flexible policy.22 If shortages begin to occur in a particular field, prepared undergraduates could be induced by increased graduate support to pursue a Ph.D. in that research area, and Ph.D. production would increase 4 to 7 years later. In addition, those scientists who would have otherwise left the field might stay longer, those who had already left might return, and graduate students in nearby fields could migrate to the field experiencing a shortage.23 (These are all signals of opportunity sent by the market.)

If shortages do not materialize, then the Nation’s work force would be enhanced by the availability of a larger number of highly skilled workers. Research in the United States would also benefit by the training of a larger number of baccalaureates in the sciences, a significant percentage of whom will choose to pursue scientific careers regardless of predictions of shortages, while others contribute their acquired knowledge to other occupations.

Concerns about the demographics of Ph.D. recipients could also be addressed. Laws that prohibit discrimination, such as Title VI of the Civil Rights Act of 1964 and Title IX of the Education Amendments of 1972, justify support to groups defined by the ascribed characteristics of race/ethnicity and sex,

---


22From a market perspective, Ph.D. are skilled workers who experience low rates of unemployment. However, the Ph.D. worker thinks in terms of career paths. “Underemployment” means that the person is part of the Nation’s labor force, but not working in a position that takes full advantage of his or her training and skills. The fit, in short, is not always good.

23Recall that 25 percent of scientists are in nonscience and engineering jobs. This is a huge potential reservoir corresponding to fluctuations in demand. In general, people with science and engineering training are much easier to convert to other occupations than the reverse.
The 1980 reauthorization of the National Science Foundation also created the Science and Technology Equal Opportunities Act (Public Law 96-516). In it, Congress declared:

... that the highest quality science over the long term requires substantial support, from currently available research and education funds, for increased participation in science and technology by women and minorities. The Congress further declares that the impact on women and minorities which is produced by advances in science and technology must be included as essential factors in national and international science, technology, and economic policies.

With reauthorization of the Higher Education Act of 1965 scheduled for the 102d Congress, expectations are high that “significant and bold changes” will increase Federal aid to higher education institutions and students, especially historically Black colleges and universities. This legislation empowers Congress and the research agencies that have devised programs targeted to enhance the participation of women and minorities in science to do even more. Programs targeted to minorities, women, the physically disabled, and students in areas of the country where access to research institutions is limited, could help to expand the pool of potential scientists.

Training for an Uncertain Research System

The unity of research and graduate teaching in U.S. higher education has sustained a vigor and creativity in research that is unparalleled in the world. The training of graduate students is also linked to the instruction of undergraduates in s/e. This section first looks at the connection between undergraduate teaching and research and then at the traditional academic research model and some alternatives.

Research and Undergraduate Teaching

Calls for a ‘new paradigm’ for higher education in the 21st century are now emanating from the presidents of research universities. Most of these reforms call for improved undergraduate education and ‘... a better balance between research and teaching.’ A related need may also be to change the reward system of the university, since asking universities to augment the teaching of undergraduates may be misplaced if faculty continue to view this as a drain on their time that would be better spent doing research. This tension between the time spent on research and teaching at the major research universities and the use of graduate assistants as instructors for many lower level undergraduate
classes has caused some to question the health of undergraduate teaching at these universities.\textsuperscript{41}

Another concern that stems from the tension between research and teaching is the relation between providing more funds for basic research and improving both the institution’s research performance and teaching capability. A common perception during the 1960s was that Federal dollars that supported research also benefited undergraduate teaching because these top researchers would communicate their excitement about developments “at the laboratory bench” to undergraduate and graduate students alike. In the 1980s, with the separation between research and undergraduate education becoming more pronounced at many research institutions (particularly with many faculty “buying out” of teaching responsibilities when awarded a large research grant), the connection between research progress and the cultivation of human resources grew more tenuous.\textsuperscript{42}

Consequently, many research agencies see a larger need for funding undergraduate teaching directly. In addition, many faculty have proposed novel ideas. For example:

What if the four-year colleges. . . began requiring the university departments whose doctoral students apply for jobs at the four-year colleges to provide a detailed description of how they had prepared those candidates to teach, as well as specific evaluations of their teaching skills? . . . Granted, the most selective graduate departments at the top research universities-those that aspire chiefly to staff the faculties of other prestigious universities-might not be especially responsive. . . . Although institutions routinely “raid” each other for distinguished researchers, they hardly ever pursue outstanding teachers so aggressively. As long as that disparity exists, talented teachers will be captives of their current employers, with little leverage to extract greater rewards.\textsuperscript{43}

Indeed, growth in the employment of Ph.D.s by 4-year institutions has been hearty for over a decade.\textsuperscript{44}

\textsuperscript{41} Of particular concern is its effect on the recruitment of new baccalaureate science students, as they may have to wait until their sophomore or junior year until they are taught primarily by faculty. The utilization of graduate students for teaching posts, however, can be quite valuable from the graduate student’s prospective, since these classes may represent one of the few opportunities to teach (though not necessarily learn how to teach). In 1990, the Howard Hughes Medical Institute announced a $30 million grant competition to strengthen undergraduate science education. Ninety-nine institutions, many of them liberal arts colleges, will compete for 5-year grants ranging from $500,000 to $2 million. Winners will be chosen on the basis of proven success: the proportion and number of graduates who, over the past decade, have gone on to medical school or to earn doctorates in biology, chemistry, physics, or mathematics. For background, see Libby McMillen, “Hughes Institute Awards $61 Million for Science Education,” The Chronicle of Higher Education, vol. 35, No. 38, May 31, 1989, pp. A19-A20; and Linda Mars, “Howard Hughes Medical Institute Enriches Undergrad Science Studies,” The Scientist, vol. 5, No. 1, Jan. 7, 1991, pp. 28-29.

\textsuperscript{42} See Anthony B. Maddox and Renee P. Smith-Maddox, “Developing Graduate School Awareness for Engineering and Science: A Model,” Journal of Negro Education, vol. 59, 1990, pp. 479-490. This connection has also arisen over requiring institutions of higher education receiving Federal assistance to provide certain information on graduation rates, broken down by program and field of study. See Public Law 101-542, Title I-Student Right-To-Know, 104 Stat. 2381-2384.

\textsuperscript{43} Teaching reputations are local while research reputations are global. This applies even to prospective students. The best students tend to flock to institutions where faculty have the greatest external reputations. Richard Chait, “The Pro-Teaching Movement Should Try Economic Pressures,” The Chronicle of Higher Education, vol. 36, No. 43, July 11, 1990, p. A36.

\textsuperscript{44} From 1975 to 1987, the percentage increase in the employment of Ph.D. scientists and engineers in 4-year institutions ranged from 15 percent in mathematics to over 200 percent in computer science (albeit from a small base number in this field). Most fields increased by 25 to 50 percent. For a discussion of these trends (based on National Science Foundation (NSF) data), see Commission on Professionals in Science and Technology, op. cit., footnote 5, pp. 18-19. The role of NSF at these traditionally teaching institutions is also of concern. For example, in 1988, of 21,000 research proposals submitted to NSF for funding, 12 percent came from researchers at “predominantly undergraduate institutions” and 75 percent of all awards were made to these investigators, accounting for 5 percent of NSF funds awarded competitively that year. See National Science Foundation FY 1988 Research Proposal and Award Activities by Predominantly Undergraduate Institutions, NSF 90-36 (Washington, DC: March 1990), p. 3. Also see Linda E. Parker and David L. Clark, “Research at Liberal Arts Colleges: Is More Really Better?” Research Management Review, vol. 3, Spring 1989, pp. 43-55.
These calls for increased undergraduate teaching by faculty seek to alter an academic research and teaching model in the United States that may already be under strain. What follows is an examination of the academic research model and its contribution to human resources at the Ph.D. level.

**The Academic Research Model**

The predominant mode of academic research in the natural sciences and engineering begins with a research group that includes a principal investigator (most often a faculty member), a number of graduate students, one or several postdoctoral scientists, technicians, and perhaps an additional nonfaculty Ph.D. researcher. While this group may be working on a single problem funded by one or two grants, subsets of the group may work on different but related problems funded simultaneously by multiple project grants. (In the social sciences, the groups tend to be smaller, often numbering only the faculty member and one to two graduate students.)

The “young investigator” problem must thus be seen in the broader context of other changes in the university as a research training site.

During graduate study, along with self-teaching and learning from one’s peers, much of what is learned comes directly through mentorship by professors, postdoctoral fellows, or nonfaculty researchers. In many research universities, professors are responsible for multiple graduate students at any given time, so that in a professor’s career he or she may train over 20 (sometimes many more) Ph.D.s. As one observer commented:

Simple arithmetic shows that training in a top laboratory at a top institution, combined with the requisite number of high-quality publications, does not by itself ensure anyone a position similar to that of his or her mentor. Most top laboratories graduate two or three postdoctoral fellows a year. . . Multiply that by the large number of top laboratories in the country, and it becomes clear that even in good times not all these young investigators and their research programs can be absorbed into the National Institutes of Health system.

In addition, the dominant model to launch a career as a young scientist is movement from one research university to another with an assistant professorship, the attainment of a first Federal research grant, and the re-creation of the mentor’s professional lifestyle (i.e., independent laboratory, graduate students, postdoctorates). For an institution to subscribe to this model, unfortunately shifts much responsibility for awarding tenure from the department faculty to the Federal Government. While university officials say there is “. . . no fixed time in which researchers are expected to become self-sufficient through outside grants . . . researchers who have failed to

---

42 The exploitation of competent graduate students has been a perennial charge—some mentors keep them around as long as possible because they are talented cheap labor. Competition for tenure-track positions requires refereed publications on the resume of the new Ph.D. This, too, may prolong the graduate research career. Registered time to the doctorate increased from 1%7 to 1986, yet a recent National Research Council study suggests that the reasons for this increase cannot be readily deciphered. According to one observer, the recent leveling off of this trend in time to Ph.D. may reflect “. . . changes in the job market for new Ph.D. recipients. It will be interesting . . . to see if the numbers fall-as market-oriented theories would predict—when the expected increase in demand for faculty begins later in the 1990s.” See National Research Council, *On Time to the Doctorate: A Study of the Increased Time to Complete Doctorates in Science and Engineering* (Washington, DC: National Academy Press, 1990); Peter Syverson, “NRC Releases New Study on Increased Time to the Doctorate,” *CGS Communicator*, vol. 23, August 1990, p. 8; and Paul Gassman, “Shortening the Time to a Ph.D.,” *Chemical & Engineering News*, vol. 68, No. 52, Dec. 24, 1990, pp. 25-26.

43 Dimick K. Bodkin, “Young Scientists and the Future,” *Science*, vol. 249, Sept. 28, 1990, pp. 1485-1486. Of course, some of these Ph.D.s will neither pursue an academic career nor compete for National Institutes of Health funds. The situation is less predictable than the author’s extrapolation suggests.
Box 7-C—Point of View of a “Small” Scientist

The following are verbatim excerpts from a recent “Point of View” column titled: “We Need To Give a Chance to Small, Unfashionable Science,” published in The Chronicle of Higher Education.

While literally millions of dollars are being spent on massive, equipment-rich projects, other ‘small’ sciences are in real danger of drowning for lack of funds. . . . Although I’ve received 22 grants from the National Science Foundation and a host of private foundations during the last 15 years, grant money is now much harder to get. Support for anthropology has gone from modest to minuscule.

‘There’s no real problem, I used to think while responding sympathetically to my peers’ groans over another rejected grant. ‘Good science will always get funded.’ I learned this magic formula from my mentors while I was in graduate school and thought that if I repeated it often enough and believed it devoutly enough, I would be protected from disaster. But plenty of good science is not receiving support these days. . . .

‘The long-term trends are grim. In the last 10 years, the number of grant applications submitted annually to the National Science Foundation’s anthropology program has risen, as have the indirect costs of research. But the total budget for the program has remained approximately constant in real dollars. Consequently, the percentage of applications receiving support has dropped. For example, 32 per cent of the applications submitted for archaeology research in 1980 were approved, compared with only 23 per cent in fiscal 1990. What’s more, the average dollar amount of the grants has dwindled during a period when virtually all the costs of actually conducting research have risen. John Yellen, director of the foundation’s anthropology program, said recently with a sigh: “What seemed a large but reasonable grant for us to fund 10 years ago now looks out of sight” . . .

‘I do not know where the next generation of field researchers will come from, because the odds against starting up a major project are so great now. I do know that without field researchers, anthropology will stagnate into a family feud and eventually will wither from sheer triviality. . . .

‘Some deliciously subtle ways exist for a reviewer to sabotage a grant proposal, thereby blocking or stalling a particular line of research. They range from simply giving a vaguely lukewarm review, to aiming falsely that the applicant has overlooked important work in the field, to planting poisonous questions about methodology that the review panel will then assume have not been addressed in the proposal. The temptation to engage in such unethical behavior is greater if everyone is feeling the pinch. . . . Under these conditions, the review process becomes one of paring down the proposals to a manageable number for ranking, rather than deciding how many are good enough to receive support. . . .

‘The dilemma for program directors is: With too little money to go around, should they spread it around like food supplies in a famine, giving everyone enough for a taste but not enough to maintain health? Or should they support fewer projects more fully, condemning others to oblivion?

‘I would love to see a box printed on federal income tax forms saying, “Check here if you want one dollar of your return to go to support basic science research.” Another solution is to guard against spending all of our money for megabucks projects with catchy titles that appeal to legislators. Small, unfashionable science, as well as big, sexy science, is important. Sometimes great ideas and staggering discoveries come from the little guys with funny ideas, pottering away in the corner by themselves. We need to give them a chance. . . .”


As seen in the preceding chapter, most universities cannot afford to defray faculty research costs for very long, and the cost of supporting students has in part been transferred to the research budget. The

win such grants are less likely to earn tenure than their colleagues who have found such support.’

In many fields, young Ph.D. students and older ones as well are living out this scenario (see box 7-C).


48Research assistantships experienced the greatest increase as the support mechanism for science and engineering students from 1980 to 1988. See National Science Board, op. cit., footnote 4, figure 2-11, p. 58.
combined costs of set-up and operation alone (which for the typical chemistry or biomedical laboratory is on the order of $200,000 to $400,000)\textsuperscript{40} have ballooned. The priority of this academic, individual investigator-based research model has become increasingly difficult for some institutions, fields, departments, and faculty mentors to maintain.

The Federal research system is presently trying to cope with growing demand for research monies, as measured by proposals submitted to the research agencies.\textsuperscript{50} A potential shift of members of the research work force out of universities and into another sector, or into academic work that is not research-centered, can be recognized as normal labor market adjustment. Such movement would testify to the versatility and adaptability of Ph.D. researchers and to the Nation’s ability to utilize their talents.\textsuperscript{51}

Computer science is just such a case example. About 800 new Ph.D.s in this field are granted annually in North America, double that of a decade ago. The demand for new faculty has slowed, new departments are not being created, and existing departments are not expanding. Industrial and government computer research leaders asked:

whether the current situation warranted concern i.e., is there a Ph.D. surplus, or are the supply and demand levels reasonably in balance). Reports of graduating Ph.D.s not finding the kind of academic positions they desired . . . [lead to] the suggestion that the expectations of these graduates need to be adjusted. Not every bright, new Ph.D. will find an academic position in a top-tier research university. Postdoctoral positions in computer science are becoming more common, and, . . . graduates will need to look toward second-tier research universities as well as four-year colleges in order to fulfill their career objectives.\textsuperscript{52}

There is doubtless a role for universities to play in the diversification of research careers of recent Ph.D.s.\textsuperscript{53} New Ph.D.s find it difficult to entertain alternative opportunities if they have no experience with them. Thus, programs that offer a summer in a corporate laboratory or part of an academic year at a liberal arts college can help advanced graduate students visualize working in settings other than the university. Arrangements that link a historically Black college or university or liberal arts college to a research university or national laboratory stretch the resources and experience of both participating institutions.\textsuperscript{54}

If the career prospects that new Ph.D.s confront are so different from what they were taught to expect and value, there can be a crisis of confidence. As one university administrator states:

We are giving out mixed signals. Universities are competing intensely with one another to hire the best young Ph.D.s. On the other hand, the positions (at least in many fields of science) available to the average but quite capable Ph.D. are not very attractive. Moreover, many very good students are turned off when they see what the young faculty are up against.\textsuperscript{55}


\textsuperscript{51}For a discussion see National Research Council, Office of Scientific and Engineering Personnel, Fostering Flexibility in the Engineering Work Force (Washington DC: National Academy Press, 1990). Among the National Research Council conclusions are: a) that the production of adaptable engineers is impeded not by the engineering curriculum, but how that curriculum is delivered; and b) that continuing education could enhance adaptability in the engineering work force.


\textsuperscript{54}To date, such arrangements have been most common in undergraduate engineering. One coalition, spearheaded by a 5-year, $15 million National Science Foundation grant, will establish a communications network for information dissemination, faculty exchange, workshops, and outreach to elementary, secondary, and community college students. The participating universities are City College of New York, Howard, Maryland, Massachusetts Institute of Technology, Morgan State, Pennsylvania State, and Washington. See “NSF Announces Multi-Million Dollar Grant to Form Engineering Education Coalitions,” NSF News, Oct. 9, 1990. Also see Oak Ridge Associated Universities, 1990 Annual Report (Oak Ridge, TN: 1990). Oak Ridge Associated Universities is a Department of Energy laboratory and a consortium of 59 colleges and universities engaged in research and educational programs in the areas of energy, health, and the environment.

\textsuperscript{55}Neal Lane, “Educational Challenges and Opportunities,” Vetter and Babco, op. cit., footnote 49, p. 94.
Universities are caught between the desire to train the next generation and the harsh reality that their research apprentices may face a different form of competition for resources (for a controversial example, see box 7-D).

New Models

The National Science Foundation recently announced that the 20 research universities that receive the most NSF support “... will work together to improve science and mathematics education in schools and to increase the number of women and minority students and faculty members in science and engineering.” Actions include changing tenure policies to reflect the extra family responsibilities often carried out by women and encouraging faculty to work with schoolchildren and teachers.

Other models of education could be encouraged that feature a greater sharing of resources (e.g., equipment and space) and people (e.g., doctoral students, nonfaculty researchers, and technicians). Models that stress research in units other than academic departments, research in nonacademic sectors, and nonresearch roles in academia could be entertained. These models are already being applied in the centers programs sponsored by NSF. Centers, which support individual researchers (as faculty and mentors) as well, may represent a new way of doing business for NSF and the companies that participate in them.

In the 1980s, centers at NSF became the focus of political dispute. At issue was the appropriateness of promoting such a mode of research organization in view of the basic research and science education missions of NSF. For NSF, however, the centers complete “... a balanced portfolio of individual investigator grants, facilities, and center activities.” Engineering Research Centers (ERCs) were intended to foster university-industry collaborations. As a 1988 General Accounting Office study found, participating companies “... expect to benefit over time through better personnel recruiting ... [even though] it is too early to determine the program’s impact on engineering education.”

56See “NSF until it's Plan for Women, Minorities,” The Chronicle of Higher Education, vol. 37, No. 1, Sept. 5, 1990, p. A2. Incorporating incentives for affirmative action into programs that allocate research dollars underscores the importance of human resources as a criterion for Federal research funding. It remains to be seen whether universities respond—whether or without prodding by the National Science Foundation.

57In 1990, the National Science Foundation (NSF) supported 19 Engineering Research Centers and 11 Science and Technology Research Centers (STCs) at $48 million and $27 million, respectively. Thus, together they account for less than 10 percent of NSF’s budget, while providing a long-term funding base (5 to 11 years) for interdisciplinary and high-risk projects oriented toward the applied development, and commercial-use end of the research continuum. See Joseph Palca and Elliot Marshall, “Bloch Leaves NSF in Mainstream,” Science, vol. 249, Aug. 24, 1990, p. 850. In the block-grant multi-investigator approach embodied by STCs, “NSF has rolled the dice on an experiment in science, and it will take some time to know whether it has come up with a winner.” See Joseph Palca, “NSF Centers Rise Above the Storm,” Science, vol. 251, Jan. 4, 1991, pp. 19-22, quote from p. 22. Also see Jeffrey Mervis, “NSF Cuts Back on Faltering Science, Technology Centers,” The Scientist, vol. 5, No. 3, Feb. 4, 1991, pp. 14, 24.


60The General Accounting Office adds that “… although cross-disciplinary and joint research are the goals of the ERC program, industry participants believe that the quality and type of research are more important reasons for sponsoring ERCs.” See U.S. General Accounting Office, Engineering Research Centers: NSF Program Management and Industry Sponsorship, GAO/RCED-88-177 (Washington DC: August 1988), pp. 2-3.
Box 7-D—The Priority of Research Training

In November 1990, the Institute of Medicine (IOM) published a report on priorities in health sciences:

The charge to the committee was to analyze the funding sources for research projects, training, facilities, and equipment by Federal and nonfederal sources. The committee was asked as well to develop a coordinated set of funding policies to restore balance among these components of the research enterprise in order to ensure optimal use of research dollars. . . . The goal of the study was to ensure that, at any given level of support, allocation policies would enable the scientific community to utilize available resources in the most efficient manner so as to create an optimal research environment and achieve society’s goals for research into human disease.¹

First, by adopting “imbalance” as a premise and then by concluding that if the National Institutes of Health budget were not to grow over inflation in the coming decade (one of four funding scenarios considered by the IOM committee), expenditures for research training and facilities should take priority. The report ranked the biomedical research community. Leading the dissent was the Federation of American Societies for Experimental Biology (FASEB), which objects to any diversion of funds at the expense of individual investigators.

FASEB rejected the premise of the IOM report that in an era of tight budgets, biomedical funds should be balanced. FASEB claimed there is no imbalance, arguing that increased funds for training and construction will jeopardize “. . . productivity in the foreseeable future.” FASEB president Thomas Edgington, an immunology professor at the Research Institute of Scripps Clinic, California, feared that implementation of the IOM recommendations would “. . . diminish advances of value to the public.” He continued: “We advocate . . . a total increase of support of the enterprise as a whole.” So while committee chairman Bloom insisted: “We’re eating our seed corn,” Edgington concluded: “Training has not decreased.” Chemist Ronald Breslow, a member of the IOM committee, added another point on the training issue:

supporting training through research grants ties training too much to the success of the research advisor. Giving money to the student rather than the sponsor changes their relationship. Trainees can then work on their own projects rather than being a sort of employee. It’s more encouraging to the student to be told “You are a winner” rather than ‘Just go beg for support.’

This public dispute highlights several points. First, it attests to the depth of anxiety that grips investigators in search of stable, multiyear research finding. Second, by entertaining a ‘no real growth’ funding scenario, the IOM report puts into black-and-white what few investigators want to contemplate, i.e., tight funding could get tighter. Third, by favoring an increase of research training funds under the worst-case scenario, the committee removed research funds as the first priority. Indeed, “The committee believes that this growth in the training budget will not enlarge the research project grant applicant pool; rather, the net effect of this gradual reallocation will be to replace the increasing number of scientists expected to retire later this decade.”

This IOM report should be applauded for attempting to make forecasts and preparing for its consequences by systematically considering priorities among resources. However, the conclusion to increase training funds is problematic. At present the system is producing an abundance of new Ph.D.s in biomedical fields. Enhancing this production while holding the line on the research grants that must support them is rightly open to question. Nevertheless, policy makers will welcome the IOM report for its look at a hard, complex problem and its statement of its priorities.


⁵Edgington also assailed the makeup of the IOM committee, saying that it was composed mostly of research administrators and had few working scientists.
### Table 7-1—issues in Team Research Performed in Different Organizational Contexts

<table>
<thead>
<tr>
<th>Key issues</th>
<th>Small, university based (organized research unit)</th>
<th>Large, university based</th>
<th>Small, industry-based</th>
<th>Large, industry based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of disciplines involved</td>
<td>small</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate to large</td>
</tr>
<tr>
<td>Typical research</td>
<td>Pure</td>
<td>Pure-applied</td>
<td>Applied-pure</td>
<td>Applied and pure-applied</td>
</tr>
<tr>
<td>Funding</td>
<td>Short term and uncertain</td>
<td>Relatively certain</td>
<td>By contract and short term</td>
<td>Relatively certain</td>
</tr>
<tr>
<td>Source of research problems to be solved</td>
<td>Found by team (largely)</td>
<td>Found by team</td>
<td>Given by environment</td>
<td>Found by team and given by environment</td>
</tr>
<tr>
<td>Structure of organization</td>
<td>flat</td>
<td>Hierarchical (selective decentralization)</td>
<td>Flat</td>
<td>Hierarchical (selective decentralization)</td>
</tr>
<tr>
<td>Leader's involvement</td>
<td>Part time</td>
<td>Full time</td>
<td>Part time</td>
<td>Full time</td>
</tr>
<tr>
<td>Member's career prospects</td>
<td>Uncertain</td>
<td>Relatively certain/predictable</td>
<td>Uncertain</td>
<td>Relatively certain/predictable</td>
</tr>
<tr>
<td>Key leadership roles</td>
<td>Outside liaison</td>
<td>Outside liaison and coordination</td>
<td>Outside liaison and resource acquisition</td>
<td>Motivation and management of different teams</td>
</tr>
<tr>
<td>Communication problems</td>
<td>Few potentially</td>
<td>Internal and external</td>
<td>External</td>
<td>Internal</td>
</tr>
<tr>
<td>Access to scientific and Good technical resources</td>
<td>Good</td>
<td>Not SO good</td>
<td>Good if affordable</td>
<td></td>
</tr>
</tbody>
</table>


Research in general is becoming increasingly interdisciplinary, i.e., it requires the meshing of different specializations to advance a research area. Academic departments house specialists by discipline whose research will be performed in units—centers, institutes, programs—that cut across the traditional departmental organization on campus. Such organized research units (ORUs) have a history on U.S. university campuses, but not as a dominant structure. Klein writes:

In the 1960s Federal legislation gave birth to several kinds of ORUs, including NASA space centers, water resource centers, and later, regional education laboratories. A number of ORUs are de facto independent of the university that gave birth to them, and Caltech’s Jet Propulsion Laboratory is even larger than its “nominal parent,” Caltech.

Team research, whether interdisciplinary or not, takes place in many organizational contexts, subject to various influences (for a summary, see table 7-1). While the disciplinary department still prevails, a wide range of organizational models are now employed by universities to manage and conduct research. The autonomy, formality, and permanence of these production units depend on adapting the demands of outside patronage to local custom and need, including the support and on-the-job research training of graduate students.

---


62 D.I. Phillips and B.P.S. Shen (eds.), *Research in the Age of the Steady-State University* (Boulder, CO: Westview Press, 1982). Three models of organized research units (which are common in industry and the Federal laboratories) have taken root on campus-agricultural experiment stations, water resources research centers, and engineering research centers. See Robert S. Friedman and Renee C. Friedman, “Science American Style: Three Cases in Academy,” *Policy Studies Journal*, vol. 17, No. 1, fall 1988, pp. 43-61. Several other models could be mentioned; e.g., the Joint Center for Laboratory Astrophysics at the University of Colorado, the Center for Astrophysics (the Smithsonian Astrophysical Observatory-Harvard Astronomy Department Partnership), and the Materials Research Laboratories (supported by the National Science Foundation).


Box 7-E—Flexibility at the Beckman Institute

The Beckman Institute for Advanced Science and Technology is located on the University of Illinois Urbana-Champaign campus and was built with a 1985 donation of $40 million from Arnold and Mabel Beckman. In the words of its director, Theodore L. Brown, the mission of the institute is . . . to advance the life and behavioral sciences, physical sciences, and engineering through promotion of multidisciplinary and interdisciplinary research of the highest quality, "in particular". . . . to transcend the limitations of departmental structure."Over 700 faculty, postdoctoral associates, graduate students, and others work full- or part-time at the institute.

The institute divides its research programs into nine multidisciplinary groups. For example, one group includes faculty in neuronal pattern analysis, cognitive neuroscience, perception, biomechanics, and molecular biology. It addresses a range of problems from the molecular level to cognitive science. Perhaps most well known of the nine groups is the National Center for Supercomputing Analysis, which performs research in the diverse use and analysis of supercomputer-generated models.

To maintain flexibility in its research missions and yet provide some measure of security for the faculty, the Beckman Institute has taken advantage of its position outside of the university departments and developed a "rolling appointment" system:

- Roughly 35 faculty call the Beckman Institute their full-time research home, although each retains a departmental affiliation. Faculty have 5-year appointments, which are extended every year, as long as their research is productive for the institute. If the appointment is not extended, then the faculty member has 5 years in which to move back to his or her department.
- Another 90 to 100 faculty members are part time at the institute, and are based primarily in their departmental homes. Each has a 3-year appointment, which is renewed like appointments of full-time faculty.
- Space is allocated in the institute only for those who use it, and is taken away if insufficiently occupied.

So far the system has worked well for the faculty at the institute; it represents a novel attempt to maintain flexibility in the university environment. In the future, other institutes and centers may view the Beckman Institute as a model.

With the ascendance of what OTA called in the last chapter the "industrial model" of research, changes in the units producing knowledge have become apparent.

One could predict that university investigators will gravitate to those units that bring together the needed personnel and instrumentation, and ease the research process, especially if Federal and other sources of support favor centers as efficient sites of research performance (see box 7-E). Does it matter that research laboratories in an academic department come to resemble an ORU—be it an ERC, a supercomputer center, or another campus-wide institute that is largely federally funded? One physicist writes:

Goal-oriented research and a traditional belief in team methods favor large, centralized approaches in many industrial and Federal laboratories. (Small groups can also flourish in these environments-the two discoverers of high-temperature superconductivity are industrial scientists.) For the same reasons that artists use different environments or new media to stimulate creativity, scientists need different ways to do science. This will help ensure


Ibid., p. 23.

Ibid., p. 24.

Science policy statesman John Ziman claims that science is "being 'collectivized' in two different senses of the word. On the one hand, almost all research nowadays is being carried out within the framework of quite large organizations . . . . In many cases, research projects are undertaken by groups or teams of researchers who have limited control over the resources they use, and cannot claim personal responsibility for what is attempted or what is achieved. In other words, the extreme individualism embodied in the academic ethos . . . is no longer consistent with the realities of scientific life, where collective action is now the rule. . . . On the other hand, the incorporation of academic science into an expanding 'R&D' system, drawing funds from the central government and private industry . . . [means] academic science is losing its place as an autonomous social segment with its own standards and goals, and is being brought under 'collective' control. Instead of being treated as an independent source of unpredictable social influences, it has come to be regarded as an instrument of deliberate societal action." See John Ziman, "Collectivized Science," An Introduction to Science Studies (Cambridge, England: Cambridge University Press, 1984), pp. 132-139. Quote from pp. 138-139.

that research careers attract good minds of every sort—those that flourish in isolation, and those that thrive on interaction.\textsuperscript{67}

The trend toward larger research teams, more cooperation among individuals and groups, and more multi-authored papers is unmistakable.\textsuperscript{68} The question is whether large research groups will effectively duplicate or augment the mentorship function. Whatever the campus research setting, it must be valuable for the socialization of new Ph.D.s. The process of scientific research is learned in university settings, but sometimes the skills associated with the process (e.g., data handling and communication practices) do not transfer well to nonacademic settings.\textsuperscript{69}

**Other Considerations**

Federal research funding serves various goals, none more important than the strengthening of education and human resources. The Federal Government has a special role both as a primary catalyst of the future supply of Ph.D.s and as one employer of the existing Ph.D. work force.\textsuperscript{70}

In addition to the issues outlined above, the Federal Government must also consider several questions. First, given the tendency of Federal funding to concentrate in a small set of universities, what efforts should be made to support other institutions? (Or is there an optimal mix?) Twenty percent of all authors of scientific papers produce 80 percent of the scientific literature.\textsuperscript{71} Furthermore, basic researchers are concentrated in a relatively small subset of all academic institutions, and conventional wisdom says that scientific productivity depends on the extraordinary achievements of relatively few researchers, laboratories, and universities.\textsuperscript{72} Writing in 1968 as a physicist and academic dean, as well as a policy advisor, Harvey Brooks put it this way:

The vigor of a scientific field seems to depend on a continuing injection of new investigators with fresh ideas and on sufficient funds to exploit new ideas. . . . To spread the same funds more and more thinly over a growing number of investigators, institutions, and students would be a prescription for the slow strangulation of science in the United States.\textsuperscript{73}

To avert the “slow strangulation of science,” a concentration of funding in select research institutions and research groups (which is what the Federal Government currently practices) would seem wise. However, at what point does concentration begin to disrupt the interdependence among researchers? Not funding a wide array of researchers risks curbing more than the flow of resources; it can interrupt the flow of communications and begin to deter cooperation between specialists. Such cooperation, which contributes to the accumulation of research findings, is especially intense at universities.\textsuperscript{74} Sustaining productive researchers (and the students who will eventually join the top ranks of scientists and engineers) fuses Federal research funding policy

---


\textsuperscript{68}National Science Board, op. cit., footnote 4, p. 120.


\textsuperscript{70}The Federal Government employs 200,000 scientists and engineers, about 11 percent of the Federal work force. Although many of these people neither have a Ph.D. nor do bench research, they are facilitators of research performance (as agency program managers). Micromanagement of the Federal laboratories, personnel ceilings, non-competitive salary, inadequate fringe benefits, ethics laws, and the public image of Federal service are reported to contribute potentially to a Federal “brain drain.” Yet only 5 percent leave Federal employment annually. See Nancy Long, “Agencies Compete Well in Science Job Market,” *Chemical & Engineering News*, vol. 68, No. 39, Sept. 24, 1990, p. 23. For further discussion, see Alan K. Campbell and Linda S. Dix (eds.), *National Research Council, Recruitment, Retention, and Utilization of Federal Scientists and Engineers* (Washington, DC: National Academy Press, 1990).


\textsuperscript{74}Researchers form informal networks according to their specialization in addition to the formal organizations in which they work. It is not known how changes in funding patterns affect informal as opposed to formal communication. See Leah Lievrouw, “Four Research Programs in Scientific Communication” *Knowledge in Society*, vol. 1, summer 1988, pp. 6-22.
with training, employment, and productivity concerns.

A further aspect of concentration of funding, and one of mounting concern to universities and agencies alike, is the degree to which the Federal Government could promote participation in science by disadvantaged groups and by regions of the Nation that have not traditionally received large amounts of Federal research funds. Disadvantaged groups and potential scientists and engineers who are geographically dispersed in research are considered by many to be untapped resources that could enhance U.S. research capacity. At present, set-aside programs help to accomplish these goals (see box 7-F). A more concerted and sustained effort by the Federal Government to increase participation is warranted in the coming decade.

A final question is this: should the Federal Government focus its educational support on graduate fellowships, traineeships, and research assistantships (regardless of the combination), or spend a larger proportion of funds on undergraduate education and earlier segments of the pipeline? If one believes the projections of future shortages in Ph.D.s for the 1990s, then the Federal Government could produce many more Ph.D.s for the short term to meet the need, and then reconsider the question. If there are concerns about these projections (as OTA has ascertained), then the Federal Government could take a long-term view and work to enhance the supply throughout the pipeline. This would particularly argue for a greater investment in undergraduate science and K-12 education. As labor economist Alan Fechter writes:

> The relevant policy issue should be whether the expected equilibration mechanisms triggered to correct . . . imbalances will be consistent with national needs and more global social objectives. . . . If not, then policymakers will need to consider other mechanisms that will equilibrate supply and demand with minimal unwanted side effects.

A key concern for the future of the research work force is not only the size of the pipeline, but the composition of the students in it. What is the relative proportion, especially at the doctoral level, of U.S. citizens and foreign nationals? The evidence presented in this chapter on the chronic underrepresentation of women, minorities, and the disabled among science and engineering Ph.D.s suggests that financial support mechanisms have discouraged certain segments of the talent pool from pursuing graduate study. How can the Federal Government, through direct financial incentives and institutional programs that can modify student aspirations, reverse this trend? The answers have implications not only for the size of the work force, but also for the character of the scientific work that new participation automatically brings to the Nation’s research enterprise.

Conclusions

The U.S. system of doctoral production has consistently displayed its excellence over the past 40 years. The number of doctoral scientists and engineers employed in the United States has grown by almost 50 percent since 1977. Nevertheless, several trends in the production of new Ph.D.s are of concern. Many also question whether shortages in the future U.S. scientific and engineering work force, and particularly its research component, are inevitable.

---


Box 7-F—Minority Biomedical Research Support Program

As part of the National Institutes of Health’s (NIH) effort to promote involvement of minority scientists in ongoing research, the Minority Biomedical Research Support (MBRS) Program awards grants to institutions with substantial minority enrollments. The purpose of the program is to support research by American Indian, Black, Hispanic, Native Alaskan, Asian, and Native Pacific Islander faculty and students in the biomedical sciences, and to strengthen the grantee institutions’ biomedical research capabilities.

 Initiated in 1972, the MBRS Program was originally administered through the NIH Division of Research Resources, but in 1989 was moved to the National Institute of General Medical Sciences (NIGMS). Two- and four-year colleges, universities, and health professional schools with either 50 percent or more minority student enrollment or those with a demonstrated commitment to the assistance of minority students and faculty are eligible to apply for a project grant. The average annual grant is $350,000, the highest $1.5 million. MBRS program grants may be used to support time for faculty members to engage in research; exploratory research and full-scale research activities through the purchase of equipment, supplies, and technical assistance; and undergraduate and graduate students working “hands on” in a faculty member’s research. Figure 7F-1 shows the size and number of MBRS awards for the past 15 years.

Figure 7F-1—MBRS Awards and Funding: Fiscal Years 1975-90 (In millions of 1982 dollars)

![Figure 7F-1](chart)

<table>
<thead>
<tr>
<th>Year</th>
<th>Total award amount</th>
<th>Number of awards</th>
</tr>
</thead>
<tbody>
<tr>
<td>75 (72)</td>
<td>12.8</td>
<td>12</td>
</tr>
<tr>
<td>76 (73)</td>
<td>14.6</td>
<td>14</td>
</tr>
<tr>
<td>77 (74)</td>
<td>19.7</td>
<td>19</td>
</tr>
<tr>
<td>78 (75)</td>
<td>24.4</td>
<td>24</td>
</tr>
<tr>
<td>79 (76)</td>
<td>28.2</td>
<td>28</td>
</tr>
<tr>
<td>80 (77)</td>
<td>27.6</td>
<td>27</td>
</tr>
<tr>
<td>81 (78)</td>
<td>24.7</td>
<td>24</td>
</tr>
<tr>
<td>82 (79)</td>
<td>26.4</td>
<td>26</td>
</tr>
<tr>
<td>83 (80)</td>
<td>29.6</td>
<td>29</td>
</tr>
<tr>
<td>84 (81)</td>
<td>32.3</td>
<td>32</td>
</tr>
<tr>
<td>85 (82)</td>
<td>30.5</td>
<td>30</td>
</tr>
<tr>
<td>86 (83)</td>
<td>33.1</td>
<td>33</td>
</tr>
<tr>
<td>87 (84)</td>
<td>31.3</td>
<td>31</td>
</tr>
<tr>
<td>88 (85)</td>
<td>29.9</td>
<td>29</td>
</tr>
<tr>
<td>89 (86)</td>
<td>30.2</td>
<td>30</td>
</tr>
<tr>
<td>90 (87)</td>
<td>30.0</td>
<td>30</td>
</tr>
</tbody>
</table>

NOTE: MBRS—Minority Biomedical Research Support.

Project review and management, including monitoring progress and negotiating budgets, are assumed by NIGMS. As a line item in the appropriation for NIGMS, the MBRS Program received over $28 million in fiscal year 1989. The program received an additional $11 million from other NIH components (which have contributed administrative documents, April 1990).

There are pitfalls in many of the methodologies employed in Ph.D. projections: their track record is troublesome. Most notably, OTA questions the ability of statistical analyses to predict future demand for Ph.D.s, especially when coupled with uncertainty about levels of Federal and industrial support for s/e research in the 1990s. Nevertheless, these trends should be monitored, and investments in the educational pipeline continued to ensure a robust supply of students. This is in the national interest, not just essential for science, engineering, and the research enterprise. For this reason alone, increasing the attention to teaching in research centers is warranted.
for the past 13 years) to help support MBRS research projects of direct relevance to their own missions. Presently, 11 other NIH components and the Alcohol, Drug Abuse, and Mental Health Administration co-fund MBRS projects.

The MBRS Program has two funding mechanisms. The first, the traditional MBRS Program, provides support of up to $1.5 million per year for faculty members to carry out research projects. To be eligible, an institution must undertake at least 2 and no more than 25 research projects and must involve at least 2 faculty members having different research interests. A heavy emphasis is placed on involvement of undergraduate and graduate students in faculty research projects. The hope is that from this interactive relationship, a commitment to science will develop, and biomedical research will become an attractive career option for those students. While faculty members are expected to submit their work for publication in peer-reviewed scientific journals, the program also expects students to participate actively in the research, coauthor publications, attend scientific meetings, and give presentations.

The second component of the MBRS Program, the Program for Undergraduate Colleges and Two-Year Colleges, began in 1985 and supports enrichment activities, pilot research projects, and regular research projects. The maximum award under this program is $450,000 in direct costs over 3 years, plus indirect costs. A portion of these award monies must be applied toward “enrichment activities,” such as workshops, attendance at scientific meetings, and summer research experiences in off-campus laboratories. In addition to the two primary award programs, the MBRS Program started supplemental funding for both instrumentation and animal resource improvement in 1983 and 1987, respectively.

Currently, institutions in 31 States are supported by the MBRS Program, with California and Puerto Rico having the most institutions participating in the program (nine and eight, respectively). Like many programs targeted to groups underparticipating in science, the MBRS Program represents a well-institutionalized model that could be generalized if funding permitted. As a recruitment and retention device, the program couples students to role models, previews science as a career, and builds institutional capability to compete for Federal funds and conduct collaborative, cutting-edge research. A significant number of awards are concentrated in southern States with large minority populations, such as Alabama, Georgia, and Tennessee. Thus, the MBRS Program, in conjunction with the other NIH efforts, is intended to produce a larger minority presence in the research work force.

While OTA has presented data on human resources in research, more detailed data could be collected. For instance, it is at best possible only to estimate, with presently available data, the size of the research work force. Based on the NSF estimates cited above, the U.S. s/e work force of academic Ph.D.s totals 340,000; those reporting research as a primary or secondary work activity total 155,000. So less than one-half (about 45 percent) of those in the academic sector are engaged at all in research, but this represents an unknown fraction of the total research work force. The proportions federally funded and the number of scientists and engineers leaving research careers are also unknown. Even less information exists on the evolution of research groups (and its effect on graduate training). Much anecdotal evidence and some personnel expenditure data from NIH and NSF indicate that research groups are becoming larger on average, yet the size of the distribution and its rate of growth are unknown. (The next chapter reviews the state of data on the research system, and presents suggestions for enhanced data collection in the Federal agencies and elsewhere.)

Based on the trends reviewed here, OTA finds that there is no current crisis in the Nation’s ability to do scientific research. The Federal Government may wish to do nothing now to intervene in the Ph.D. production system and let market forces operate unencumbered. Federal funding will continue to serve the goal of excellence in research. If funding growth slows, however, the related goals of education and human resources risk becoming second-order priorities. All markets would be fortified by enhancing the education pipeline, especially at the undergraduate level, to ensure that future shortages can be met.

However, the composition of students in the pipeline—by gender, race/ethnicity, and nationality—is of greater concern. The scientific community could benefit from the diversity of research interests and approaches that new entrants bring, especially those from groups who have historically not participated fully in it. The Federal Government may also wish to consider, through new legislation, more extensive and long-term support for the recruitment of potential scientists and engineers from groups disadvantaged within s/e, as noted above. A diver-
sity of personnel and career paths will distinguish the research work force of the 1990s.

Policies could be devised that target incentives for s/e labor markets disaggregated by field and sector. Research in many fields is moving toward a more “industrial” model, with larger teams, specialized responsibilities, and the sharing of infrastructure. In response, the Federal Government has acknowledged changes in the (sometimes interdisciplinary) composition and more complex structure of research groups through centers and block-grant funding. Perhaps it should now provide the impetus for universities to examine and experiment with their policies concerning the opportunities and rewards for nonprincipal investigators, e.g., postdoctorates and nontenure track researchers.

All policy initiatives will need to consider impacts on undergraduate and graduate teaching, the stress on the current academic model of research and education, and new models that might lessen institutional strain. Reauthorization of the Higher Education Act of 1965 by the 102d Congress will provide an opportunity to encourage universities to increase the rewards for undergraduate teaching and enhance undergraduate and graduate experience in diverse career paths. If this chapter has demonstrated anything, it is that human resources are a main business of the Federal Government, and not a marginal concern in strengthening the Nation’s scientific research capability.
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CHAPTER 8
Data on the Federal Research System

The measurement process is also inherently limited by the inevitable human selection of both the phenomena to be measured and the type of data considered relevant to the purpose of the measurement effort. . . . For measuring an area as little understood as the science and technology enterprise, multiple models are needed to insure that as wide a spectrum of phenomena as possible is included.

U.S. General Accounting Office

Introduction

While this report has characterized the Federal research system as it enters the 1990s, its mandate was broader. OTA was asked what data and analytical tools would be useful in describing the research system. Preceding chapters have drawn on much data. However, there are many areas in which additional information would be welcome. Data, in short, are an issue in Federal research policy, especially their form, gaps, and uncertainties. For example, OTA has discussed:

- variable definitions of ‘scientists’ and ‘engineers’ that can result in radically different estimates of their numbers (chapter 1);
- problems with using different deflators to calculate constant dollar trends in research funding (chapter 2);
- potential comparisons between congressionally earmarked and peer-reviewed projects (chapter 3);
- lack of information on how agencies process research proposals prior to awards (chapter 4);
- problematic estimates of research expenditures in megaprojects (chapter 5);
- need for comparative cost-accountability data, by institution and source, on research expenditures (chapter 6); and
- lack of baseline information on the Nation’s research work force, as opposed to all scientists and engineers (chapter 7).

Data collected on certain aspects of the Federal research system—sources and dollars spent for research, academic degrees awarded, facilities and instruments, and various outcome measures such as publications and citations—are extensive.

In other areas, however, data are scarce, for example, details on the research work force (as opposed to the total science and engineering work force), or what proportion of investigators across fields and agencies—are supported by Federal funds. Also, compared to the National Science Foundation (NSF) and the National Institutes of Health (NIH), the other research agencies devote few resources to internal data collection. Consequently, most analysis and research decisionmaking must draw conclusions from the NSF and NIH data systems. Since these agencies represent only part of the spectrum of research supported by the Federal Government, these analyses may omit key results and trends at other agencies, or skew findings toward biomedicine or academic research.

Furthermore, it is not clear how available agency data are used to inform decisionmaking, as some challenge current policy assumptions and others are reported at inappropriate levels of aggregation. For example, while there is much attention paid to the rising cost of instrumentation and facilities, indirect and personnel costs are rising at faster rates and account for larger shares of Federal expenditures. In this case, the issue is not information, but what can be done with it by decisionmakers.2

In this chapter, OTA first summarizes the data that are currently available. Table 8-1 lists the new data that OTA gathered and examined for this report.

---


2A distinction is made throughout this chapter between “decisionmakers” and “policymakers.” The former comprise a considerably larger population especially within the Federal research agencies; the latter are found at the very top of those agencies, as well as in the Office of Management and Budget, the Office of Science and Technology Policy, and Congress. Data speak to research decisionmakers at all levels, some of whom are not responsible for policies.
Second, OTA suggests additional information that could be collected, concentrating in areas of policy relevance and on data that are amenable to manipulation in the aggregate by Congress and the executive branch (especially the Office of Science and Technology Policy (OSTP) and the Office of Management and Budget (OMB)), and at less aggregated program and project levels within the research agencies. The emphasis is on the analysis and presentation of data for monitoring changes in the Federal research system. Finally, OTA considers the utility of data for decisionmaking, revisiting the problems of evaluating research projects (and updating conclusions of a previous OTA study).

Information is not cost-free. While it can illuminate the operation of the Federal research system, for all participants and at many levels, the purpose is not to generate needless paperwork and impose new
reporting requirements on the agencies. What may be appropriate for decisionmakers, in fact, is less information, not more, along with better measures and methods of applying and coordinating it.

What Data Are Available on the Federal Research System?

Many organizations collect and analyze data on the research system. First and foremost, is NSF, with its numerous surveys, reports, and electronic data systems that are publicly available. Other sources include the other Federal research agencies; the National Research Council (NRC); the Congressional Research Service (CRS); professional societies, especially the American Association for the Advancement of Science (AAAS); and other public and special interest groups.1

Together these databases and analyses provide a wealth of information: time series on the funding of research and development (R&D); expenditures by R&D performer (e.g., universities and colleges, industry, Federal laboratories), by source of funds, and by type (basic, applied, development); numbers of students who enroll in and graduate with degrees in science and engineering (s/e); characteristics of precollege science and mathematics programs and students in the education pipeline; and size, sectors of employment, and activities of the s/e workforce (especially Ph.D.s in academia). Detailed analyses of the Federal budget by research agency are available each year, and impacts on specific disciplines and industries can often be found.

NSF publishes many annual or biennial reports. These reports summarize budget data from the Federal agencies, academic R&D (which is covered extensively, as academia is NSF’s primary client), research at the Federal laboratories, funding and performance of research by industry, academic equipment and instrumentation expenditures, international comparisons, geographic distributions of R&D funds, and other topics. NSF also publishes detailed information on students, degrees awarded, employment by sector, and the people who perform research. Finally, NSF issues many individual reports on specific topics either requested by Congress or of particular interest to the scientific community.

Certainly the most visible compendium of data on the research system is the biennial report, Science & Engineering Indicators (SEI), issued since 1973 by the National Science Board (NSB), the governing

---

body of NSF. At 1976 hearings, NSB chairman Norman Hackerman traced the origins of SEI to a congressional mandate to NSB for its annual report, which was to focus on "... the status and health of science and its various disciplines (including) an assessment of such matters as national scientific resources, ... progress in selected areas of basic scientific research, and an indication of those aspects of such progress which might be applied to the needs of American society." From the outset, then, the SEI project aspired to measure and evaluate the results of federally supported R&D.

Table 8-2 lists eight broad categories of data that have appeared in SEI, including impacts and assessments, resources, scientific performance, economic performance, international contacts, cross-sectoral linkages, literacy, educational pipeline, and scientific work force. Table 8-3 shows the distribution of tables among data types in the nine SEI reports. Even this broad-brush picture reveals a highly dynamic volume. Over the years, 79 distinct subcategories of data have appeared, about one-half in the original 1972 volume and about one-half added later. The categories of international and cross-sectoral contact, literacy, and pipeline show steady patterns of expansion in types of data. Resources, impacts and assessments, and scientific performance indicators have been stable, with some new types added. The economic performance indicators show high turnover—many categories added and some dropped. Publication and citation measures are still the main forms of scientific performance data.

SEI stands as the most comprehensive look at the research system that is currently available. Some find fault with the volume, however, because it is based on an input/output model of science (i.e., "people and money enter the system, research comes out"), which is thought to be simplistic, omitting quantitative (and qualitative) measures of the process of research. Others criticize SEI for its concentration on academic or academically based research and lack of emphasis on the research-technology interface.

Each year, CRS and AAAS publish perhaps the most comprehensive and widely read compilations of Federal R&D spending (the former focuses on appropriations, the latter on the proposed "R&D budget"). These documents help to interpret, by placing into an historical frame, the appropriations bills signed into law by the President. Various professional societies, e.g., the American Chemical Society, also compile surveys of R&D spending, salaries, and employment opportunities that are of particular interest to their constituencies. In addition, the American Council on Education, the Council of Graduate Schools, and the Association of American Universities publish annual and occasional reports that characterize trends in research university expenditures, administrator and faculty
Table 8-2—Categories of Data in Science & Engineering Indicators

**International contacts**
Cross-national citations and coauthorships, publishing in foreign journals, participation in international scientific congresses, employment plans of foreign students, U.S. students and academics going abroad.

**Cross-sectoral linkages**
Citations from patents to the scientific literature, cross-sectoral coauthorship, cross-sectoral citation, mobility between sectors, university patenting.

**Economic performance**
Patents, trade and trade balances, productivity measures, global investments, innovation indicators, high-technology business sector, venture capital.

**Impacts and assessments**
Public views on allocation of resources for science, judgments of benefit and harm from science and technology, prestige of scientists, expectations of scientific advances and problems caused by science, differences between the attentive and general public.

**Literacy**
Enrollments in science and mathematics, course content and testing requirements, achievement and test scores, teacher characteristics and activities, public understanding of scientific concepts, public use of technologies, student attitudes toward science and technology.

**Pipeline**
College and graduate school enrollments in science, engineering, and mathematics; degrees; test scores and other quality measures; preferences and plans of high school and college students; sources of student support.

**Resources**
Expenditures and obligations, special research resources, instrumentation and facilities.

**Scientific performance**
Publication and citation counts, Nobel Prizes.

**Work force**
The science and engineering work force: comparative measures, demographic characteristics, career variables, sources of support, technicians, stock and flow analysis.


issues, and Federal support for education and research.  

Recently, the Government-University-Industry Research Roundtable of the National Academy of Sciences, with data compiled by NSF’s Policy Research and Analysis Division, provided much useful analysis on the state of academic R&D and changes since the early 1960s. In addition, NRC periodically publishes reports on sectors of the research system and on the availability of data to characterize the system. These publications provide a basis for understanding the Federal research system. But even with each of these organizations devoting significant resources to the collection of information, better data are needed to guide possible improvements of the system.

What Data Are Needed?

Recognizing that data collection is often very difficult, and certainly time consuming, OTA concentrated on notable gaps in the empirical baseline. One overarching problem is that comparable data

---

10 A *monthly compendium* that announces and annotates new reports containing data and analysis on trends in science and engineering is *Manpower Comments*, published by the Commission on Professionals in Science and Technology, a participating organization of the American Association for the Advancement of Science.


13 These efforts must also be seen in the context of the massive Federal data system. The components most relevant to research are the *data series* compiled and reported by the Census Bureau, the Bureau of Economic Analysis, the Bureau of Labor Statistics, and the National Center for Education Statistics. The point is illustrated by calls for ways to measure how many people who aspire to attend college actually enroll. In the words of one sociologist: “We care to know on a month-to-month basis what the unemployment rate is. I think we ought to care to know on at least a year-to-year basis what the rate of access to higher education is.” Quoted in Thomas J. DeLoughry, “U.S. Asked to Set Student-Aid Goals for Poor and Minority Students,” *The Chronicle of Higher Education*, vol. 37, No. 20, Jan. 30, 1991, p. A20.
Table 8-3-Trends in Distribution of Data Among Categories in Science & Engineering Indicators: 1972-88

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
<td>38</td>
<td>63</td>
<td>57</td>
<td>58</td>
<td>41</td>
<td>52</td>
<td>49</td>
<td>47</td>
<td>60</td>
<td>465</td>
</tr>
<tr>
<td>Work force</td>
<td>18</td>
<td>37</td>
<td>35</td>
<td>35</td>
<td>54</td>
<td>37</td>
<td>29</td>
<td>38</td>
<td>30</td>
<td>313</td>
</tr>
<tr>
<td>Economic performance</td>
<td>9</td>
<td>31</td>
<td>47</td>
<td>22</td>
<td>40</td>
<td>20</td>
<td>37</td>
<td>35</td>
<td>45</td>
<td>286</td>
</tr>
<tr>
<td>Impacts and assessments</td>
<td>21</td>
<td>14</td>
<td>21</td>
<td>0</td>
<td>39</td>
<td>26</td>
<td>14</td>
<td>19</td>
<td>29</td>
<td>216</td>
</tr>
<tr>
<td>Pipeline</td>
<td>23</td>
<td>13</td>
<td>9</td>
<td>3</td>
<td>4</td>
<td>14</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>140</td>
</tr>
<tr>
<td>Literacy</td>
<td>21</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Scientific performance</td>
<td>2</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>77</td>
</tr>
<tr>
<td>International contacts</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>11</td>
<td>11</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>Cross-sectoral contacts</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>12</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Nonindicators</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

Total: 112 173 188 141 207 213 178 249 258 1719

Percent of total

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
<td>34</td>
<td>36</td>
<td>30</td>
<td>41</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>Work force</td>
<td>16</td>
<td>21</td>
<td>19</td>
<td>25</td>
<td>26</td>
<td>17</td>
<td>16</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>Economic performance</td>
<td>8</td>
<td>18</td>
<td>25</td>
<td>16</td>
<td>19</td>
<td>17</td>
<td>11</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>Impacts and assessments</td>
<td>19</td>
<td>8</td>
<td>11</td>
<td>0</td>
<td>19</td>
<td>16</td>
<td>11</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Pipeline</td>
<td>21</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>12</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Literacy</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>Scientific Performance</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>International contacts</td>
<td>O</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Cross-sectoral contacts</td>
<td>O</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Nonindicators</td>
<td>O</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Total: 100 100 100 100 100 100 100 100 100 100

Note: Each table, text, or appendix is counted once.
Source: Susan Cozzens, "Science Indicators: Description or Prescription?" OTA contractor report, July 1990.

Associated with the research operations of all the Federal agencies are lacking. NSF and NIH conscientiously log data on what proportion of proposals submitted to them are awarded funding, the number of researchers they support, expenditures by categories of project budgets (e.g., indirect costs and personnel), and other dimensions related to management of their research programs. However, other agencies collect only R&D budgetary information, primarily in response to OMB requests and NSF surveys of research conduct. Much more data could be collected on research funding and performance in these agencies. In particular, further information could be collected on proposal submissions as well as awards, research expenditures by line items of the budget (requested and expended), and the size and distribution of the research work force that is supported. Comparable data from the agencies are important for decisions that span agencies or broad segments of the scientific community. With the data that are currently available, Congress and other Federal policymakers risk overgeneralizing from what is known about research performance that is supported by NSF or NIH.

Some advocate that NSF should be the sole agency to centralize and standardize the analysis, especially since NSF has the mandate to collect R&D funding data from the other research agencies. However, OTA found that the research agencies are sufficiently diverse in their organization and finding structures to create difficulties for any outside agency to translate data in comparable ways. For example, breakdowns of R&D into basic research, applied research, and development are

---


15 Although problems may exist with definitions, compliance by the reporting organizations with whatever definitions are used is also an issue. The advantage of an interagency mechanism, such as the Office of Science and Technology Policy’s Federal Coordinating Council for Science, Engineering, and Technology (FCCSET) committees, is its place in the Federal hierarchy: the agencies are likely to be responsive to requests for “crosscutting” information where budgets are at stake. The FCCSET Committee on Physical, Mathematical, and Engineering Sciences, for example, currently has a “structure of science” activity that includes the solicitation of data from the research agencies similar to those sought in this OTA study.
very difficult to measure and often judgments are made after-the-fact. NSF fields a survey to all Federal R&D agencies asking for detailed estimates of spending in various categories. Because of problems with applying definitions and with converting agency accounting of research dollars into the separate categories, however, many of the agencies claim that it is impossible to provide accurate answers to the NSF survey.

In 1989, NSF continued its effort to develop a better taxonomy of the research it funds. "Fundamental," "directed," and "development" seemed to be the preferred categories, though some programs found it difficult to translate currently supported projects into these three categories. Unfortunately, any taxonomy would suffer from arbitrary divisions of research topics among categories. Also, "basic" and "applied," or similar definitions, are rarely used by managers to allocate monies; rather these distinctions are most important to the researchers who perform the research, since basic research is synonymous with enhanced investigator discretion over research directions, while applied research is often associated with the attainment of specific objectives. Consequently, basic and applied divisions are less important for decisions that concern specific programmatic goals; however, they are quite important to decisions about the science base supported by the Federal Government.

Enhanced data collection at each agency would help NSF fulfill its data mandate, and advance development of comprehensive research strategies, especially programs that span agencies. Other data that could be very useful fall into four categories: 1) research monies—how they are allocated and spent; 2) personnel-characteristics of the research work force; 3) the research process—how researchers spend their time and their needs (e.g., equipment and communication) for the conduct of research; and 4) outcomes—the results of research.

### Research Monies

While the data collected on research sponsored by the Federal Government are abundant, information on research expenditures is not. In particular, direct and indirect costs in all sectors of the research system supported by the Federal Government could be monitored. NSF and NIH have collected longitudinal data on research expenditures in individual investigator grants, but complementary data are needed on expenditures in Federal and industrial laboratories, research supported by other agencies, and on other types of research groups and cooperative ventures such as centers and university-industry collaborations. These data would help to monitor fluctuations in research expenditures. At present, predictions of future spending merely extrapolate from the gross totals disaggregated by sector, while individual components of the budgets may be increasing or decreasing relative to overall trends. These data would be especially helpful for revising estimates of start-up and operating costs in science megaprojects.

Another measure that would refine the knowledge of research expenditures would be breakdowns by field. (This is available for some academic research disciplines and Federally Funded Research and Development Centers only.) Many claims are made about the cost requirements of specific fields. For instance, research in some physics specialties is inherently more expensive than in others, because of the equipment required by research groups. At

---


18 For e.g., the National Institutes of Health sets aside 1 percent of its research budget for research evaluation and internal analysis of the investigators and programs it supports. The Department of Energy, the National Aeronautics and Space Administration, the Office of Naval Research, and the National Science Foundation have all conducted ad hoc inhouse evaluations of the research they support and the efficiency of the operations needed to select and manage various research portfolios (see below). For an example of agency-based research evaluation data that could be assembled in an ongoing way, see Daryl E. Chubin, "Designing Research Program Evaluations: A Science Studies Approach," Science and Public Policy, vol. 14, No. 2, April 1987, pp. 82-90.

19 This monitoring is not the same as the auditing of cost data, by category of expenditure, as mandated by Office of Management and Budget Circular A-21 and as conducted by the Department of Defense and the Department of Health and Human Services contract audit agencies. That is done for accountability purposes. Congress seeks better information on how investigators and their teams actually spend money in the course of executing federally funded research projects, which requires some de-mystification of university accounting schemes. For examples of studies of data audit methodologies, see the new quarterly journal, Accountability in Research: Policies and Quality Assurance, edited at the University of Maryland School of Medicine.
present, there are no means to evaluate these claims. Yet for decisions that must balance the present and future needs of different sectors of the research system, such cost estimates and the trends associated with them could be very important.

Finally, data on how Federal agencies allocate monies within project budgets could be compiled. Agencies have much experience in negotiating budgets. Data would illuminate how judgments are made about specific categories of expenditure, e.g., in reducing “inflated” budget requests of investigators, imposing an artificial ceiling on equipment purchases, or adjusting allocations through NIH’s practice of “downward negotiation.” Since personnel costs have grown quickly compared with other research expenditures, financial analyses would be greatly enhanced by better personnel data.

**Personnel**

One of the most fundamental pieces of information on the research system is the size of the research workforce, both in absolute numbers and as a fraction of all U.S. employed scientists and engineers. These numbers depend on how “researcher” is defined. While estimates exist of the rise in Ph.D. personnel employed in research universities, very little detailed data exist for industry or other sectors of the research system. Estimates of the positions held by Ph.D. personnel in academia are inadequate. Distinguishing nonfaculty research associates from postdoctoral fellows and full-time equivalent faculty is analytically important—and a nightmare to sort and track over time. Accurate estimates of the changing size of the research workforce and how many are federally funded—and are seeking such support—would aid in measuring current and unfunded academic research capacity. In addition, accurate estimates of the numbers of researchers exiting the system would help to gauge the attractiveness of specific fields, as well as the category “science and engineering” relative to other occupations.

Another trend that has been noted in this report, mostly with anecdotal evidence and inferences from analyses of expenditures, is the increasing size of research groups, both within the university structure and through Federal support of centers. This trend has policy implications for the cost of research, its interdisciplinary capabilities, and the changing demographics of the work force. It also reflects how researchers may spend their time. More data on “production units” in research and their dependence on Federal support relative to other sources would augment enrollment, Ph.D. award, and work activity data. Changes in the structure of production units have also influenced the research process and the volume—and perhaps the character—of outcomes.

**Research Process**

“How research is done” has evolved since the 1960s. In particular, the organization of research groups and the settings in which research is conducted have changed. Data on the conduct of research would aid in understanding the opportunities and stresses on the Federal research system and in planning how the research system can adapt to changing conditions.

For instance, it is often claimed that researchers are spending much more time writing proposals, and that their research suffers as a consequence. No systematic data exist either to support or refute this claim. While it is in the interest of Federal sponsors for their grantees to spend as much time as possible in the conduct of research, investigators report that the increased competition for Federal funds compels

---

20 For a recent effort to look comprehensively at Federal support, by agency and overtime, of one sector of one field, see American Chemical Society, Department of Government Relations and Science Policy, Federal Funding of Academic Chemistry Research, FY 1980-FY 1988 (Washington DC: November 1990).

21 A “researcher” could be defined as anyone publishing a scientific paper (i.e., by authorship), possessing a Ph.D. (i.e., by credential), or working in a particular setting (i.e., by sector). Indeed, the problem of defining who is a “scientist” also applies here. See Derek de Solla Price, Little Science, Big Science (New York, NY: Columbia University Press, 1963). Also see National Research Council, op. cit., footnote 3.


23 The role of laboratory chief or team leader combines entrepreneurial and administrative/supervisory tasks. Both are essential to the funding and longevity of the productive research unit. On the emergence of the entrepreneurial role, see Henry Etzkowitz, “Entrepreneurial Scientists and Entrepreneurial Universities in American Academic Science,” Minerva, vol. 21, summer-autumn 1983, pp. 198-233.

Chapter 8—Data on the Federal Research System

Researcher picks blueberries-95 percent of the varieties of blueberries in production today were developed by Department of Agriculture scientists. Research is performed in many settings.

Proposal writing. However, one might expect that as the size of academic research groups grows, principal investigators will spend more time seeking money to sustain their larger research teams and programs. This phenomenon is similar to strategies in a law or consulting practice, where the addition of less senior associates leverages the effort of the more senior employees to spend more time marketing and winning projects for the firm. In the academic research community, entrepreneurial pursuits are very different from research and teaching, and the additional burden can be a source of stress for senior researchers.

Many also claim that increasing time commitments required by research pursuits hamper the ability of faculty to meet their teaching responsibilities. Data on how faculty apportion their time have been unreliable. Ironically, self-reports in compliance with Federal accountability requirements tend to distort estimates of time spent on various work activities. Since the Federal Government invests in the academic research system to maintain a strong instructional as well as knowledge-producing capability, shifts in the activities of researchers is of central concern.

Data are needed on how apprentice, junior (e.g., postdoctorates), and senior researchers spend their time on research (collecting data and analysis), proposal writing, teaching (classroom and one-on-one), travel, presenting results to scientific colleagues, and other pursuits. Differences between time commitments in Federal, industrial, and academic settings could also be judged.

More generally, data could be collected on changing equipment needs. The average lifetime of a scientific instrument has shrunk during the 1980s from an average of 7 years to less than 5 years. Additional data could address such questions as: how does the reliance on equipment vary across fields? What happens to obsolete equipment? As example, data could illuminate changing patterns of communication among scientific colleagues. With new communications technologies, such as electronic mail systems and computer networks, scientists have the ability to exchange data and ideas much more often. Is science becoming more collaborative (or competitive) due to these innovations? Do most scientists have access to these technologies? Are some at a disadvantage without them?

For example, see Science: The End of the Frontier? a report from Leon M. Lederman, President-Elect to the Board of Directors of the American Association for the Advancement of Science (Washington DC: American Association for the Advancement of Science, January 1991).


For example, data could illuminate changing patterns of communication among scientific colleagues. With new communications technologies, such as electronic mail systems and computer networks, scientists have the ability to exchange data and ideas much more often. Is science becoming more collaborative (or competitive) due to these innovations? Do most scientists have access to these technologies? Are some at a disadvantage without them?


See National Science Foundation, Academic Research Equipment in Select Science/Engineering Fields: 1982-83 to 1985-86, SRS 88-D1 (Washington DC: June 1988). As the National Science Foundation’s Leonard Lederman (personal communication December 1990) points out, there is no information of average “equipment use rate,” or what proportion of available time an instrument is in use.
Outcomes of Research

Because of the fundamental and elusive nature of research, measuring its outcomes—in knowledge and education—is very difficult. The most elusive outcome is cultural enrichment—the discovery and growth of scientific knowledge. As OMB Director Richard Darman has said (speaking of the proposed Moon/Mars mission): “No one can put a price on uplifting the Nation. Research has resulted in many benefits to the Nation and is funded precisely because of those benefits. This kind of benefit is nearly impossible to measure. However, there are some proxies.

When looking at research as a contribution to education, numbers of degrees can be tallied and assertions about skills added to the Nation’s work force can be made. When looking at research as creating new knowledge, one tangible “output” is papers published by scientific investigators to communicate new information to their scientific peers. Communicating the results of scientific research to colleagues through publication in the open literature is considered to be an important, if not essential, feature of good research practice. Perhaps the best approach is to construct workable indicators and include a rigorous treatment of their uncertainties.

Bibliometrics

One tool that has been vigorously developed (especially in western Europe during the 1980s) for measuring the outcomes of research is bibliometrics, the statistical analysis of scientific publications and their attributes. Intrinsic to scientific publication is the referencing of earlier published work on which the current work is presumably based or has utilized in some way. References are a common feature of the scientific literature, and by counting how often publications are cited, bibliometrics can arrive at a weighted measure of publication output—not only whether publications have been produced, but also what impact those publications have had on the work of other scientists.

OTA has explored several examples of new data sets that could be compiled using bibliometrics. First, universities can be ranked according to an output or citation measure, the citation rates for papers authored by faculty and others associated with each institution. OTA drew on the large electronic database created and maintained by the Institute for Scientific Information (ISI). Each institution in ISI’s Science Indicators database, 1973 to 1988, was listed by its total number of cited

Footnotes:
32 For other suggestions, see Commission on Professionals in Science and Technology, op. cit. footnote 14. The above (hypothetical) data also raise the question of research outcomes—those relating to individual performance and that of other production units in the Federal research system.
33 For a comprehensive review (now a decade old) of attempts at such measurement, see National Academy of Sciences, op. cit., footnote 8, especially ch. 2.
37 The Institute for Scientific Information (ISI) database covers 7,500 journals published worldwide and indexes 800,000 new articles each year. The files derived from the ISI databases cover multiple disciplines and countries, and extend back to 1973. The analysis below is based on Small, op. cit., footnote 36. The Science Indicators File is a specially constructed multiyear file of publications from ISI’s Science Citation Index, which contains a citation count time series for each paper in the file that has been cited one or more times for the years 1973 through 1988 inclusive.
Table 8-4-Mismatches in Rank Between Federal Funding and Average Citations: 1988

Of the top 100 (107) federally funded universities, only 17 did not make the top 100 citation list. They are (with funding rank in parentheses):

Texas A&M (22)  
University of Florida (45)  
Woods Hole Oceanographic Institute (52)  
New Mexico State University (61)  
Louisiana State University (72)  
Utah State University (74)  
North Carolina State at Raleigh (75)  
Virginia Polytechnic Institute and State University (76)  
University of Kentucky (82)  
University of Dayton (86)  
University of Nebraska at Lincoln (89)  
Wake Forest University (95)  
University of Medicine and Dentistry of New Jersey (99)  
Washington State University (100)  
University of Missouri, Columbia(101 )  
Medical College of Wisconsin (104)  
Rensselaer Polytechnic Institute (107)  

Of the top 100 cited schools, only 17 did not make the top 100 (107) most funded schools. They are (with citation rank in parentheses):

University of California, Santa Cruz (14)  
University of Oregon (23)  
SUNY Albany (43)  
Rice University (59)  
University of California, Riverside (59)  
St. Louis University (70)  
Creighton University (80)  
University of Notre Dame (81)  
University of Houston (82)  
University of New Hampshire (84)  
University of Alaska (89)  
University of South Alabama (90)  
College of William and Mary (93)  
Howard University (94)  
Bingham Young University (96)  
University of Delaware (97)  
University of Oklahoma (98)  

NOTE: To compare the top 100 rankings, some institutions in the top 100 federally funded universities were disagreeable by campus of the State university system, e.g., the University of Texas, Austin. This added 7 entries to the top 100.


papers, the total citations received by all papers associated with each institution, and the ratio of number of citations to the number of publications, namely, the average citations per cited paper. This is a more discerning measure than either publication or citation counts alone. A ranking of institutions by average citation rates can be used in conjunction with the list of top universities in Federal R&D finding received to link inputs with outputs. (Appendix E lists the top 100 academic institutions ranked by their average citation impact for the period 1981 to 1988.) Table 8-4 lists the institutions, in 1988, that were among either the top 100 academic institutions in average citations or the top 100 receiving Federal R&D funds (again, see appendix B), but not both. Together, these measures illuminate differences in rank. The overlap in institutions suggests that the funding decisions by the Federal Government for the most part are leading to productive research. The mismatches may be indicative both of concentrated, rather than broad-based research productivity, and either some institutional ‘overachievement’ or a substantial supplementa-
tion of Federal research support by State, corporate, and nonprofit sources.38

Trends in the average citation rate over time can also indicate how productive an institution has been in the published literature. The citation set can be analyzed by broad field or other variables to try to determine the cause of the changes (see box 8-A for profiles of four universities). Institutions can also be grouped to look at how, for example, “private institutions in the Southwest” or the national laboratories are performing as a category39(see figure 8-1). Many companies and other types of research organizations, despite proprietary inhibitions, also publish in the scientific literature and their work can be similarly aggregated and displayed (see figure 8-2). In another example for future exploration, programs receiving primarily directed funds or block grants (e.g., in agriculture) could be compared with those that are investigator-initiated. This comparison would help to test the claim that targeted appropriations (e.g., earmarking) lead to the production of inferior research.

38An institution that ranks high on funding and low on citation impact is not necessarily an underachiever. Some research is not readily published in the open literature, for proprietary or national security reasons.

39For example, the publication records and citation impact of National Aeronautics and Space Administration research centers, 1973 to 1988, are examined in “NASA’s Citation Impact Dims in 1980s, But Voyager Missions and JPL Shine,” Science Watch, vol. 1, No. 9, October 1990, pp. 1-2, 7-8.

The citation of Federal research support by State, corporate, and nonprofit sources.38

Trends in the average citation rate over time can also indicate how productive an institution has been in the published literature. The citation set can be analyzed by broad field or other variables to try to determine the cause of the changes (see box 8-A for profiles of four universities). Institutions can also be grouped to look at how, for example, “private institutions in the Southwest” or the national laboratories are performing as a category39(see figure 8-1). Many companies and other types of research organizations, despite proprietary inhibitions, also publish in the scientific literature and their work can be similarly aggregated and displayed (see figure 8-2). In another example for future exploration, programs receiving primarily directed funds or block grants (e.g., in agriculture) could be compared with those that are investigator-initiated. This comparison would help to test the claim that targeted appropriations (e.g., earmarking) lead to the production of inferior research.

38An institution that ranks high on funding and low on citation impact is not necessarily an underachiever. Some research is not readily published in the open literature, for proprietary or national security reasons.

39For example, the publication records and citation impact of National Aeronautics and Space Administration research centers, 1973 to 1988, are examined in “NASA’s Citation Impact Dims in 1980s, But Voyager Missions and JPL Shine,” Science Watch, vol. 1, No. 9, October 1990, pp. 1-2, 7-8.
Box 8-A—Bibliometric Profiles of Four Research Institutions

OTA selected 19 institutions, based on historical patterns in their Federal funding profiles, to examine changes in research output and probe how they might be accounted for bibliometrically. The institutions’ publication and citation records were extracted to obtain a ‘citation impact’ time series. This requires specifying four time points: a beginning and ending cited item period, and a beginning and ending citing item time period. This defines what items are eligible to receive citations and what journal publications are eligible to give them. OTA began with 1973, and defined the length of the period for analysis to be 8 years. This yields nine successive overlapping time windows that can be plotted as a time series or moving picture of the citation impact for each institution through 1988.

For example, counted in the first window were the number of cited papers published from 1973 through 1980 and the number of times those papers were cited by papers published in the same period. The ratio of these quantities is the mean citations per cited item for that time window. As a further normalization, each of the impacts is divided by the overall average for all U.S. papers for the specified time window, e.g., 1973 to 1980. The result is a measure of relative impact. Thus, a relative impact score of one signifies that the institution’s average is identical to the average for all U.S. papers in the window. A score greater than one signifies an impact above the U.S. average, and a score below one an impact below the U.S. average.

The time series plots of relative impact for 4 of the 19 selected institutions are shown in figure 8A-1. To explain the trends observed in these graphs in terms of the fields of science involved, listings of the most cited papers were obtained for each institution, covering items cited 100 or more times, down to a maximum of 100 items.

1) Massachusetts Institute of Technology (MIT) has been consistently among the top 10 institutions for Federal R&D funds received. Like other top 10 institutions, which often produce relative impacts at the national average or above, MIT exhibits relative impacts in the 1.4 to 1.5 range. MIT also shows a modest gain in citation impact. Twenty-nine percent of its most cited papers are from the 1981 to 1988 period. Biomedicine has become stronger, while chemistry and geoscience have tapered off, and physics remained about the same.

---

1The following is based on Henry Small, “Bibliometrics of Basic Research,” OTA contractor report, July 1990. Available through the National Technical Information Service, see app. F.

---

Figure 8A-1—Average Relative Citation Impact for Four Research Institutions, 1973-88

2) **University of California-Santa Barbara** (UCSB) has improved its ranking among the top 100 recipients of Federal R&D dollars from 197 to 1984. OTA calls such institutions “upwardly mobile.” Their patterns of research output are even more diverse than their relative gains in funding. UCSB displays a very marked increase in citation impact. It also has a very large number of 1981 to 1988 papers in its highly cited set, 43 percent. Even more remarkable is the spread of these papers over various disciplines, with the emphasis on physics. Of the recent highly cited papers, 81 percent are in physics. Other areas represented include biomedicine, ecology, geoscience, and chemistry.

3) **Carnegie-Mellon University (CMU)** has been a top 20 recipient of Federal funds in engineering, and mathematics and computer science. However, it shows a decline in relative impact, beginning in the late 1970s. An analysis of the 78 papers cited 100 times or more shows that 15 percent of these papers are in the period 1981 to 1988. While 23 percent of the 1973 through 1980 papers were in the discipline of physics, only 8 percent are from physics in the later period. Chemistry, biomedicine, and computer science continue from earlier to later periods at comparable levels.

4) **University of Houston (UofH)** is a newcomer to the select group of top 100 recipients of Federal R&D funds. It displays one of the most marked increases in citation impact of the institutions examined, although it started at a very low level. Its number of papers cited over 100 times is also small at 28. Nevertheless, 39 percent of these are from the recent period. Whereas chemistry and biomedicine were dominant early, physics (and more specifically, high-temperature superconductivity) account for most of the new highly cited papers (though biomedicine is also represented). Possibly a shift toward strengthening physics contributed to the increase in impact for this institution.

In some of these cases, it may be possible to attribute changes in citation impact to a shift in the field orientation of an institution. Such shifts may be the result of deliberate organizational changes, or perhaps due to a resourceful faculty member who is able to move into new areas of research. One key to increasing impact is the ability to produce a continuing flow of innovative papers that influence researchers “at the front.” This relates to the proportion of highly cited papers that are of recent origin. Reliance on aging “classics” will not ensure an upward trend in impact. Another factor is field balance: some institutions seem to have strength across a number of fields, while other institutions focus on one or two seemingly to the exclusion of others. It is clearly more difficult for an institution to maintain excellence across a wide range of fields—the traditional mark of a research university—than to specialize in one or two.

One lesson from the institutional profiles is that maintaining a high citation impact over a generation is difficult at best. The citation trends for UCSB and UofH confirm their upward mobility in research output as well as in Federal funding, in contrast to the citation trends at other institutions.

‘Of the top 100 institutions in Federal R&D funding in 1988, only 39 had a relative impact score above the national average. Ibid.

Not only can publishing entities be analyzed, but fields of study as well. For instance, “hot fields,” in which the rate of publication and citation increases quickly over a short period of time, can be identified. Research areas such as high-temperature superconductivity emerge after a major discovery. Through co-citation analysis, papers can be sorted into clusters of publications that cite each other. These research clusters can be grouped further and mapped within disciplines. In addition, related areas that contribute to the work can be identified and linked across disciplinary boundaries. For example, high-temperature superconductivity research has been connected with work in ceramics, thin films, polymers, and other diverse areas.

If the papers comprising a cluster cite their sources of funding, an estimate can be made of Federal support of the research represented by the clusters. To demonstrate this method, OTA requested that a small sample of papers published be searched for funding information in a cluster repres-
**Figure 8-1—Relative Citation Impact for National Laboratories**

Citations/paper

Includes:
- Argonne National Lab
- Brookhaven National Lab
- Fermi National Accelerator Lab
- Lawrence Berkeley Lab
- Lawrence Livermore National Lab
- Los Alamos National Lab
- Oak Ridge National Lab
- Sandia National Lab


**Figure 8-2—Relative Citation Impact for Three Industries**

Citations/paper

NOTE: Biotechnology companies include: Amgen, Biogen, Biotech Labs, California Biotech, Centocor, Cetus, Chiron, DNAX, Genentech, Genetics Institute, Immunex, and Molecular Genetics Inc. Electronics and computer companies include: IBM, Digital Equipment, General Electric, Westinghouse Electric, Eastman Kodak, and Xerox. Fortune 500 Top 20 include: General Motors, Ford Motor, Exxon, IBM, General Electric, Mobil, Philip Morris, Chrysler, DuPont de Nemours, Texaco, Chevron, Amoco, Shell Oil, Proctor & Gamble, Boeing, Occidental Petroleum, United Technologies, Eastman Kodak, USX, and Dow Chemical.

Sentiment analysis research focuses on high-temperature superconductivity. Similar analyses were conducted in four other research areas. Roughly one-half of the most cited papers in 1985 to 1987 (77 of 139 papers) were coded for funding information and a random sample of the papers that cited them in 1989 were included (95 of 1561). More than one-half of the funding acknowledgments were to Federal funding agencies (with over one-half to NSF, slightly under one-third to the Department of Energy (DOE), and significant contributions from the Office of Naval Research and the National Aeronautics and Space Administration). Corporations, primarily IBM and AT&T, funded another one-third of the papers; Federal laboratories, private foundations, and foreign sources supplied the remaining funds. The Federal Government is a continuing catalyst of high-temperature superconductivity research.

The degree to which a field is international in effort can also be indicated through the nationality of authors. Again, for the high-temperature superconductivity cluster, the most cited papers in 1985 to 1987 were from the United States (64 percent), followed by France (8 percent), Japan (8 percent), Switzerland (4 percent), Canada (4 percent), and the United Kingdom (3 percent). The institutions in which these papers most often originated were AT&T (12 percent), IBM (12 percent), University of Houston (5 percent), University of Tokyo (4 percent), Bell Communications (4 percent), and the University of California-San Diego (3 percent). Countries citing the papers were more diverse, with the United States at 43 percent; Japan, France, and the Federal Republic of Germany at 5 to 6 percent each; the U.S.S.R. and India at near 5 percent; and the People's Republic of China at 4 percent. Similar diversity is seen in the institutions where these papers originated.

With these types of analyses, bibliometrics could perhaps be used to track the evolution of fields and subfields by research topic and national or institutional authorship. However, there are significant disadvantages to bibliometrics, which also must be recognized. In particular, citations are not made in a uniform way in the scientific community, and neither is allocation of authorship. Also, the same discovery may be cited in different ways in different publications. Consequently, only in the aggregate and when comparing similar fields with similar citation practices can judgments of hot fields, influential papers, and prolific authors be made with confidence. The utility of bibliometrics should be seen as "value-added" to policy analysis, not as stand-alone information.

Other Measurement Techniques

Another genre of outcome measures focuses on the research-technology interface. There are many examples of data that could be collected to illuminate the relationship of research to other parts of the development cycle. Complicating features, however, include technological choice within private or public firms that develop technology, utilization of science and engineering talent, and the transfer of knowl-

---


edge from research centers to other sectors of the economy.\^\footnote{46}

Sponsors, at least for basic research, have little control over the execution of the projects they support. So lack of payoff may be unrelated to the intrinsic merits of project design and substance and have more to do with the differential competence and efficiency of performers. But no sponsor can ascertain the most competent, creative, and efficient of performers.\footnote{47}

In the case of public programs with firm measures of outcomes, negative evaluations suggest termination. But for programs whose output is information, the situation is highly problematic. Information volume and quality might be low, but this may be because the overall level of resources is too low. Or a program may have technical inefficiency due to poor management. Or the lack of results may itself have high scientific or technological value. Since research deposits knowledge into the scientific literature, it may take years to be applied to other problems. Some ideas are premature, and others remain invisible to specialists in fields different from the authors’ own. Recognition of the utility of research—both intended and unintended—is often delayed.\footnote{48} This does not depreciate its value, but does impede its use.

Historically, science and technology are full of sudden reversals about the value of information produced by past research. Testing hundreds of compounds for superconductivity was, until recently, not considered high-grade science, but mundane science. And any evaluation of this work would have suggested that this kind of research was not worth much investment. Similarly, the funding of the early recombinant DNA projects was not done in the name of expected high payoffs. Certainly no one at the time imagined a biotechnology industry as the result. Thus, the ability of research evaluations to provide credible estimates of the incremental information gains from additional funding is weak. Federal agencies tend to use an insurance principle and spread resources widely to ensure that no reasonable bets are overlooked. (From one perspective, this is risk-averse; from another it is risk-taking, because ideas from out of the mainstream can be supported.)

Bibliometrics and production function data on the research-technology interface are examples of tools that could be used to evaluate outcomes. While not exhaustive, they illuminate different aspects of science as a process and the utility of research performance.\footnote{49} As with the examples discussed above, data collection can be improved when the user of the data and the purpose are targeted. The next section explores how data on the Federal research system is employed by policymakers and how new data could aid the transition from analysis to decisionmaking.

**Utilizing Data**

In a policy context, information must be presented to those who are in positions to effect change by allocating or redirecting resources.\footnote{50} In the diverse structure of the Federal research system, many actors play roles in research decisionmaking at many different levels. These actors require data reported in various forms and units to make decisions. For example, an agency program manager requires data specific to the purview of his or her programs, while OMB and OSTP must be aware of trends in science

---

\^\footnote{46}Given the large, but cheap increases in computing power, various models are commonly used by management analysts for deciding on ex ante investments, but these techniques remain very sensitive to subjective and highly uncertain estimates of technical and market success. One notable exception is Edwin Mansfield, “The Social Rate of Return From Academic Research,” Research Policy, forthcoming 1991.

\^\footnote{47}Recent advances in methods of measuring returns to basic research have centered on sophisticated econometric techniques for estimating production functions (e.g., measures of the economic impact of research). Since the marginal value of research is heavily dependent on downstream events, production functions could be embedded in fuller models of information flow and economic behavior. In addition, literally hundreds of quantitative project selection methods exist in industry for guiding investments. Methods include elaborate goal programming and analytical hierarchy models; the techniques are often known as return-on-investment, impact matrices, or checklists. See Harvey Averch, “Policy Uses of ‘Evaluation of Research’ Literature,” OTA contractor report, August 1990. Available through the National Technical Information Service, see app. F.


\^\footnote{49}The utility of bibliometrics in patenting behavior, i.e., measuring the dependence of patents on the scientific literature, has pioneered new ways of thinking about the diffusion and application of research knowledge. See Francis Narin et al., “Patents as Indicators of Corporate Technological Strength,” Research Policy, vol. 16, 1987, pp. 143-155; and Zvi Griliches, “Patent Statistics as Economic Indicators: A Survey,” Journal of Economic Literature, vol. 25, November 1990, pp. 1661-1707.

that span broad fields, institutions, and agencies, as well as those that apply only to specific fields, performers, and sponsors. Timely data are similarly important. For instance, world events can alter the perception and utility of even the best information and analysis (see box 8-B).

Providing data at each of these levels is a large task, but one that is essential. As seen with projected shortages of scientific and engineering personnel, trends are often specific to disciplines and to types of institutions, and decisions that take into account these differences would best address impending problems. Enhanced internal agency data collection would help to disaggregate and distinguish trends most relevant to the agency.

As well as targeting data collection to the needs of decisionmakers, the data above must address policy-relevant questions, i.e., be used evaluatively, as well as illuminate significant trends. Thus, there has developed a distinction between standard data collection (i.e., tabulations on one variable, such as Ph.D.s awarded) and the development of indicators-data presented in such a way (e.g., comparisons between variables) as to suggest patterns not otherwise discernible. For instance, data on the rising cost of equipment in a specific field (or the rate of change in this cost) have little meaning unless compared with the cost (and percent change) of equipment in other fields. A measure of the relative cost of equipment in different fields would indicate the need to make special provisions for equipment in select fields. Similarly, data on the decline of baccalaureate degrees in a natural science field are more useful when they are compared to other broad fields, and judged in terms of absolute and relative declines and stability.

Indicators do not necessarily prescribe a course of action, but they warn of possibly significant trends. As part of the decision process, they offer “usable knowledge.” At present, indicators on the Federal research system are neither comprehensive nor objective-driven. The focus of the *Science & Engineering Indicators* volumes has been less on indicators than on data. Indeed, SEI is a statistical reference book that collates available data on the research system. Additional efforts to produce indicators, especially on research performers, could greatly enhance utilization and action by decision-makers.

New Indicators

NSF, specifically the Special Data Group attached to the Director’s Office, has recently attempted to develop new indicators related to research participation at NSF during the 1980 to 1989 decade. These indicators are defined and summarized in table 8-5. Though their meaning is not always straightforward, these indicators represent a significant advance in reconstructing trends in NSF proposal and award activity.

The first indicator in table 8-5, the Proposal Success Rate, is driven by the change in the number of proposals submitted. At NSF, this number increased by 30 percent during the decade. Over 20 percent of those originally declined resubmit proposals to NSF (with an equal proportion submitting elsewhere). While the Proposal Success Rate declined from 38 percent in the beginning of the decade to 31 percent in 1989, PI (Principal Investigator) Success Rate from 1980-82 to 1987-89 remained above 40 percent. The PI Success Rate indicator allowed NSF to conclude that more PIs are being funded, but they face stiffer competition to win awards. However, the relation between these two Success Rate indica-

---


53 Cozzens, op. cit., footnote 4, pp. 15-17.

54 The Special Data Group is part of the Comptroller’s office at the National Science Foundation. It works independently of two other staffs in the Scientific, Technological, and International Affairs Directorate that also develop science indicators—the Science Resources Studies Division (home of the *Science & Engineering Indicators* volumes) and the Policy Research and Analysis Division (which in 1990 issued the data-laden, *The State of Academic Science and Engineering*).

Box 8-B-War as a Wild Card: The Impact of the Persian Gulf Conflict on Science and Technology

After World War II came Science--The Endless Frontier.1 A nation grateful for its success, and newly aware of its responsibilities in the world, decided that science was an important part of that world, and that science would benefit from government funding. Despite the negative impact of Hiroshima and Nagasaki, science came out of the war with a positive image, a great deal of momentum, and a strong basis for Federal support.

Vietnam, an unpopular war with unclear objectives, came with defoliation, napalm, Agent Orange, and accusations of environmental degradation. Science and technology, were cast in a negative light of the atomic bomb drops on Japan and tarred with the brush of destruction. Antiscience became part of the antiwar movement, and the remnants of this antiscience sentiment are still with us today.

The United States has just waged the most technological war the world has yet known. For example, after years of controversy and failed test results, the Patriot missile served a cogent strategic and political purpose. Even with its outdated technology, the Patriot strengthened the claims of some that electronic warfare has come into its own. What such success may mean for the future image of science and technology is as yet unknown.

War is a wild card. Its effects on the populace at large (and on potential science and engineering students in particular) are difficult to predict. War is a reminder that events outside of science can reverberate in many ways--changing images and attitudes—for a long time to come. Analyses and reports on science and technology, such as this one, can only begin to measure, much less anticipate, these impacts.

The Continuity of Support indicator shows that nearly one in three of the PIs with NSF support in 1980 were still receiving support in 1989. The Flexibility of Support and Continuity of Support indicators together measure the balance between providing stable support to (established) investigators and retaining the ability to bring new investigators into the NSF funding system. Funding of new PIs fluctuated with the decline or growth in NSF obligations. Also, directorates with higher success rates (Geosciences, and Mathematics and Physical Sciences) ranked lower in Flexibility, because they are supporting a more established group of researchers.

The Award Size/Duration indicator reflects how NSF responded to increased demand for funding. Early in the decade, the number of awards was held constant but the award amounts were increased; later more proposals were funded and median award size did not grow. Throughout the decade, median annual award amount represented 80 to 85 percent of the requested amount.2

Indicators are best used to monitor trends, especially if they could be extended to other agencies as well.3 This would help to complete the picture of PI proposal-writing strategy and the distribution of

---

1 This box is based on a draft report by Alan McGowan, president, Scientists' Institute for Public Information, and a member of the Advisory Panel for this OTA report.


---

56 Linda Parker, Comptroller’s Office, National Science Foundation, personal communication, January 1991, suggests that more proposals are being submitted and that the principal investigator population is increasing, but resubmissions (of previously declined proposals) account for only 20 percent of the growth. James McCullough, Comptroller’s Office, National Science Foundation personal communication, March 1991, reports that 30 percent of the proposals received by the National Science Foundation (NSF) in any year came from researchers who had not submitted in the previous 5 years (which NSF defines as ‘new investigators’ and another 20 percent are received from researchers who submitted only one proposal. The supply of “new blood” and demand for funding seem hearty.

57 Award amount : are negotiated. Principal investigators inflate their requests, in the expectation that they will receive “full” funding. If declined, their resubmissions tend to feature smaller budgets. In multiyear (e.g., 2 to 3 year) awards, which are now typical at the National Science Foundation annual project budgets are fixed at the outset of the award, subject only to across-the-board cuts in succeeding years. (This contrasts with the National Institutes of Health’s practice of annual downward negotiation in multiyear awards.) Robert P. Abel, Office of Budget and Control, National Science Foundation personal communication, September 1990.

58 The National Science Foundation: caution about the interpretation of indicator trends. Changes maybe due to: a) across-the-board budget cut; upheaval, e.g. the Gramm-Rudman sequester of 1986, which reduces the capacity to fund; b) a targeted increase or decrease in appropriations to a directorate (or more generally, any agency -im item, or c) agency reorganization or creation of program that shifts proposals and awards in ways that affect disaggregate uses of an indicator.
Table 8-5-New Indicators of Research Activity at NSF: Fiscal Years 1980-89

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Definition</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposal Success Rate</td>
<td>Ratio of awards to total actions (new award and decline decisions) on competitive (peer- or merit-reviewed) proposals</td>
<td>Measures at an aggregate level proposal activity and awards that result in National Science Foundation (NSF) commitment of new funding. Interpretation of the indicator is not straightforward. Assumes estimates of growth in the research work force, rising costs of research, change in proposal review criteria and a proliferation of special award categories (set-asides). The indicator does require knowledge of agency context.</td>
</tr>
<tr>
<td>PI Success Rate</td>
<td>Number of principal investigators (PIs) who are successful (within a 3-year period) in winning an award divided by total number of investigators submitting proposals (within the same 3 fiscal years)</td>
<td>Contrasts with Proposal Success Rate, which indicates NSF action generated by proposals submitted to it. Measures effort and success of the research population to gain NSF support, including changes in mean number of submissions needed to win one award.</td>
</tr>
<tr>
<td>Flexibility: New PI Funding</td>
<td>Percentage share of total award dollars going to PIs who have not had NSF support in the previous 5 years</td>
<td>Indicator is most revealing when compared to other indicators. Definition of “New PI” is only a proxy for “young investigators.”</td>
</tr>
<tr>
<td>Continuity of Support</td>
<td>Percent of principal investigators receiving support at the start of a time period who are still receiving support at the end of the period</td>
<td>Indicator complements “flexibility,” which measures awards to investigators without prior awards. It can be indexed to any cohort of grantees and calculated for prior or succeeding years. Indicator identifies investigators with sustained support.</td>
</tr>
<tr>
<td>Award Size/Duration</td>
<td>Total award dollars divided by total award years (duration)</td>
<td>Change from total dollars obligated in a particular fiscal year to amount of award over its lifetime provides a more accurate picture of support as experienced by the PI. Award size and duration affect the character and pace of research activity. Reduced award size may affect number of proposals written, while reduced duration may affect frequency of proposal writing. Both require investigator time for research. This indicator assumes no other, i.e., non-NSF, source of research support. It requires caution in making inferences about time spent in proposal writing.</td>
</tr>
</tbody>
</table>


research demand by field and agency. Thus, indicators could become an important part of the priority-setting process. Perhaps this argues for OSTP to coordinate across agencies the development and presentation of a prescribed set of indicators. Disaggregate to reflect disparate agency structures, such as directorates and divisions at NSF, such indicators could also help portray variations in fields and research communities. Sensitivity to such disaggregations maybe most instructive for research funding policy. As an NSF task force recently put it:

Part of the problem is a lack of understanding of the actual size of the research community and what fraction of a specific community should be funded. A clear, coherent picture of community size is essential. How many grants should be awarded and at what budgets? Should NSF fund all fields or make choices predicated on the investments of others? This “snapshot” of the community should be updated regularly in order to indicate achievement or changes that might be necessary to minimize confusion with respect to overall NSF policy issues.59

OTA concurs. Such baseline information should be routinely available to decisionmakers in the 1990s. Overall, sets of indicators that draw on these data are preferable to single measures. With this in mind, OTA (building on the new NSF indicators reviewed above) suggests the following four sets. They could be compiled and analyzed by all of the research agencies or by OSTP, which would complement existing indicators constructed and reported in

59 Some of the indicators presented above were indeed used for an inhouse evaluation of how to streamline the workload of the National Science Foundation’s program staff and the external research community. Short-term recommendations include ways of balancing support modes and restructuring grant types (size and duration), especially cross-directorate programs. See National Science Foundation, Report of the Merit Review Task Force, NSF 90-113 (Washington, DC: Aug. 23, 1990).
SEI, to provide windows on various segments of the Federal research system:

- “Active research community” indicators, which would estimate the number of researchers actively engaged in federally funded research (e.g., PIs currently supported by one or more Federal grants plus those with a research proposal pending at a Federal agency, and proportion of research time that is federally funded).
- “Research expenditure” indicators to recalibrate Federal expenditures by line item of research budgets (e.g., salaries, equipment, and facilities) and by broad field.
- Federal “proposal pressure” indicators, e.g., proposals submitted to the Federal Government per investigator, ratio of Federal to (investigator’s self-reported) non-Federal proposals and projects in force at the time of submission, and fraction of requested project budgets actually awarded by the funding agency.
- “Production unit” indicators, e.g., the size of the research team or other performing unit supported in part through Federal grants (disaggregate by subfield, institution type, and agency source).

The combination of such indicators would estimate more precisely the changing parameters of the Federal research system. This information could be invaluable to policymakers concerned about the health of certain sectors of the system. To produce such information, as part of ongoing agency data collection and NSF responsibilities for collation and presentation, extra resources would be needed. They might come from streamlining current NSF data and analysis activities, such as a reduction in the number of nonmandated reports issued annually, or designating a special unit, much like the Science Indicators Unit, to expand its inhouse and extramural “research on research.” If there is a premium on timely information for research decisionmaking, it must be declared (and funded as) a Federal priority.

The utility of data is judged by many participants in the system: the needs of Congress are usually agency- and budget-specific; the agencies, in contrast, worry about the performance of various programs and their constituent research projects. Data converge in one other underutilized source of information—the evaluation of research projects and programs after they have (or have not) produced results.

Evaluation of Research

While data and indicators can provide valuable information on aggregate trends in the research system, it is much more difficult to evaluate specific research investments in agency programs or projects (apart from charges of fraud, incompetence, or other gross flaws, which are investigated as part of the congressional oversight function). The returns from the performance of research to society are quite diverse. They include economic, health, security, educational, and many other benefits. Because research is a public good, there is little incentive for private investment (in terms of social returns). In 1986, OTA looked at ways to measure the returns from public investments in research:

In summary, OTA finds that . . . the factors that need to be taken into account in research planning, budgeting, resource allocation, and evaluation are too complex and subjective; the payoffs too diverse and incommensurable; and the institutional barriers “too formidable to allow quantitative models to take the place of mature, informed judgment.”

Five years have passed since OTA announced this conclusion. However, demand for research evaluations has increased in all countries that make significant investments in research. The reasons for increased demand are the same: budgetary constraints, greater accountability to sponsors, and the

60 For example, what would be the indicators that growth in research productivity is slowing or that the size of a research community is precariously large or small relative to the resources for supporting it? See Colleen Cordes, “Policy Experts Ask a Heretical Question: Has Academic Science Grown Too Big?” The Chronicle of Higher Education, vol. 37, No. 2, Nov. 21, 1990, pp. A1, A22.

61 As several National Science Foundation staff have indicated to OTA project staff (personal communications, October–December 1990), the President’s Science Advisor draws heavily on unpublished and newly published Science & Engineering Indicators (SEI) data in preparing and presenting the Administration’s policy proposals at congressional “posture hearings” early in the annual authorization process. Indeed, the production cycle of SEI is geared to delivery of the volume as an input to this budget process.

Oversized thornless blackberries, tiny strawberry plants (in jars), and star-shaped slices of carambola (a tropical fruit now grown in Florida) are examples of outcomes of the Department of Agriculture’s Agricultural Research Service programs.

The desire for increased rationality in decisionmaking.63 In response, many funding agencies—here and abroad—have formed evaluation units.64 Research evaluators and designers of science indicators have carried out substantial work on measuring scientific and technological performance. There have been refinements in existing methods for evaluating research impacts ex post. Nevertheless, examination of the published and unpublished literature on research evaluation methods between 1985 and 1990 suggests that OTA’s conclusion still stands: evaluation methods are not cited as guides to research decisionmaking by national governments.65

Since 1985, no methods have been invented that more definitively measure the scientific or social value of past research investments. By ‘‘definitively measure, OTA means that evaluation outcomes, whether positive or negative: 1) will be accepted without lengthy technical and political disputes among sponsors, clients, and constituents, and 2) will provide unambiguous direction in resource allocation or other kinds of decisions. While computer modeling permits greater use of ex ante (i.e., before the research project is attempted) project selection methods and ex post evaluation methods, the evidence is sparse that there is much short-term payoff to public or private sector research administrators from making greater use of them.66

The problem, however, may reside more with decisionmakers than the evaluation tools (and results) at their disposal. Research administrators have little incentive to use current evaluation technologies for making decisions about awards or level of project allocations. This lack of incentive persists because research evaluation “. . . occurs in a political context; is inevitably seen as post hoc justification for decisions (unrelated to the content of the evaluation); and should be anticipatory, designed to answer specific questions raised by superiors within the organization as well as critics from outside.”67

Below, OTA first describes evaluation practices and processes around the world; then considers incremental improvements in research evaluation methods since 1985; and finally suggests that research evaluation faces certain inherent limits. These limits make it unlikely that however precise the measurement of average or incremental monetary or informational returns, they may not be embraced. Nevertheless, rather than a means of computing returns on past public investments or guiding prospective ones, research evaluation may help Federal funding agencies keep ‘‘on their toes,’’ just as environmental impact statements impel

---

63 Even countries that do not make significant research investments claim they evaluate. For example, Finland, Hungary, and Poland reported on their evaluation efforts in the “ECE Seminar on Evaluation in the Management of R and D, Apr. 3-7, 1989,” unpublished proceedings.


65 An annotated bibliography on evaluation of research, 1985 to 1990, contains 147 works published in scientific journals and government documents. It is the basis for this section. See Averch, op. cit., footnote 47.

66 K. M. Watts and J. C. Higgins, “The Use of Advanced Management Techniques in R&D,” Omega, vol. 15, January 1987, pp. 21-29. This survey, consistent with past surveys, shows that R&D administrators prefer simple, transparent methods of project selection. Interestingly, OTA consistently finds in discussions with policymakers in the executive and legislative branches that the proposition ‘‘high yield from Federal investment in R&D’’ is taken as axiomatic. The issue is not ‘‘whether to fund, but what and how.’’

Evaluation in Other Countries

Table 8-6 summarizes the characteristics of the evaluation process among major scientific and technological powers. Overall, in countries with parliamentary governments, national priority setting in research becomes a tool both of project selection and research evaluation. The United Kingdom and France present contrasts in approaches to evaluation—the former contracting for outside analysis, the latter incorporating analysis of research outcomes into the government’s apparatus and process for policymaking. Smaller countries, such as The Netherlands and Sweden, must be selective in the areas of research they target. If a ‘critical mass’ of researchers is not available, collaboration in cooperative international projects becomes the only outlet for research participation.

U.S. researchers have historically operated at the frontiers of knowledge, and other countries have adjusted their own research ventures as scientists in the United States and other scientifically advanced nations uncover promising areas. “Thus it is easier for countries off the frontier to identify what they want to pursue. Of course, the U.S. enterprise is so large that it uncovers more areas than smaller countries can afford. So they have a much more difficult choice than the United States in determining exactly what to pursue.”

Now that the U.S. role as a research performer is changing in some areas so that U.S. scientists may not always be at the forefront, the time may be ripe to review the place of research evaluations—especially relative to advances in other countries—in agency decisionmaking.

An Approach To Evaluating Basic Research Projects

Because of uncertainties attached to each and every research investment, procedures for their evaluation can be augmented by using ex post review by peer researchers and citation evidence jointly. One approach would apply the following seven criteria weighted by the priority assigned to each:

1. value of the information produced: salience, relevance, importance—of both positive and negative results—to the field;
2. probability of use;
3. originality of results;
4. efficiency and cost;
5. impacts on education and human resources;
6. impacts on infrastructure and capability to carry out additional research in the future; and
7. overall scientific merit.

The overall ex post peer evaluation of particular projects can be compared with associated bibliometric information. If this comparison indicates the same quality for a project, then the sponsor can have

---


68Averch writes: “Most European countries have ministries of science and technology that control the flow of resources for S&T. These ministries usually construct S&T plans correlated with economic plans. They are far more able to direct research programs at universities and industrial laboratories.” See H.A. Averch, “New Foundations for Science and Technology Policy Analysis,” paper presented at the Conference on The Mutual Relevance of Science Studies and Science Policy, Blacksburg, VA, May 12, 1989.


70Averch, op. cit., footnote 70, p. 15.

71Some examples of hot fields dominated by non-U.S. researchers are presented in Small, op. cit., footnote 36.


Table 8-6-Characteristics of the Research Evaluation Process for Selected Countries

<table>
<thead>
<tr>
<th>Government</th>
<th>Methods of evaluation</th>
<th>Types of research evaluated</th>
<th>Reported utility</th>
<th>Central evaluation units</th>
<th>Government standards</th>
<th>Reporting</th>
</tr>
</thead>
<tbody>
<tr>
<td>United Kingdom . .</td>
<td>Peer review; citation; publication; rate-of-return; patents; check-lists; market outcomes</td>
<td>Large projects; programs; universities; laboratories</td>
<td>Improve policy decisions</td>
<td>Assessment Office within Cabinet office; Department of Trade and Industry has central unit; some departments have Chief Scientists and Departmental Review Committees</td>
<td>Definitions of good practice</td>
<td>Some public</td>
</tr>
<tr>
<td>FRG . . . . . .</td>
<td>Economic and market indicators; ex post peer review for basic research projects; special committees; evaluations of disciplines; bibliometrics; patents; market outcomes</td>
<td>Large and small projects and programs</td>
<td>Improve policy decisions</td>
<td>Federal Ministry of Service and Technology (BMFT) has central unit</td>
<td>No</td>
<td>Some public</td>
</tr>
<tr>
<td>Japan . . . . .</td>
<td>Consistency with plans developed by &quot;foresight&quot;; market tests for applied commercial projects</td>
<td>Projects; priority programs</td>
<td>Planning</td>
<td>New central science policy unit has No some evaluation responsibilities</td>
<td>No</td>
<td>Some public</td>
</tr>
<tr>
<td>Netherlands . .</td>
<td>Peer review; publication-citation indicators for basic research; client satisfaction or utility for applied projects; profits earned from research contracts</td>
<td>Projects; basic research programs, universities, industrial research</td>
<td>Ensure consistency with plans; assist with allocation decisions</td>
<td>Yes in public agencies and universities</td>
<td>No</td>
<td>All public</td>
</tr>
</tbody>
</table>

SOURCE: Harvey Averch, "Policy Uses of 'Evaluation of Research' Literature," OTA contractor report, August 1990. Note that most of the literature on Japan discusses their R&D planning processes and the use of "foresight" methods. There is a less open literature on ex post evaluation.
greater confidence that the project is, in fact, of that quality. If the two measures are not congruent, then the project can be subjected to more intense analysis to explain the discrepancy. In addition, an agency program can submit information on funded projects to experts working at the research frontiers to see whether its structure and content are judged as significant contributions to the field. This is expensive, but has been attempted, for example, for DOE’s Basic Energy Sciences Program. (For a summary, see table 8-7.)

Information is, of course, only one component of decisionmaking, and others may be of far more importance. Joint, cooperative evaluation of projects by researchers and decisionmakers-with participants inside and outside the research area being evaluated—could clarify agency portfolios and researcher needs. Nevertheless, the impacts of some internal agency research may only become known years later.

Research evaluations can help raise difficult questions and uncertainties, but they cannot certify worth. There is simply no convincing way to judge the value of different kinds of research. However, until new techniques, which capture the research process as well as its products, are routinely used, research evaluations cart best be employed to alert agencies to potential successes and problems, and to keep their programs vigilant in research decision-making (see table 8-8). Finally, these measurement techniques should be viewed only as one input to agency decisionmaking, because nothing can replace the experienced judgment of program managers and the scientific community to craft a successful research program.

Conclusions

There is a wealth of data on the Federal research system. However, data are most concentrated on Federal R&D funding in universities, degrees awarded in science, the science and engineering work force (especially the Ph.D. component), and some expenditure data by performers. Furthermore, the most detailed analyses are done almost exclusively at NSF and NIH, and not at the other major research agencies. The highest priority in data collection for research policymaking in the 1990s is comparable data from all of the agencies, to help Congress maintain a well-rounded view of federally supported research (for a summary, see table 8-9).

This chapter has outlined specific areas in which useful data could be compiled. Specific examples of data on research expenditures, personnel, the research process, and the outcomes of research were detailed. The second priority are data presented in forms that are instructive at disaggregated levels of

<table>
<thead>
<tr>
<th>Table 8-7—Assessment of the Department of Energy’s (DOE) Basic Energy Sciences Program: 1982</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Evaluation questions</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Methods and data</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Recognized constraints</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>outcome</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Costs and duration</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

---

76 Some projects that were originally funded could have been rejected in hindsight. Likewise, some projects that were originally rejected probably could have delivered reasonable quality. The only way to estimate the quality of projects an agency rejects for support is to trace its history (which requires the cooperation of agencies and investigators). By examining samples of rejected projects funded by others, some notion of the imperfections of a selection process that led to unwarranted rejection may be obtained. Similarly, how does an agency, or the relevant program within it, determine that a funded project did not meet its stated objectives?

77 For other examples, see National Academy of Sciences, op. cit., footnote 8, app. C.

78 See J. Jeffrey Franklin, “Selectivity in Funding: Evaluation of Research in Australia,” *Prometheus*, vol. 6, June 1988, pp. 34-60. The evaluation of an agency *program* would require far more than information on the projects it supports. Rather, questions of implementation-effectiveness and efficiency of decisions, and of the program personnel who make them, would dominate. Ishot, project evaluations aggregated to the program level would estimate the caliber of researcher performance more than success in administering the program. See Eleanor Chelinsky, “Expanding GAO’s Capabilities in Program Evaluation,” *The GAO Journal*, winter/spring 1990, pp. 43-52.
decisionmaking. In particular, data could be presented to make suitable comparisons and to gauge relative trends (i.e., as indicators of science and technology activity). New indicators, grounded in the tradition of the SEI volumes and extramural research on research, are needed to monitor changes in the Federal research system.

Finally, evaluation techniques of research investments in specific programs and projects were revisited. OTA finds that research evaluation techniques cannot replace mature judgment by policymakers. However, specific evaluation tools, such as bibliometrics and project portfolio analysis, could be further explored. A third priority is ongoing project evaluation, which could keep agencies alert to changes in research performance, augment program manager judgments about performers and projects, and serve to improve overall program effectiveness.

In summary, one of the functions of analysis is to raise questions about the information that decisionmakers are currently using to assess their advantages and disadvantages, and to define a richer menu of options. Much information could be collected on the Federal research system to map trends at different levels of aggregation and units of analysis for different users.

However, the existence of data does not ensure its utility, for many policy issues cannot be addressed by additional descriptive information. In particular, external criteria involving the utility of research or impact on objectives can be more persuasive and salient to specific policy decisions. Depending on one’s perspective and scope of responsibility, data on budgets, agencies, initiatives, performers, and outcomes can nevertheless clarify understanding of the evolving research system.

This information, however, is not cost-free; nor is the organization for retrieving and distilling it. Congress could consider expanding agency resources to streamline collection and analysis of baseline data. NSF, working in concert with OSTP and OMB, could coordinate and reinforce this national data function, and organizations outside of

---

**Table 8-8—Dimensions of Agency Research Evaluations**

<table>
<thead>
<tr>
<th>Purpose/Research Question</th>
<th>For example, to fund or not to fund, comparative project performance, extent of contribution to program missions/goals.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definitions/Criteria</td>
<td>For example, quality, priority, cost-effectiveness, innovativeness, success, accountability, impact, productivity, knowledge, growth.</td>
</tr>
<tr>
<td>Units of Analysis</td>
<td>For example, institute, division, branch/center, program, project, individual, team, publications, citations, awards, rates of change, adoption/diffusion.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Process v. product, form of research v. content and outputs, cost per-outcome unit, qualitative v. quantitative.</td>
</tr>
<tr>
<td>Time Horizon</td>
<td>Duration of award, short-v. long-term contribution, continuity/culmination v. new direction.</td>
</tr>
<tr>
<td>User Audience</td>
<td>Well defined v. fuzzy, disciplinary, multidisciplinary, knowledge- v. problem-oriented.</td>
</tr>
</tbody>
</table>


---

79For example, the Engineering Manpower Commission that assembles, analyzes, and disseminates engineering enrollment and degree figures for the American Association of Engineering Societies recently remarked: “There is an old gag among survey researchers that when faced with a choice between consistency and the truth, one should always opt for consistency. When the product of the research is time series data that readers track for years, the virtues of consistency become especially obvious.” See “Consistency Versus Relevance: EMC Changes a Statistic,” Engineering Manpower Bulletin, June 1990, p. 1. In other words, supplementing a time series with new measures without destroying the continuity of the series is also a virtue.

80Quantitative data will not suffice. Information on the context in which research is performed, and characteristics of the performers individually and collectively, will provide clues as to how the numbers can be interpreted and perhaps acted on. For example, see Daniel T. Layzell, “Most Research on Higher Education Is Stale, Irrelevant, and of Little Use to Policymakers,” The Chronicle of Higher Education, vol. 37, No. 8, Oct. 24, 1990, pp. B1, B3.

81Three decades after historian Derek de Solla Price called for a full-blown “science Of Science,” the policy potential of “research on research” as illustrated in this chapter, has only begun to be exploited. Price’s vision is introduced in Science Since Babylon (New Haven, CT: Yale University Press, 1961) and Little Science, Big Science, op. cit., footnote 21, and elaborated in a series of analyses terminated by his death in 1984. For a retrospective, see Susan E. Cozzens, “Derek Price and the Paradigm of Science Policy,” Science, Technology, & Human Values, vol. 13, Nos. 3 and 4, summer-autumn 1988, pp. 361-372.

82This leads OTA to suggest that the research agencies, especially the National Science Foundation and its policy programs, remain in close touch with analysts of the Federal research system. Keeping abreast of new measurement techniques and findings related to people, funding, and research activities—perhaps through extramural support—would be a modest but fruitful investment in extending inhouse capabilities and refining knowledge of federally sponsored research performance.
### Table 8-9—Desired Data and Indicators on the Federal Research System

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Method</th>
<th>Primary users</th>
</tr>
</thead>
</table>
| **Agency funding allocation method**          | Funding within and across fields and agencies  
   Cross-agency information on proposal submissions and awards, research costs, and the size and distribution of the research work force supported | Agency data collection (and FCCSET)         | OMB | OSTP |
| **Research expenditures**                     | Research expenditures in academia, and Federal and industrial laboratories, centers, and university-industry collaborations  
   Agency allocations of costs within research project budgets, by field  
   Megaproject expenditures: their components, evolution over time, and construction and operating costs | Agency data collection                      | Agencies | Congress |
| **Research work force**                       | Size and how much is federally funded  
   Size and composition of research groups | Lead agency survey                          | OMB | OSTP |
| **Research process**                          | Time commitments of researchers  
   Patterns of communication among researchers  
   Equipment needs across fields (including the fate of old equipment)  
   Requirements for new hires in research positions | Lead agency survey; onsite studies          | OMB | OSTP |
| **Outcome measures**                          | Citation impacts for institutions and sets of institutions  
   International collaborations in research areas  
   Research-technology interface, e.g., university-industry collaboration  
   New production functions and quantitative project selection measures  
   Comparison between earmarked and merit-reviewed project outcomes  
   Evaluation of research projects/programs | Bibliometrics; surveys of industry and academia | OMB | OSTP |
| **Indicators**                                | Proposal success rate, PI success rate, proposal pressure rates, flexibility and continuity of support rates, project award and duration rate, active research community and production unit indices | Agency analysis                            | OMB | OSTP |

**KEY:** OMB=Office of Management and Budget; OSTP=Office of Science and Technology Policy; FCCSET=Federal Coordinating Council for Science, Engineering, and Technology; PI=principal investigator.

**SOURCE:** Office of Technology Assessment, 1991.

The government, e.g., NRC and AAAS, could also play critical roles. Refining the measurement process could help to quantify existing opportunities and problems, and pinpoint previously uncovered ones, greatly enhancing research decisionmaking at all levels of the Federal Government.
## Major Legislation Enacted Since 1975 Affecting U.S. Research and Development

<table>
<thead>
<tr>
<th>Number and date</th>
<th>Title</th>
<th>Important aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public Law 94-282 May 11, 1976</td>
<td>National Science and Technology Policy and Organization Act</td>
<td>Called for the development of a national science and technology policy, and a national science and technology base. Created the Office of Science and Technology Policy (OSTP) in the Executive Office of the President (EOP) in order to advise the President on science and technology, including budget issues, and to assess the Federal effort in science and technology.</td>
</tr>
<tr>
<td>Public Law 95-367 Sept. 17, 1978</td>
<td>National Climate Program Act</td>
<td>Designed to coordinate climate research among the various research agencies, this act called for a heightened effort in climate research and defined the roles of the different agencies who do the research.</td>
</tr>
<tr>
<td>Public Law 96-479 Oct. 21, 1980</td>
<td>Materials Policy Research and Development Act of 1980</td>
<td>Required the President to formulate a national materials policy and submit a plan to Congress, addressing coordination in the executive branch and assessment of the economic, industrial, and national security needs regarding materials policy.</td>
</tr>
<tr>
<td>Public Law 96-480 Oct. 21, 1980</td>
<td>Stevenson-Wydler Technology Innovation Act of 1979</td>
<td>Created to promote technological innovation, this act established an Office of Industrial Technology in the Department of Commerce, and it mandated technology transfer from the Federal laboratories to the private sector.</td>
</tr>
<tr>
<td>Public Law 97-219 July 22, 1982</td>
<td>Small Business Innovation Research Act</td>
<td>Aimed at strengthening the role of small firms in the performance of federally funded R&amp;D, this act required all agencies with large extramural R&amp;D budgets to set aside 5 percent of their budget (over 4 years) for the Small Business Innovation Research (SBIR) program.</td>
</tr>
<tr>
<td>Public Law 98-462 Oct. 11, 1984</td>
<td>National Cooperative Research Act of 1984</td>
<td>In order to stimulate industrial R&amp;D, this act promotes more joint ventures on research projects as it limits the effect of the antitrust laws in such cases. It also reimburses companies for legal costs associated with frivolous antitrust suits brought against them.</td>
</tr>
<tr>
<td>Public Law 100-418 Aug. 23, 1988</td>
<td>Omnibus Trade and Competitiveness Act</td>
<td>Included the Training Technology Transfer Act and the Technology Competitiveness Act, as well as measures to support semiconductor R&amp;D and to protect intellectual property rights.</td>
</tr>
<tr>
<td>Public Law 100-697 Nov. 19, 1988</td>
<td>Superconductivity and Competitiveness Act</td>
<td>Mandated a 5-year National Action Plan on Superconductivity R&amp;D by OSTP, as well as an annual report updating Congress on the implementation of the plan.</td>
</tr>
</tbody>
</table>
Major Legislation Enacted Since 1975 Affecting U.S. Research and Development—Continued

<table>
<thead>
<tr>
<th>Number and date</th>
<th>Title</th>
<th>Important aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public Law 101-239</td>
<td>Omnibus Budget Reconciliation Act of 1989</td>
<td>Extended the R&amp;D tax credit for another 9 months.</td>
</tr>
<tr>
<td>Dec. 19, 1989</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public Law 101-508</td>
<td>Omnibus Budget Reconciliation Act of 1990</td>
<td>Extended the R&amp;D tax credit for 1 more year.</td>
</tr>
<tr>
<td>Nov. 5, 1990</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public Law 101-589</td>
<td>Excellence in Mathematics, Science and Engineering Education Act of 1990</td>
<td>Aimed at improving mathematics, science, and engineering skills, this comprehensive act authorized various programs focusing on elementary, secondary, and higher education, including programs promoting the use of technology in education.</td>
</tr>
<tr>
<td>Nov. 16, 1990</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public Law 101-606</td>
<td>National Global Change Research Act of 1990</td>
<td>Amended the National Science and Technology Policy, Organization and Priorities Act of 1976 to provide for a national plan to improve scientific understanding of the Earth system and the effect of changes in that system on climate and human well being.</td>
</tr>
<tr>
<td>Nov. 16, 1990</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### The Top 100 Institutions Ranked by Amount of Federal R&D Funding Received: Fiscal Year 1989

<table>
<thead>
<tr>
<th>Rank</th>
<th>Institution</th>
<th>Dollars (in thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Stanford University, CA.</td>
<td>238,650</td>
</tr>
<tr>
<td>2.</td>
<td>Massachusetts Institute of Technology</td>
<td>215,140</td>
</tr>
<tr>
<td>3.</td>
<td>University of Washington</td>
<td>182,453</td>
</tr>
<tr>
<td>4.</td>
<td>University of Michigan</td>
<td>174,675</td>
</tr>
<tr>
<td>5.</td>
<td>University of California San Diego</td>
<td>171,479</td>
</tr>
<tr>
<td>6.</td>
<td>University of Wisconsin, Madison</td>
<td>169,452</td>
</tr>
<tr>
<td>7.</td>
<td>The Johns Hopkins University, MD</td>
<td>168,184</td>
</tr>
<tr>
<td>8.</td>
<td>University of California, San Francisco</td>
<td>159,906</td>
</tr>
<tr>
<td>9.</td>
<td>University of California, Los Angeles</td>
<td>159,002</td>
</tr>
<tr>
<td>10.</td>
<td>Cornell University, NY</td>
<td>157,984</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 10 institutions</strong></td>
<td><strong>1,797,125</strong></td>
</tr>
<tr>
<td>11.</td>
<td>Columbia University, NY</td>
<td>146,712</td>
</tr>
<tr>
<td>12.</td>
<td>Harvard University, MA</td>
<td>143,451</td>
</tr>
<tr>
<td>13.</td>
<td>Yale University, CT</td>
<td>138,835</td>
</tr>
<tr>
<td>14.</td>
<td>University of Minnesota</td>
<td>132,880</td>
</tr>
<tr>
<td>15.</td>
<td>University of California Berkeley</td>
<td>124,371</td>
</tr>
<tr>
<td>16.</td>
<td>University of Pennsylvania</td>
<td>123,810</td>
</tr>
<tr>
<td>17.</td>
<td>University of Southern California</td>
<td>119,005</td>
</tr>
<tr>
<td>18.</td>
<td>Pennsylvania State University</td>
<td>114,846</td>
</tr>
<tr>
<td>19.</td>
<td>University of Illinois, Urbana</td>
<td>114,398</td>
</tr>
<tr>
<td>20.</td>
<td>University of Colorado</td>
<td>109,145</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 20 institutions</strong></td>
<td><strong>3,064,378</strong></td>
</tr>
<tr>
<td>21.</td>
<td>University of Rochester, NY</td>
<td>101,049</td>
</tr>
<tr>
<td>22.</td>
<td>Duke University, NC</td>
<td>99,036</td>
</tr>
<tr>
<td>23.</td>
<td>Georgia Institute of Technology</td>
<td>98,048</td>
</tr>
<tr>
<td>24.</td>
<td>Washington University, MO</td>
<td>96,829</td>
</tr>
<tr>
<td>25.</td>
<td>University of Texas, Austin</td>
<td>94,311</td>
</tr>
<tr>
<td>26.</td>
<td>Texas A &amp; M University</td>
<td>93,584</td>
</tr>
<tr>
<td>27.</td>
<td>University of North Carolina, Chapel Hill</td>
<td>93,280</td>
</tr>
<tr>
<td>28.</td>
<td>University of Chicago, IL</td>
<td>90,459</td>
</tr>
<tr>
<td>29.</td>
<td>California Institute of Technology</td>
<td>84,167</td>
</tr>
<tr>
<td>30.</td>
<td>University of Pittsburgh, PA</td>
<td>81,217</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 30 institutions</strong></td>
<td><strong>3,996,358</strong></td>
</tr>
<tr>
<td>31.</td>
<td>New York University</td>
<td>81,143</td>
</tr>
<tr>
<td>32.</td>
<td>University of Arizona</td>
<td>80,533</td>
</tr>
<tr>
<td>33.</td>
<td>Ohio State University</td>
<td>75,484</td>
</tr>
<tr>
<td>34.</td>
<td>University of Iowa</td>
<td>74,217</td>
</tr>
<tr>
<td>35.</td>
<td>University of California, Davis</td>
<td>72,718</td>
</tr>
<tr>
<td>36.</td>
<td>Baylor College of Medicine, TX</td>
<td>69,336</td>
</tr>
<tr>
<td>37.</td>
<td>Case Western Reserve University, OH</td>
<td>68,632</td>
</tr>
<tr>
<td>38.</td>
<td>University of Alabama, Birmingham</td>
<td>68,204</td>
</tr>
<tr>
<td>39.</td>
<td>Carnegie-Mellon University, PA</td>
<td>65,079</td>
</tr>
<tr>
<td>40.</td>
<td>SUNY at Buffalo, NY</td>
<td>64,453</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 40 institutions</strong></td>
<td><strong>4,716,211</strong></td>
</tr>
<tr>
<td>41.</td>
<td>Woods Hole Oceanographic Institute, MA</td>
<td>64,333</td>
</tr>
<tr>
<td>42.</td>
<td>Purdue University, IN</td>
<td>63,979</td>
</tr>
<tr>
<td>43.</td>
<td>University of Miami, FL</td>
<td>63,101</td>
</tr>
<tr>
<td>44.</td>
<td>University of Utah</td>
<td>61,819</td>
</tr>
<tr>
<td>45.</td>
<td>University of Florida</td>
<td>60,731</td>
</tr>
<tr>
<td>46.</td>
<td>University of Maryland, College Park</td>
<td>58,924</td>
</tr>
<tr>
<td>47.</td>
<td>Indiana University</td>
<td>58,334</td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Rank</th>
<th>Institution</th>
<th>Dollars (in thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48.</td>
<td>Yeshiva University, NY</td>
<td>58,224</td>
</tr>
<tr>
<td>49.</td>
<td>University of Tennessee System</td>
<td>57,763</td>
</tr>
<tr>
<td>50.</td>
<td>Northwestern University, IL.</td>
<td>57,510</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 50 institutions</strong></td>
<td><strong>5,320,929</strong></td>
</tr>
<tr>
<td>51.</td>
<td>University of Massachusetts</td>
<td>56,505</td>
</tr>
<tr>
<td>52.</td>
<td>Boston University, MA</td>
<td>56,402</td>
</tr>
<tr>
<td>53.</td>
<td>Vanderbilt University, TN.</td>
<td>56,151</td>
</tr>
<tr>
<td>54.</td>
<td>Michigan State University</td>
<td>51,741</td>
</tr>
<tr>
<td>55.</td>
<td>University of Texas SW Medical Center, Dallas</td>
<td>51,254</td>
</tr>
<tr>
<td>56.</td>
<td>University of Virginia</td>
<td>51,214</td>
</tr>
<tr>
<td>57.</td>
<td>SUNY at Stony Brook, NY</td>
<td>49,726</td>
</tr>
<tr>
<td>58.</td>
<td>Oregon State University</td>
<td>49,112</td>
</tr>
<tr>
<td>59.</td>
<td>Princeton University, NJ</td>
<td>47,176</td>
</tr>
<tr>
<td>60.</td>
<td>Colorado State University</td>
<td>46,572</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 60 institutions</strong></td>
<td><strong>5,836,782</strong></td>
</tr>
<tr>
<td>61.</td>
<td>Emory University, GA</td>
<td>46,497</td>
</tr>
<tr>
<td>62.</td>
<td>University of California, Irvine</td>
<td>46,492</td>
</tr>
<tr>
<td>63.</td>
<td>University of Connecticut</td>
<td>46,184</td>
</tr>
<tr>
<td>64.</td>
<td>New Mexico State University</td>
<td>45,660</td>
</tr>
<tr>
<td>65.</td>
<td>University of Illinois, Chicago</td>
<td>43,288</td>
</tr>
<tr>
<td>66.</td>
<td>University of Georgia</td>
<td>42,797</td>
</tr>
<tr>
<td>67.</td>
<td>Utah State University</td>
<td>42,449</td>
</tr>
<tr>
<td>68.</td>
<td>Rockefeller University, NY</td>
<td>41,192</td>
</tr>
<tr>
<td>69.</td>
<td>Tufts University, MA</td>
<td>40,771</td>
</tr>
<tr>
<td>70.</td>
<td>University of Cincinnati, OH</td>
<td>40,598</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 70 institutions</strong></td>
<td><strong>6,272,710</strong></td>
</tr>
<tr>
<td>71.</td>
<td>University of Hawaii, Manoa</td>
<td>40,574</td>
</tr>
<tr>
<td>72.</td>
<td>Louisiana State University</td>
<td>40,114</td>
</tr>
<tr>
<td>73.</td>
<td>University of California, Santa Barbara</td>
<td>39,227</td>
</tr>
<tr>
<td>74.</td>
<td>Virginia Polytechnic Institute and State University</td>
<td>38,597</td>
</tr>
<tr>
<td>75.</td>
<td>North Carolina State University, Raleigh</td>
<td>37,783</td>
</tr>
<tr>
<td>76.</td>
<td>Georgetown University, DC</td>
<td>37,351</td>
</tr>
<tr>
<td>77.</td>
<td>CUNY Mt. Sinai School of Medicine, NY</td>
<td>37,233</td>
</tr>
<tr>
<td>78.</td>
<td>University of Maryland, Baltimore Professional</td>
<td></td>
</tr>
<tr>
<td></td>
<td>schools</td>
<td></td>
</tr>
<tr>
<td>79.</td>
<td>Rutgers University, NJ</td>
<td>35,896</td>
</tr>
<tr>
<td>80.</td>
<td>Brown University, RI</td>
<td>34,506</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 80 institutions</strong></td>
<td><strong>6,649,961</strong></td>
</tr>
<tr>
<td>81.</td>
<td>Virginia Commonwealth University</td>
<td>30,078</td>
</tr>
<tr>
<td>82.</td>
<td>University of Texas Health Science Center,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Houston</td>
<td>29,500</td>
</tr>
<tr>
<td>83.</td>
<td>University of Texas Health Science Center,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>San Antonio</td>
<td>29,324</td>
</tr>
<tr>
<td>84.</td>
<td>University of Texas M.D. Anderson Cancer Center</td>
<td>28,992</td>
</tr>
<tr>
<td>85.</td>
<td>Iowa State University</td>
<td>28,895</td>
</tr>
<tr>
<td>86.</td>
<td>University of Vermont and State Agriculture College</td>
<td>28,535</td>
</tr>
<tr>
<td>87.</td>
<td>Wake Forest University, NC</td>
<td>28,511</td>
</tr>
<tr>
<td>88.</td>
<td>Wayne State University, MI</td>
<td>28,167</td>
</tr>
<tr>
<td>89.</td>
<td>University of Medicine and Dentistry of New Jersey.</td>
<td>27,983</td>
</tr>
<tr>
<td>90.</td>
<td>Dartmouth College, NH</td>
<td>27,222</td>
</tr>
<tr>
<td></td>
<td><strong>Total, top 90 institutions</strong></td>
<td><strong>6,937,168</strong></td>
</tr>
<tr>
<td>91.</td>
<td>University of Kentucky</td>
<td>27,010</td>
</tr>
<tr>
<td>92.</td>
<td>University of Alaska, Fairbanks</td>
<td>26,659</td>
</tr>
<tr>
<td>93.</td>
<td>University of Dayton, OH</td>
<td>26,650</td>
</tr>
<tr>
<td>94.</td>
<td>University of South Florida</td>
<td>26,576</td>
</tr>
</tbody>
</table>
### Appendix B—The Top 100 Institutions Ranked by Amount of Federal R&D Funding Received

<table>
<thead>
<tr>
<th>Rank</th>
<th>Institution</th>
<th>Dollars (in thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.</td>
<td>University of Kansas</td>
<td>26,420</td>
</tr>
<tr>
<td>96.</td>
<td>University of Nebraska, Lincoln</td>
<td>25,803</td>
</tr>
<tr>
<td>97.</td>
<td>Temple University, PA</td>
<td>25,232</td>
</tr>
<tr>
<td>98.</td>
<td>George Washington University, DC</td>
<td>25,220</td>
</tr>
<tr>
<td>99.</td>
<td>Florida State University</td>
<td>24,897</td>
</tr>
<tr>
<td>100.</td>
<td>Oregon Health Sciences University</td>
<td>24,162</td>
</tr>
</tbody>
</table>

Total, top 100 institutions: 7,195,797
Total, all other sampled institutions: 1,354,669
Total, all institutions: 8,550,466

**NOTE:** The Johns Hopkins University total does not include $422 million for the Applied Physics Laboratory. Also, 95 of the 100 institutions in the fiscal year 1989 top 100 were also in the fiscal year 1988 list. The concentration/dispersion of funding is identical in the 2 years.

APPENDIX C
Funding Allocation in Six Federal Research Agencies

National Institutes of Health

The primary review bodies for grant applications at the National Institutes of Health (NIH) are the study sections, of which there are over 90. Initially, all proposals go to the Division of Research Grants (DRG), which assigns each to a study section for an initial review and an institute for second level review. A grantee can request, but not designate, an institute; an institute can request that a grant be directed its way, but DRG has the right to overrule that request. Grant applications are classified according to type, such as new, competing continuation (renewal), and supplemental applications, and according to activities, such as regular research projects, conferences, centers, and fellowships. Last year DRG received over 30,000 applications.

Biennially each institute provides DRG with referral guidelines. The referral guidelines for all institutes are circulated and overlaps noted and negotiated through memoranda of understanding. Overlaps can usually be resolved in this manner. Most often, the issue then goes to the institute directors involved for a final decision. Grants in the areas of dispute can be assigned primarily and secondarily to the participating institutes or there may be a decision to send the grant to more than one institute for dual finding.

Study sections meet several times a year to review applications. Each proposal is discussed individually and recommendations are determined by majority vote of the members. If the application is recommended for approval, each member votes privately, assigning a priority rating from one for outstanding to five for acceptable. A priority score for an application is determined by averaging the individual ratings and multiplying by 100. To deal with the diversity of rating behavior among study sections and because of priority score “creep” (a tendency for scores to get better as reviewers realize that only the very best scores will allow a proposal to be funded), a percentile rank is now calculated for each score. The percentile represents the relative position or rank of each priority score among the scores assigned by the study section at its last three meetings. The lower the numerical value of the priority score or percentile, the better the application. Funding units designate an approximate percentile “pay-line,” a priority score below which applications will not be funded.

After a grant has been through review by the study section, it enters a second level of review by the statutorily mandated National Advisory Council or Board of the institute. The councils and boards are comprised of scientists and lay representatives. They consider the percentiles assigned by the study sections and review grants for their relevancy to the institute’s programs and priorities. Councils can choose not to concur with a study section approval based on program or policy considerations. However, they cannot reverse a disapproval action when their decision is based on scientific and technical merit only.

The award rate is the proportion of applications recommended for approval that are actually funded. In 1989, the overall award rate at NIH was 29.4 percent. The success rate is the proportion of reviewed applications that are actually awarded. In 1989, the overall success rate was 27.5 percent. In 1990, the award rate was 33 percent for competing renewals at the National Institute of General Medical Sciences (NIGMS), 14 percent for new applications, and between 12 and 15 percent for first-time applications. NIGMS budgets minority and training programs separately, thereby removing them from the same level of competition for limited resources (although each program is competitive in its own right).

At NIGMS, nearly 3,000 grant proposals are received each year. DRG study sections review the grants for scientific merit and amount requested. They then send their recommendations to the council for concurrence. Most often the council will approve blocks of grants. If rejected applicants wish to appeal they can submit rebuttals. In this case, NIGMS staff then submit their reply with the rebuttal to council. They can either support the study section decision or the rebuttal. More often than not, the council will concur with staff.

There has been a perception that the workload requirements associated with membership on study sections are an impediment for recruiting members. A 1989 review of study section workload showed that the average workload had actually gone down between 1980 and 1988, in part, because more study sections had been formed. In 1980, there were about 70 study sections. In 1988, there were 90. Still, the average study section member spends 45 days each year preparing for and attending meetings. This does not include site visits or mail reviews. The average tenure of service is 4 years. The NIH peer review system has been criticized for repeatedly using the same individuals on study sections. In fact, only 13 percent of reviewers are reappointed.

Some managers feel the payline has become inflexible and creates too much of a focal point for micromanage-

\[1\text{This appendix is based on OTA interviews, spring-summer 1990.}\]
ment. For example, if a program chooses to go below the payline and fund an exceptional grant, rejected applicants who came in above the payline have been known to request intervention by their representatives in Congress. The program and the institute must then respond to congressional inquiries and justify their decision. Some managers feel that this creates a disincentive for program managers to ignore the payline occasionally when considering innovative research. Some policies have been created to allow flexibility around the payline to fund young investigators and other groups.

However, every institute has an exception process for funding. Generally about 10 percent of the research budget can be used for exceptions or for applications below the payline that are cutting edge and, in the eyes of staff, deserve to be funded because of high program relevance. At the National Cancer Institute, for example, each division takes its exceptions to the director, where they are put in priority order and then compete for institute resources with the executive committee as final arbiter.

**Department of Defense**

The Department of Defense (DOD) solicits proposals through Broad Agency Announcements, which detail the interests of the services, the Defense Advanced Research Projects Agency (DARPA), or the Strategic Defense Initiative Organization (SDIO) research program. Program managers are allowed much latitude in funding decisions, and their performance is judged by the impact of the research program on issues of defense interest. External peer review may be used, but only in an advisory capacity. In general, inhouse review will suffice and laboratory personnel are often integral to this review process.

**Army**

Of the 6.1, 6.2, and 6.3A budget categories, the Army distributed 15 percent to basic research (6.1), 46 percent to applied research (6.2), and 39 percent in the early stages of development (6.3A). Within the 6.1 budget (fiscal year 1989), the Army laboratories received 68 percent, extramural single principal investigator grants accounted for 21 percent, Centers of Excellence encompassed 6 percent, and inhouse laboratory independent research received the final 5 percent.

Within the Army, the 6.1 budget is disbursed by the Army Research Office (ARO), Medical Commands, and institutes such as the Army Research Institute for the Behavioral and Social Sciences. In addition, each laboratory, institute, or center has its own 6.1 monies. Through the tri-service University Research Initiative program, the Army also sponsors 12 centers in 10 research areas. In addition, the Army sponsors seven of its own Centers of Excellence.

Army Research Office—Until 1985, ARO did not solicit proposals directly. ARO has a tradition of supporting single investigators over long periods of time. ARO feels that this stable funding environment produces highly creative research, both because the investigator has more time to devote to research and because stable funds are sought by the scientific community, and so competition is fierce.

Medical Research and Development Command (MR&DC)—Medical research needs are addressed by the nine laboratories of MR&DC and monies are allocated between them. The largest, with 90 percent of the technology base funds, is the Walter Reed Medical Center. Walter Reed employs 1,100 scientists of which 600 are in the Institute for Research. About one-half are uniformed and the other one-half are civilian.

Army Research Institute for the Behavioral and Social Sciences—Research proposals are reviewed by the Basic Research Office (BRO), the laboratories, and often external reviewers. They are rated on five factors: 1) scientific significance, 2) potential Army relevance, 3) technical merit, 4) quality of executing personnel, and 5) cost realism. Contracts and grants are awarded on the basis of this inhouse, and partially external, review. Also, an inhouse review committee will examine annually all of the contracts and grants awarded in each program area. Universities receive 80 to 90 percent of the available grant and contract funds from BRO. Profitmaking corporations receive another 10 to 15 percent and nonprofits receive the remaining 2 to 5 percent.

Laboratories—Research laboratories operate primarily on 6.2 and 6.3 funds, but 6.1 monies makeup a small proportion of the funding. Funds are distributed to research groups through inhouse budgeting. Contracts are awarded at program manager discretion after substantial scientific review by inhouse personnel.¹

**Navy**

Almost all Navy basic research money is disbursed by the Office of Naval Research (ONR), although many of the larger laboratories also have small 6.1 budgets to support basic research. As part of the Navy’s investment strategy for research, ONR stresses that, while spending 60 percent of their funds on “evolutionary” research and 25 percent on research that is “closely associated with

---

²Note that the University Research Initiative (URI) funds are not included in these figures since URI is now funded by the Office of the Secretary of Defense.

transition to the fleet,” 15 percent of the funds are allocated to high-risk, but potentially high-payoff research. ONR also seeks to leverage funds from other departments and industry to boost research in its programs in civilian laboratory settings.

ONR divides its efforts into ‘core’ and ‘accelerated’ research initiatives. Core initiatives build on previous efforts with slight modifications in levels of funding from year to year. Two percent of the research program is set aside for core enhancements. Each directorate will compete annually for enhancement funds and will often solicit external reviewers. Accelerated Research Initiatives (ARIs) provide increased levels of support over 3 to 7 years. The average funding is about $1 to $2 million per year, and about 6 percent of the current research program is set aside for new ARIs. Directorate also compete annually for funding for their proposed ARIs and, as with core enhancements, will solicit both inhouse and external reviews. The core program represents about 70 percent of the total Navy research program and ARIs total about 30 percent.

Air Force

Before 1974, inhouse laboratories controlled the 6.1 monies for the Air Force. However, in 1974, the Air Force consolidated the direction of the 6.1 monies into one unit, the Air Force Office of Scientific Research (AFOSR). Each laboratory still has a portion of 6.1 monies, but the bulk are distributed by AFOSR. The laboratories compete for these funds along with universities and other performers.

New initiatives are usually begun with funds designated for new starts ($10 million in fiscal year 1990). Eighteen months before the start of a fiscal year, the program managers propose new initiatives. The seven directorates then compete for the funds. Each directorate is asked to bid for twice their “fair share” (or one-seventh) of the funds set aside. An extensive inhouse review process determines the awarding of funds. Eight to 10 projects are awarded at about $1 million each. AFOSR requires that at least 15 percent of the research portfolio for a directorate changes composition every year.

AFOSR had about 1,200 grants and contracts in fiscal year 1990 (about 900 grants and 300 contracts). Roughly 500 projects are initiated in a year, with an average duration of 2 to 3 years. AFOSR works with close to 220 universities, which receive over one-half of AFOSR funding. Laboratories receive 30 percent of AFOSR funds.

DARPA and SDIO

Project managers are primarily responsible for the selection of contract and grant awards, and usually conduct inhouse reviews of proposals. DARPA does very little contracting itself. ONR, AFOSR, ARO, or other parts of DOD will administer the grant, often because the service is the ‘customer’ for the project and will benefit from its results. This close working relationship of DARPA and SDIO with other parts of DOD facilitates the technology transfer of the project findings.

Although program managers determine the specific goals of a project, the development of these goals through the letting of contracts and grants is left to the agent in ONR, AFOSR, ARO, or some other part of DOD. (Examples of specific goals include development of a particular kind of focusing mirror or more efficient laser using a particular kind of technology.) Managers use whatever selection mechanism they normally use for grants and contracts.

National Aeronautics and Space Administration

Office of Space Science and Applications

The Office of Space Science and Applications has two primary means of soliciting research/contract proposals. Announcements of Opportunity (AOs) are solicited and awarded over the associate administrator’s signature. They usually call for hardware and experiments for an upcoming flight mission, and are funded via contracts. They represent one-of-a-kind opportunities with substantial monetary commitment. The AO is also the primary means of selecting the team of scientists for a mission. These scientists will not necessarily work together, but their combined efforts will set the schedule for the mission.

An AO will state the criteria and the procedure for selecting successful candidates. Usually, each proposal will be reviewed by panels of peers to judge scientific merit. Further review by National Aeronautics and Space Administration (NASA) staff will weigh feasibility, management issues, and relevance to the mission. NASA also keeps the prerogative of splitting up a proposal to fund only part of it and of joining two or more investigative teams together. The division will then rank the proposals. The final decision is left to the associate administrator, as advised by the division. An oversight committee, chaired by the assistant associate administrator, checks the selection criteria for adherence to proper procedures and adequacy of documentation of the review process. In descending order of importance, NASA

4One cannot compare directly funding allocation between universities and laboratories, because university funds reflect roughly the full cost, including investigator salaries whereas laboratory scientist salaries are funded through another budget line.
acknowledges the following criteria to rank proposals: 1) scientific merit, 2) relevance to the goals of the mission, 3) adequacy of the research methods, 4) feasibility within logistical constraints, 5) competence and experience of the investigators, and 6) fiscal and other support by the investigator’s institution.

Research Announcements (RAs) are released under the signature of the associate administrator with the division director as the selecting official. They are more modest in scope than an AO, and more specific in focus. Taken together, however, the RAs cover a broader range of topics. In some divisions, RAs solicit “guest” observers, who will use an apparatus after the original investigator’s share of the time is up. Theory, archival research, and other disciplinary areas are also supported with RAs. Like an AO, RAs state what selection criteria and which procedure will be used to make awards. Funding is primarily through grants. This procedure is usually very similar to the one described for an AO.

In addition to AOs and RAs, NASA employs other funding mechanisms. For example, unsolicited proposals are encouraged. They are submitted to a peer review process that is very similar to the procedure outlined above for AOs. Also, discretionary money is available to the division director, which represents a small portion (often nearly 10 percent) of the research monies and is disbursed by a less formal procedure (sometimes with only internal review) for projects of higher risk or for specific needs not addressed through other selection methods. Discretionary money is also available to the program manager. It is often allocated for the use of old equipment and flight time on NASA planes, and for technology development in preparation for new mission proposals.

Each division has its own method of proposal review. In general, however, for every proposal for funds, the program managers select the peer reviewers. (Life Sciences contracts with the American Institute for Biological Sciences (AIBS) to provide all peer review panels for their solicited and unsolicited proposals. AIBS has similar contracts with other agencies and it provides a “back room” check on duplication of funding.) For a small ($100,000 to $200,000) grant, four to five reviews are solicited. For larger proposals, as many as eight may be requested. The reviews judge scientific merit and technical feasibility. Program relevance and all other factors are judged by the program manager. It is generally recognized that university reviewers give the most conservative reviews and this type of factor is taken into account.

Each proposal is graded from A to E. (At AIBS, each reviewer also gives a rating of how competent he or she is to judge the science contained in the proposal.) If a proposal receives four reviews with ratings equivalent to four As, or two Bs and two As, it will generally get funded. Anything below four Cs would have to be defended forcefully within the division. However, among the group of high scoring proposals, it is up to the program manager to pick and choose to best satisfy his or her programmatic goals. Occasionally, there is concern over what proportion of the money should go to universities and the rest to NASA laboratories and private think tanks.

Office of Aeronautics, Exploration and Technology (OAET)

In OAET headquarters and in its laboratories, there is less reliance on AOs and RAs and more use of Requests for Proposals (RFPs). All proposal review for OAET is done inhouse. Most of the small aeronautics research grants that do not involve “cutting metal” are performed by the three laboratories (Ames, Langley, and Lewis) that operate with primarily OAET aeronautical research funds; space technology research is performed throughout the centers. If the contract is large, it will be farmed out (primarily) to industry and a laboratory will oversee the contract. The laboratories produce specifications, ask for bidders, and then negotiate procurement. Roughly 50 percent of the total research and development funds in OAET stays in the laboratories, 30 percent goes to industry, and 20 percent to universities.

Department of Energy

The Department of Energy’s (DOE) Office of Energy Research uses many of the same proposal review techniques as NASA and the offices of scientific research within DOD, with peer or inhouse review for scientific merit and final judgment by the program manager. However, all individual investigator proposals are solicited through Broad Agency Announcements.

The majority of basic “research funds at DOE (two-thirds of the Office of Energy Research budget, for instance) are given to the laboratories. These expenditures are estimated for the budget request for DOE and are derived through an iterative process with DOE headquarters. In the defense portion of DOE, almost all of the research is done in intramural laboratories. The money is competed among them, using mostly inhouse review.

In the Conservation and Renewable Office and in many of the other applied research offices, research money is often allocated with an industrial cosponsor. Contracts, grants, and cooperative agreements are all used. The evaluation of industry contracts is regulated by Federal law and is similar to that used by DOD and NASA. For individual investigator and university grants, peer review for scientific merit generally occurs. Inhouse review is used, at the very least, to allocate monies.
National Science Foundation

Proposals are received by the Division of Administrative Services and are assigned to the appropriate National Science Foundation (NSF) program for evaluation. Most proposals are unsolicited, though a few are in response to specific Announcements or RFPs. The applications are then reviewed by the relevant program officer and sent out for peer review. Proposers and reviewers are invited to suggest reviewers. The program officer may convene a panel (ad hoc or standing) to review proposals or can rely on mail reviews, or both. The program officer can solicit advice from advisory committees, review panels, or site visits before recommending final action. Recommendations are then sent to division directors for review and approval.

Proposals are funded on the basis of demonstrated research performer competence, intrinsic merit of the research, utility or relevance of the research, and the effect of the research on the infrastructure of science and engineering. The success rate for the agency, overall, is about 30 percent, but is as low as 14 percent in some areas, such as decision, risk and management sciences.

The program officer has a fair amount of discretion in making awards recommendations. Typically, after receiving the reviews on all proposals (some programs process grants on a continuous basis, relying on mail review rather than panels), the manager will sit down with the reviews and the program budget, evaluate the area of science each proposal encompasses, consider how much money the investigator is getting from other sources, and then make the difficult allocation decisions.

Many program officers said they tend to give new investigators a break. Others said they like to help out smaller colleges. There is a specific program announcement called “Research in Undergraduate Institutions” that encourages proposals from non-doctoral departments at institutions that produced 20 or fewer Ph.D.s in science and engineering in the 2 years preceding the proposal. Targets are set for the amounts NSF funds each year in this area, and divisions must ensure that minimums are met. In some cases, a proposal might be consistent with areas deemed of high priority, but would not fare well in disciplinary program competitions.

This is a point in the process where the program officer can also participate in the agency goal of increasing awards to women and minorities. Most program managers interviewed considered this an important goal and make their best effort to fulfill it. However, it has created a new dilemma. Money given to young investigators, women, or minorities comes out of a pool that would normally be given to the highest scoring proposals, which may come from older, established scientists with lofty track records. Program managers have to make the difficult decision of denying grants to, or cutting the budgets of, known performers in order to create a more equitable allocation of funds. The increasing number of applications, stable funding, and the process of reviewing grants have strained the system, say some managers. The safeguards built into peer review consume a great deal of staff time.

Forty percent of the scientific and technical staff of NSF is comprised of rotators on temporary assignment, normally of 1 to 3 years duration. They bring direct knowledge of forefront research to the grants process. Many interviewees feel that this prevents NSF from becoming an entrenched, out-of-touch bureaucracy. Rotating staff, however, can disrupt continuity in certain research areas, as new grants managers have the potential influence to shift the focus of research every few years.

Department of Agriculture

Agricultural Research Service (ARS)

The proposal process at ARS is unique. It is essentially a negotiation process between National Program Staff (NPS) and ARS scientists. ARS scientists work with their regional directors to send ideas up to NPS program leaders. Meanwhile, NPS sets out its budget priorities. Once the administrator approves the plan for the upcoming year, proposals are sent forward to NPS staff. If NPS staff want to fund a project, they send the proposal out for external review. Proposals are only sent out for review after the decision has been made to fund them. The reviewers are not asked whether the project should be funded, but how to improve the technical quality of the research. This places an enormous amount of power in the hands of NPS.

Obviously, there is room for criticism of this system of ex post peer review. In 1986, the ARS administrator asked the Board on Agriculture of the National Research Council (NRC) to examine the project peer review system, assess its effectiveness, and recommend possible improvements. NRC found a lack of agreement and understanding among ARS staff regarding the purpose, use, and effect of the system. There also seemed to be inadequate understanding within ARS as to how the administrator balances and optimizes the dual objectives

6A forthcoming General Accounting Office report on peer review procedures found no evidence of sloppy practices at the National Science Foundation. Concerns were raised, however, about review processes at other agencies, especially the Department of Energy and the National Oceanic and Atmospheric Administration. See David P. Hamilton, “NSF Off the Hook,” Science, vol. 251, Feb. 15, 1991, p. 733.
of scientific excellence and mission relevance, and how project peer review is used in the context of these objectives.

Recently, NSF changed its rules to allow ARS principal investigators to apply to NSF for grants. This can be done only when ARS investigators are affiliated with a university that becomes the primary recipient of the grant. ARS scientists also apply directly for other sources of outside funding support to supplement ongoing research. Most ARS scientists will apply for other grants to support postdoctorates or graduate students.

One might ask what motivates the ARS scientist. A government salary and the system of getting project money is noncompetitive. The annual performance evaluation motivates the ARS scientist to propose good projects and perform well. In ARS, it is the scientist that is peer reviewed, not the research. ARS uses a system comparable to tenure review whereby a scientist is scored by peers on the level and quality of his or her research. The scores determine GS level. If an individual is found to be slipping, that is, not contributing to the advancement of the field in a manner demonstrated in the past, he or she can be demoted.

**Cooperative State Research Service (CSRS)**

Special Grants—The scientific agenda and budget for special grants are often specified in the agriculture appropriation bill. When given discretion over the awards process, CSRS often institutes open competition with peer review for scientific merit. Otherwise the research agenda is negotiated with the participating institution. Within these institutions, there may be competition for money (run by the institution itself), but it is often decided informally.

Competitive Research Grants—The Competitive Research Grants Office (CRGO) allocates funds with peer review mechanisms that are very similar to those at NIH and NSF. Review panels, chosen by the program manager and associate program manager, judge the scientific merit of proposals and their relevance to the purpose of the grant program to rank order them. Proposals are funded in order until the program runs out of money, and proposals are rarely pulled out of rank.

A new, congressionally mandated experiment at CRGO limited indirect costs in research grants to 25 percent in fiscal year 1990 and 14 percent in fiscal year 1991. The U.S. Department of Agriculture implemented this policy in fiscal year 1990 and proposals are now negotiated under the new terms. Program managers projected that this ceiling would be useful in fiscal year 1990 (optimistic estimates said that it would save $3.5 million to be disbursed to other researchers). After the first few years, universities and other organizations are expected to bill directly for laboratory space and other items usually claimed under indirect costs, thereby recouping the funds.

**Forest Service**

Research Work Unit Descriptions (RWUDs), written by research groups within Forest Service research centers, charter work in a particular problem area. They usually prescribe a plan for a 5-year duration and often will build directly on previous work. Staffing needs are directly related to the RWUD. The station director has a large amount of discretion to choose projects at the RWU level, but the RWUDs are reviewed inhouse in the Washington office to provide balance in a nationally coordinated program.
APPENDIX D

Academic and Basic Research Decisionmaking in Other Countries

Compared to the United States, other countries have implemented vastly different organizational structures for their research systems. OTA has surveyed research decisionmaking practices in nine countries, including the United Kingdom, the Federal Republic of Germany, France, Japan, the Netherlands, Sweden, Canada, Australia, and India. It is clear that the institutional structures of policymaking and funding are critical determinants of the way in which governments support basic research, and provide a powerful context to which any new methods of selection of basic research must be adapted. The reasons for this influence are at least twofold.

First, institutional structures strongly reflect the particular political, economic, and, more generally, cultural history of a country. While there may be certain universality in science, this does not carry over to science policy. Thus, it is essential for any comparative study of international science policies to place them in the context of national culture.

A striking example of these contexts is the heterogeneity of different national research systems. As Ziman noted in the United Kingdom and the United States, the academic department—"...a multi functional organizational entity responsible for all teaching, research and other activities in a broadly defined scientific discipline..."—is the predominant form of scientific organization. In contrast, France with its Centre National de la Recherche Scientifique laboratories and Germany with its Max Planck Institutes have research institutes, staffed by full-time researchers working in a designated problem or disciplinary area, as the most common model of research organization.

Second, decisionmaking structures themselves reflect in part previous processes of selection of basic research. Some claim, for example, that:

...the Big Sciences such as high-energy physics and astronomy, which were funded generously in the past are now, as a result, well represented on decision-making bodies. There has, therefore, been a tendency for early established sets of priorities and research interests to become "frozen in" the decisionmaking structure.

In this section, the research systems in nine countries will be highlighted and their priority-setting mechanisms examined (see table D-1 for a summary). Unfortunately the only comparable figures on the funding of research are aggregated with development. Figure D-1 shows the United States, West Germany, and Japan with comparable total research and development (R&D) funding levels as a percent of GNP, but West Germany and Japan at much higher levels for nondefense R&D. The United Kingdom and France spend less on R&D in both categories. For ease of comparison to the United States, the focus of this appendix will be on academic research, the bulk of which is carried out in the national universities of each country. Some generalizations about methods of priority setting will be drawn first between the nine foreign countries studied, and then applications to the U.S. research system will be discussed.

United Kingdom

Three main themes run through the United Kingdom’s government support of civilian academic science: the importance of maintaining and enhancing quality in science, increasing the economic and social returns from science, and better management through greater concentration and selectivity of science activities. Strenuous efforts have been made to introduce new policies to achieve those objectives.

The government reviews its R&D funding annually, but there is no overall R&D budget. The system is highly decentralized and each academic department determines its own R&D programs in the light of its own policy objectives and priorities. Recent decisions to exclude the public funding of near-market research led to some

---


2 "Institutional structures" refer to the bodies—often administrative agencies, advisory councils, and review panels—that implement policies for priority setting and funding in science.


5 Except in Canada, where research is conducted in provincial universities.
Table D-1—Recent Approaches to More Selective Support of Basic Research

<table>
<thead>
<tr>
<th>Country/agency</th>
<th>Steering device</th>
<th>Method</th>
<th>Decisionmakers</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UK</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UFC</td>
<td>Selective core</td>
<td>NA</td>
<td>NA</td>
<td>Government appointed</td>
</tr>
<tr>
<td></td>
<td>funding to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>universities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABRC</td>
<td>Interdisciplinary Research Centers (1988)</td>
<td>Submissions and internal discussion</td>
<td>Panels</td>
<td></td>
</tr>
<tr>
<td>SERC</td>
<td>Directorates (7 years) and Program (5 years)</td>
<td>Internal discussion</td>
<td>Council (peers and users)</td>
<td>Appointed</td>
</tr>
<tr>
<td>ESRC</td>
<td>Centres (5-15 years)</td>
<td>Internal discussion</td>
<td>Council (peers and users)</td>
<td>Appointed</td>
</tr>
<tr>
<td><strong>FRG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DFG</td>
<td>Priority programs</td>
<td>Bottom-up discussion</td>
<td>Researchers</td>
<td>Elected</td>
</tr>
<tr>
<td>MPG</td>
<td>Priority research areas institutes</td>
<td>Bottom-up discussion</td>
<td>Researchers</td>
<td>Elected</td>
</tr>
<tr>
<td><strong>France</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRT</td>
<td>Programmed mobilisateurs</td>
<td>Identification of generic technologies</td>
<td>CPE and department officials</td>
<td></td>
</tr>
<tr>
<td>CNRS</td>
<td>Annual strategic plans</td>
<td>Identification of leading researchers</td>
<td>Council peers and department officials</td>
<td>Elected and appointed</td>
</tr>
<tr>
<td><strong>Japan</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monbusho</td>
<td>Priority research areas (3-6 years)</td>
<td>Identification of areas of strong scientific opportunity and social need</td>
<td>Monbusho Science Council</td>
<td>Appointed</td>
</tr>
<tr>
<td></td>
<td>Specially promoted research (5 years)</td>
<td>Selection of 2 key fields and program leader</td>
<td>Science Council</td>
<td>Appointed</td>
</tr>
<tr>
<td><strong>Netherlands</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MES</td>
<td>Conditional funding of university research</td>
<td>NA</td>
<td>NA</td>
<td>Appointed</td>
</tr>
<tr>
<td>NWO</td>
<td>Second flow funding</td>
<td>Identification of future needs and priorities</td>
<td>RAWB (appointed) and NWO</td>
<td>Elected</td>
</tr>
<tr>
<td><strong>Sweden</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cabinet</td>
<td>Research policy bill</td>
<td>Wide consultation, symposia, reports over 2 years; and government departments, scientific societies, researchers providing</td>
<td>Effective consensus</td>
<td>NA</td>
</tr>
<tr>
<td>NFR</td>
<td>Consortia</td>
<td>Invitations to consortium of university departments to propose interdisciplinary programs</td>
<td>Council (appointed and elected)</td>
<td>Appointed and elected</td>
</tr>
<tr>
<td>FRN</td>
<td>Priority fields</td>
<td>Identification of societal problem, then elaboration of research needs and opportunities</td>
<td>Council and committees (research and users)</td>
<td>Appointed and elected</td>
</tr>
<tr>
<td><strong>Canada</strong></td>
<td>Decision framework for science and technology</td>
<td>Computation of agencies' research priorities, identifying strengths and gaps</td>
<td>ISTC</td>
<td>NA</td>
</tr>
</tbody>
</table>

transitory increase in funds for research. However, the funding outlook has now dimmed.⁶

The major source of funds for academic research is the Department of Education and Science (DES). It provides general support for university teaching and research through the Universities Funding Council (UFC) and five research councils, in what is commonly referred to as the "science budget. The DES-supported research councils provide funds on a competitive basis to university researchers and in most cases maintain their own research centers. The research councils have a high degree of autonomy in establishing their own priorities and procedures. The Advisory Board of the Research Councils (ABRC) also plays an important role in advising DES on the overall budget and on the allocations to the five councils.

---

Recently UFC introduced a system of ranking academic departments on their research capability as part of the determination of support. General University Funds are distributed by UFC, one component of which is for the support of research, though universities may use these funds for education as well. Since 1986, the formula to determine how much should be given to a department favors those institutions judged to have high-quality research. In 1989, UFC further ranked departments within universities on a scale of 1 to 5. The criteria used to determine ratings were: 1) publications, 2) success in obtaining research grants and support for students, 3) success in obtaining research contracts, and 4) the professional judgment of advisory group and panel members. There is considerable debate on the efficiency of this approach.\(^7\)

ABRC has also initiated or encouraged a number of new procedures in the allocation of support for academic research. The first has been to increase the proportion of funding flowing to “directed programs” which have increased from 19 to 32 percent of the councils’ grants since 1980. These are designed to help coherent programs of research in selected areas or to stimulate research in fields judged to require more effort in the national interest. The second initiative has been to increase the proportion of program grants, as opposed to project grants, from 15 percent in 1980 to 20 percent in 1989. Program grants are generally larger, support a bigger team of researchers, and last for a longer period (5 years) than project grants. Thirdly, in 1985, it recommended a set of six criteria to be adopted by the research councils in determining funding (excellence, applicability, timeliness, pervasiveness, sig-


\(^8\)See Peter Aldhous, “University Funding Plan Collapses in Chaos,” *Nature*, vol. 348, Nov. 1, 1990, p. 3.
Appendix D—Academic and Basic Research Decisionmaking in Other Countries

Figure D-1—R&D Expenditures as a Percent of Gross National Product, by Country

<table>
<thead>
<tr>
<th>Country</th>
<th>Total R&amp;D expenditures</th>
<th>Nondefense R&amp;D expenditures</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRG (Federal Republic of Germany)</td>
<td>2.8 - 2.9</td>
<td>2.6 - 2.7</td>
</tr>
<tr>
<td>United States</td>
<td>2.2 - 2.3</td>
<td>2.0 - 2.1</td>
</tr>
<tr>
<td>Japan</td>
<td>1.8 - 1.9</td>
<td>1.6 - 1.7</td>
</tr>
<tr>
<td>France</td>
<td>1.4 - 1.5</td>
<td>1.2 - 1.3</td>
</tr>
</tbody>
</table>

Year: 69 - 87

KEY: FRG = Federal Republic of Germany.


The most recent initiative, together with the research councils, UFC, and DES, has been the establishment of Interdisciplinary Research Centers (IRCs). Funded for 6 years, their objectives are: 1) greater concentration of research effort; 2) more interdisciplinary collaboration; 3) increased effort in areas of "strategic" science, i.e., important for economic progress; 4) stronger interface between strategic research in higher education and industry; 5) more positive and purposeful management of research within higher education; and 6) more effective collaboration between universities and the research councils in the deployment of research resources.

Thus, the general approach to academic research selection in the United Kingdom can be summarized by two statements: 1) there is an increasing degree of priority setting, the priorities emerging from interaction between peer review committees and various advisory bodies; and 2) there is a move to concentrate research resources by provision of larger and longer grants to programs and centers.

Federal Republic of Germany

In contrast to the United Kingdom, the most striking feature of German science policy is the indirect influence of government, which funds virtually all academic research but accords significant autonomy to research-performing and research-promoting institutions. The freedom of research is expressly established in the Federal German constitution. In this context, and that of a generous and growing budget for research, it is apparent that there is little expressed need for, and indeed some hostility to, notions of directed research or priority setting.

Research is performed primarily in three sets of institutions: the 50 universities, the 60 institutes of the Max Planck Gesellschaft (MPG), and the 13 national research centers. Decisionmaking about research project selection is largely made within the research institutions or by the Deutsche Forschungsgemeinschaft (DFG-the German Research Society).

DFG is the central, self-administering, academic research support organization (spanning basic, applied, and strategic research) in the Federal Republic of Germany. It receives its funds from the federal and state governments.
and as the primary source of “drittmittel”—the additional funds for research—it exerts influence on the profile of research. The function of DFG resembles that of the research councils in the United Kingdom. It is organizationally independent of government, but financially dependent on it. It is a scientific society whose membership includes the universities, other research institutions such as the Max Planck institutes, seven of the national research centers, and prominent scientific associations. The president and senate are elected, as are the approximately 400 expert consultants who hold office for 3 years, to provide expert peer review.

DFG shapes the profile of German academic science from the bottom up, augmenting government funding of salaries, instrumentation, facilities, and MPG initiatives. The resistance to direction of research by DFG is clear: “DFG officials are determined that targeted funds should not exceed 10% of overall expenditure since this might give rise to renewed alarm about academic autonomy and flexibility.”

The functions of MPG are to undertake research in areas of particular importance, newly emerging areas, or where a concentration of effort is required. Its legal status is that of a private nonprofit organization despite most of its finance coming from the government. Proposals for new institutes are received each year and undergo an extensive evaluation process. Judgments are made by the MPG senate on scientific merit, fruitfulness, appropriateness to MPG (as opposed to universities), and the availability of an outstanding scientist to fill the position of leader. Once established, an institute is subject to review every 2 years by a visiting committee and every 7 years by a prestigious panel of overseas experts. Occasionally an institute is closed.

The national research centers were established as essentially big science institutes in fields such as nuclear, aviation, and space research where a large concentration of very expensive infrastructure was necessary. Some of these centers are now facing the challenge of missions completed or no longer relevant, and are seeking new orientations.

OTA concludes that basic research selection in the Federal Republic of Germany rests essentially on bottom-up proposal pressure and peer review. Priority setting is used mainly to achieve concentrations of effort through cooperative teams or centers. The unification of the former German Democratic Republic and the Federal Republic of Germany may offer opportunities of international importance for research, but it is too soon to tell.

France

The French approach to decisionmaking for academic research, as for all areas of the economy and society, rests on a traditional commitment to centralized planning. In the area of research, the strong emphasis is on economic goals, and priority is given to industrial research.

The Ministry of Research and Technology is responsible for recommending and implementing government policies in the field of science and technology, and for determining priorities for research, with the advice of the Research and Technology Council. The performance of basic research occurs primarily in the Center National de la Recherche Scientifique (CNRS) laboratories located alongside the universities and within the universities, which receive core funding from the Ministry of National Education and CNRS. CNRS maintains its own laboratories, independent of universities. The French system relies on block grants to the laboratories and research groups, rather than specific project grants to individual researchers. But there is growing academic criticism of CNRS’s favored “inhouse” position as a research performer.

CNRS finances the entire range of academic research from the physical sciences to the humanities. Annual strategic plans are prepared, which rely as much on the identification of leading research individuals and groups as on promising areas of research. In addition, CNRS has conducted a range of prospective studies that feed into the planning process.

The French Government has recently mounted a major initiative to promote the strategic application of foresight and evaluation to the national research system. A National Research Evaluation Committee (CNER) was established in response to the government’s decision to institute the systematic periodical assessment of all research-performing institutions. This follows the experience of the National Evaluation Committee of the Universities, founded in 1985, which has assessed the research of 25 universities on a voluntary basis.

CNER is responsible for the evaluation of the organization and results of a national technological research and development policy. To achieve this goal, the committee ensures the periodic assessment of institutes, programs,
and incentives of all kinds financed from the civilian technological R&D budget.

In summary, there is a strong emphasis on planning and direction of research toward technological objectives in the French research system. The attempt is made within the universities to set basic research directions largely on the grounds of scientific excellence. However, within CNRS, scientific departments put forward proposals that are judged internally on grounds of merit and relationship to priority areas.

Japan

The dense population, a deep commitment to the values of the group, and the spiritual principles of Confucianism have produced a culture that emphasizes the values of harmony, respect, and decisionmaking by consensus, even if the process is protracted. These values permeate the decisionmaking structures and procedures with respect to science.

Within the government, the Prime Minister’s Office and its key policy body, the Council for Science and Technology (CST), exercises the highest level of control over the direction of scientific and technical research. Four main government agencies in Japan support and target R&D: the Science and Technology Agency (STA); the Ministry of Agriculture, Forestry, and Fisheries; the Ministry of Education, Science, and Culture (Monbusho); and the Ministry of International Trade and Industry (MITI).

STA is responsible for the overall coordination of science policy among the different ministries and agencies. It is also responsible for big science and includes research institutes to fill this function.

While STA is the agency primarily responsible for basic research, MITI has had considerable influence over research policy in Japan through its emphasis on applied R&D. MITI runs 16 national research laboratories and develops research programs with industry. These programs are most often in technological areas in which Japanese industry is considered to be weak, into which no single company would enter alone, or which are for the public good and not necessarily commercially valuable. While MITI is most involved in raising the technological level of Japanese industries, this is small compared with STA’s activities.

Monbusho is responsible for the promotion of research across all fields and for the national university system. In formulating policies, Monbusho consults its science council, consisting of 27 eminent scholars whose names are put forward by the academic societies but appointed by the Minister. In addition to general research funds for divisions of university faculty, construction, and equipment monies, Monbusho has a new program in which the Science Council chooses a research field for priority funding (generally two a year).

Thus, the essential process of research selection in Japan is through the time-honored mechanism of a committee of wise men. Priorities are established by this consensual process, involving varying degrees of interaction with an influence of academic researchers on the one hand and government officials on the other.

Netherlands

The Dutch are among the leaders in formulating science policy in Europe and have carried its implementation much further than many other countries. The major emphasis of science and technology policy has been on a more effective planning and linking of strategic and applied research to national economic and social needs.

The Minister for Education and Science has recently produced a discussion document, “Towards a Science Policy for the Nineties,” As a result, the government has once again decided to elevate science on the Dutch

15See Remi Barre, “Strategic processes and S&T Indicators: Towards a Key Role in R&D Management systems,” The Research System in Transition, S.E. Cozzenset al.(eds). (Dordrecht; Holland: Kluwer, 1990), pp. 227-239. For the past 2 years, the Center for Technology Forecasting and Assessment in the Ministere de la Recherche et de la Technologie, in conjunction with the Commission of the European Communities, has published an R&D Evaluation Newsletter, which reports the results of research evaluation efforts throughout the world. Stressing evaluation has not overly affected planning or resource allocation decisions.


17See Council for Science and Technology Policy Committee, Prime Minister’s Office, and Committee on Guidelines for Research Evaluation Basic View on Research Evaluation (Tokyo; Japan: 1986).


The scope for effective planning and political agenda. The three major objectives for the 1990s are: 1) establishment of a more effective scientific basis for key societal functions; 2) achievement of an important role of research in the process of internationalization; and 3) the well-balanced development and application of science and technology to economic, social, and cultural needs.

The independent Science Policy Council of the Netherlands (RAWB) is the central advisory body on science policy. It has had significant influence on priority setting and resource allocation through its reports on future needs and opportunities in particular fields. RAWB also undertakes assessments.

Basic research is performed essentially in the universities that are funded by the Ministry of Education and Science (which administers over one-half of the government R&D budget) and in the institutes established by the Netherlands Organization for Scientific Research (NWO). The latter also funds some research in universities.

Before the latter half of the 1970s, university research was largely considered in relation to educational policies, with particular emphasis placed on the close relationship between academic research and university teaching. Gradually there has been a shift in approach developed in the last decade or so, and academic research objectives are increasingly related to external economic and social requirements. The scope for effective planning and steering of the direction of university research in the context of science policy has been constrained in the past by the funding structures for university R&D. The Netherlands is now experimenting extensively with these structures and performance assessments.

A feature of policy in the last few years has been the move gradually to transfer responsibility for research from government departments to universities or to institutes operated by NWO. This represents one element in a developing strategy to reshape the existing national R&D system, which is widely seen as lacking the degree of integration and coherence that is needed if the country is to maintain an internationally competitive effort in key areas over the next decade.

In summary, the Dutch Government and universities have been particularly active over the past decade in reshaping their science and technology policy decision-making procedures and capabilities. While this effort has been directed to technology development, there has been some attention as well to methods of project selection for research. Experimentation with these methods has allowed new policy alternatives to emerge. In particular, these new methods allow more funds to be allocated on a competitive basis and in priority areas. The priorities are determined by traditional committee methods where scientific and government interests meet and negotiate from their own perspectives.

**Sweden**

There is a long tradition of extensive government involvement in decisionmaking in a range of research areas in Sweden, grounded in a lengthy process of consensus formation, planning, and evaluation. R&D has been strongly directed, particularly through the central establishment of priorities and funding levels every 3 years in a Government Research Policy Bill.

Policies are developed through an interactive process between funding agencies, departments with responsibility for R&D, and a group in the Cabinet Office, with overall responsibility vested in the latter. There is a strong bottom-up element in the decisionmaking process, which is set against the background of the Bill on Research. That this bill is programmed into the legislative process allows all the players to develop their initiatives in the period leading up to the consideration of the bill. Background studies, monitoring of overseas developments, and symposia that bring together representatives from academia, industry, and the government all form part of the process.

This extensive consultation and debate ensures that all interested parties have an opportunity to make their views known and that the community in general is committed to the areas and issues identified in the research bill. In the February 1990 bill, the priority areas were: 1) strengthening basic research in universities; and 2) increasing research in five target areas—environment, marine processes, public health, industrial safety, and cultural research.

Basic research, roughly one-quarter of Swedish R&D, is conducted almost entirely within universities—there is virtually no government research capacity. Three research councils play a major role in determining research areas and resource allocation: the Medical Research Council, the Natural Science Research Council, and Council for Research in the Humanities and Social Sciences. Each council has a large degree of autonomy. A fourth council, the Council for Planning and Coordination of Research, is not a “research council” per se. It assists in government research planning and coordination, public understanding and participation in this process, and the assessment of Swedish research capabilities.

Strong direction setting characterizes Swedish strategic research. Less direction is given to basic research, but its

---

priorities are affected through the connection to strategic initiatives. The 3-year research bill provides a strong framework for this connection.

Canada

Canadian science policy has been marked in the past decade by a high level of debate, conflict, and change. The major pressure for this change has been the heavy reliance of the Canadian economy on its resource-based industries and the recognition that such economies are becoming increasingly vulnerable and noncompetitive. Canada has a reputation for scientific excellence and long-established central government laboratories.

Canada is a federal system, with the special requirements for coordination that such a system implies. The higher education sector is funded almost entirely from taxes collected by the national government and allocated to the provincial governments.

There is a large set of advisory and decisionmaking bodies in the Canadian science and technology system. Three of the most important are: 1) the National Advisory Board on Science and Technology, which advises the Prime Minister on overall guidelines; 2) Industry, Science, and Technology Canada (ISTC), which coordinates industry and academic research; and 3) the Science Council of Canada (SCC), which provides independent advice on science and technology. SCC has been a long-time advocate of systematic research priority setting, and ISTC compiles the Decision Framework for Science and Technology, which requires departments and agencies responsible for R&D to prepare annual lists of priorities.

Nevertheless, while there has been a strong push toward linking research more effectively to national needs, this has been resisted in the case of basic research. The overall framework of planning thus far impinges only indirectly on basic research.

Australia

Australia is in many respects similar to Canada, with its federal structure and its drive to broaden and deepen the technological intensity of its predominantly agricultural and minerals-reliant economic base. There is also a long tradition of commitment to internationally excellent research, with a particularly strong government research capability.

In recent years Australia has developed a sectoral model of science policy, with major R&D funding and performing responsibilities spread across a number of major departments. To overcome problems of fragmentation, a Coordination Committee of Science and Technology, made up of senior officials of the departments, has been appointed. In addition, the Prime Minister receives advice from the Science Council—composed of ministers, industrialists, and a minority of scientists, and the Australia Science and Technology Council—composed of appointed academics and industrialists.

With nearly 70 percent of research in the public sector, there has been a considerable emphasis on restructuring to give greater priority to strategic research directed to medium- and long-term industrial needs. The universities, which are established under state legislation but funded by the federal government, are also under increasing pressure to serve national interests.

In Australia the principles and practice of priority setting have been effectively established for strategic and applied research. As in Canada, planning for basic research has met with a degree of resistance from researchers and universities, who have seen it as a challenge to their autonomy. Hence, priorities have been applied to basic research only to a modest extent.

India

Science and technology (S&T) in India has grown under strong and sustained political support. Even before India became independent in 1947, the national leaders had recognized the role of S&T in national development. Nehru’s vision of S&T came to be accepted as an instrument not only for industrial and economic development, but also for transforming a tradition-bound society into a progressive nation.

In line with the concept of socialism, the state continues to be a strong supporter of S&T, providing 80 percent of the funds for all R&D. It also shoulders the responsibility for directly guiding and planning the activities of an extensive network of S&T institutions. R&D activities are carried out by institutions that come under central and state government departments, industrial units, professional bodies, and by university-type structures. The

---


universities carry out research and provide human resources for research institutions.25

Though the basic orientation of national S&T policy has been, and still is, to treat S&T as an integral part of socioeconomic development, there have been several changes in organization and planning strategies over the years. For example, the Industrial Policy Resolution of 1948 allowed considerable scope for introducing foreign technology into the country, but had little influence on linking the imports with the indigenous S&T structure. Under this policy ethos, an extensive government-dominated research infrastructure emerged during the next 20 years, almost undisturbed by economic developments. Priorities in S&T were set by the leaders of science, but efforts at formulating policy instruments and plans to couple S&T capabilities with requirements of agriculture, industry, and other economic sectors were weak.

The Prime Minister of India has always been the minister-in-charge for S&T, with three advisory mechanisms at his or her disposal: the scientific adviser, the adviser for technology missions, and an independent 11-member Science Advisory Council. India’s planned approach for the development of S&T became part of the national planning exercise. The Planning Commission plays a central role in formulating the national S&T 5-year plan with the involvement of scientists, technologists, and representatives of concerned agencies and departments.

International Comparisons

From the discussion above, it is clear that the methods used for selecting basic research for government support vary greatly among countries. For example, Canada and Australia are pluralistic and strongly averse to directing research initiatives, while there is growing pressure in the United Kingdom for priorities to be determined centrally, a tradition long observed in France.

OTA finds that in every one of the nine nations examined there has been a substantial development of methods for effective targeting of strategic and applied research to national economic needs. This push for greater economic payoff from research has also led some countries to increase their proportions of strategic basic research at the expense of undirected basic research. There has also been considerable experimentation with new methods to identify strategic avenues of high promise. However, the development and application of new selection methods for basic research has generally been approached with considerable caution by research funding agencies and been met with considerable opposition from researchers. Also, there is no evidence that government targeting of research has increased economic payoffs.26

Another finding is that the extent of direction of basic research is apparently directly related to the need to do so—the most important factor is the availability of resources to support basic research. In countries like Germany and Japan where there appears to be little shortage of funds to support basic research, there is no great enthusiasm for more central direction of research—even though both countries have elaborate mechanisms for targeting strategic research and linking it to industrial and commercial opportunities. At the other extreme, countries suffering a significant squeeze on funds available for basic research, and who have been less successful in establishing mechanisms for pursuing an adequate level of strategic research with a strong application orientation, e.g. the United Kingdom, are striving hard to achieve greater government influence over the direction of basic research.27

The major vehicle used to influence the direction of basic research has been the setting of priorities. Evidence of its effectiveness, however, remains limited. Priority setting has generally involved the identification of research areas of special interest through interaction between the academic members and professional staff of research funding agencies and varying degrees of consultation with the research community. In some countries fixed sums are allocated for competition in priority areas; in others, the priorities become simply another criterion to be considered in the evaluation of proposals.

A recent Organisation for Economic Cooperation and Development report noted the broadening of the concept of priorities to include not only “thematic” priorities (e.g., identifying areas and problems that deserve greater attention such as optics), but also “structural” priorities (e.g., creating new institutes or research teams, or purchasing equipment and facilities).28 Indeed the report

---

25 The number of universities has grown from 20 in 1947 to 160 in 1987. Less than 10 percent of national research and development expenditure goes to the university system for research, a proportion far smaller than that in the other countries reviewed here.

26 This is a conclusion drawn by economist Harvey Averch in his survey of the literature. See Harvey Averch, “Policy Uses of Evaluation of Research” Literature: Post-1985 World Research Evaluation,” OTA contractor report, July 1990, annotated bibliography. Available through the National Technical Information Service, see app. F.

27 Laterman, op. cit., footnote 10, cautions that “striving hard” is not the same as succeeding. No country will soon become as centrally controlled as France. And there is a culture of criticism in some cultures that masks policymaking tendencies. The UK, Canada, and Australia, like the United States, have a tradition of criticizing government. Germany, Japan, and Sweden have little open criticism although problems and dissatisfactions of researchers may be as widespread as in other countries.

argues that the two are ‘indissolubly linked,’ as thematic priorities cannot be implemented without adequate structural support.

In the nine countries reviewed here, the major form of structural priority is greater concentration of research resources through an increase in the funds allocated to long-term programs and centers. Thematic priority setting has also been increasingly applied by the majority of the countries, though (with the exception of the United Kingdom) such priorities represent no more than 20 percent of research agency budgets. These thematic priorities have been established at a number of levels, ranging from the national arena to that of the research agency, from a set of disciplines or problem areas to individual disciplines.

Examination of the mechanisms and experiences of the nine countries in developing and implementing new approaches to the direction of basic research yields four distinct models of priority setting and implementation: structural, thematic disconnected, thematic connected, and systematic. In the following section, these models are applied to the U.S. experience.

Structural

In the United Kingdom, Netherlands, Canada, and to a lesser extent, Australia, the emphasis has been on the application of structural priorities. These have generally followed the principles of concentration, either by allocating more of the resources in larger units, and/or by increasing the small proportion of research funds distributed on a competitive basis. However, concentration alone carries the danger of freezing national capabilities around present or past historical strengths. Structural priority setting thus would not appear to be an appropriate mechanism, of its own, to identify and respond to challenges and opportunities of the future.

The British system would appear to have a particular defect in the extent to which the basis for implementation of structural priorities and determination of thematic priorities occurs behind closed doors by an appointed and nonrepresentative elite. Such a nonparticipative approach would appear to have grave dangers of engendering hostility and resentment among researchers instead of building consensus required for effective priority setting and implementation. In contrast, in the Netherlands bibliometric measures have been developed in an attempt to provide a public and objective basis for structural priorities together with an open and transparent system of evaluation.29

Thematic Disconnected

This model is evident in the United Kingdom, Canada and Australia, and for some programs in Japan. It describes the system in which priority setting is effectively disconnected from the priority-implementation process. In each of these countries the establishment of priorities occurs in a relatively closed process, but the implementation is through traditional methods of an open call for competitive proposals, to be evaluated by peer panels together with ad hoc referee reports. Such a system has the virtues of combining thematic priority setting with researcher freedom to develop research programs subject to evaluation. There is a real danger, however, that the priorities would serve as little more than signposts for labeling of projects, and the level of implementation of the priorities could remain quite low. The deep resistance of Canadian and United Kingdom scientists to just such a system would appear to confirm the likelihood of this problem.

Thematic Connected

This model describes systems in which the priority-setting and implementation mechanisms are tightly coupled. Within this model there are two different types. The Federal Republic of Germany represents a bottom-up form of the thematic connected model, in which the scientists themselves are primarily responsible for identifying thematic priorities, but once established, it is essentially the same researchers who are invited to prepare proposals according to negotiated criteria.

The other type is the top-down thematic connected model, which operates in France, India, and less so in the Council for Planning and Coordination of Research (FRN) in Sweden. In these cases, the thematic priorities are identified by research agencies, composed variously of researchers, users, government officials, and community representatives. Then the research agency can work with select individuals and groups to develop proposals that meet the requirements as determined by the agency. For example, though modestly funded, the Swedish FRN provides a positive model of building basic research around societal needs, articulating research problems with relevant research disciplines and specialties.

The top-down thematic connected model has considerable advantages in terms of efficiency and effective implementation. However, it is more likely to be acceptable in a nation where a culture of cooperation and planning is well established. In a more competitive culture this system could be seen as being too readily open to nepotism and political favoritism.

Systematic

This model is best represented in Sweden and France, and perhaps India. In Sweden, an extraordinarily intensive systematic process of consultation, information gathering, and preparation and review of position papers and symposia leads to the drafting of a 3-year research bill that sets the national directions in research. It represents a major exercise in consensus generation that might be far less successful in countries where consensus is not a strong national feature.

Similarly in France, a major systematic effort is being directed to establishing a national capability in research intelligence, foresight, and evaluation. A wide range of foresight exercises have been attempted and two public sector think tanks—the Centre de Prospective et d’Évaluation and the Observatoire des Sciences et Techniques—have been established to attempt to produce indicators, conduct evaluations, and create a national capacity in research evaluation. It remains to be seen whether the work of these units will feed into decisionmaking.

Applications for the United States

As the research economy changes in the United States, the experience of other countries in coping with their research economies can be instructive. However, the institutional structures of policymaking and funding are critical determinants of the way in which governments support basic research and provide a powerful setting to which any new methods of selection must be adapted. Hence any system operating in another country would need to be refashioned to fit another’s political culture, structure, and decisionmaking practices.

There are a number of features endemic to the U.S. research system to bear in mind when considering the applicability of the experiences of the nine countries surveyed.

1. In each of the nine countries, the government pays for researcher salaries, support, equipment, and materials through general institutional grants, which are supplemented by competitive funds for research projects. In contrast, the primary funding mechanism for academic research in the United States is competitive support for specific research projects.

2. In the vast majority of the cases in the nine countries, individual researchers and research teams have only one possible source of funds to support their research beyond that available from institutional grants. In the United States, there has been a plurality of potential funding agencies for researchers.

3. In the United States, there is a very high level of absolute funding for basic research, comparable to that of Federal Republic of Germany (once defense research is excluded). In addition, all nine countries have shifted almost all of their big science into international cooperative ventures.

What, then, are the lessons for U.S. agencies? The strategies described above represent experimental alternatives for research decisionmaking.

The structural priorities model describes the Department of Defense in the 1980s and presumably the 1990s, especially in reference to the consolidation of the defense laboratories. Both the thematic disconnected and the thematic connected models might be appropriate for consideration by the National Institutes of Health, the National Science Foundation, the Department of Energy, and the National Aeronautics and Space Administration. Indeed, components of these models are already in place at these agencies. The thematic disconnected model is likely to be most appropriate when the identified thematic priority area is relevant to a range of well-established disciplines. Where a thematic priority is opening up a very new area, sitting at the boundaries of a number of disciplines, or demanding a large allocation of resources, the more directive thematic connected model might prove effective.

However, what is more important in the U.S. context is that the research agencies experiment and evaluate research priorities in a systematic and open way. At the same time, these models and research policymaking in other countries could be monitored for some possibly valuable lessons.

---

30 Martin and Irvine, op. cit., footnote 11.
## Top 100 U.S. Academic Institutions Ranked by Citation Impact, 1981-88

<table>
<thead>
<tr>
<th>Rank</th>
<th>Institution</th>
<th>Articles</th>
<th>Citations</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rockefeller University</td>
<td>4,058</td>
<td>84,718</td>
<td>20.88</td>
</tr>
<tr>
<td>2</td>
<td>Harvard University</td>
<td>30,228</td>
<td>491,663</td>
<td>16.26</td>
</tr>
<tr>
<td>3</td>
<td>California Institute of Technology</td>
<td>8,536</td>
<td>131,923</td>
<td>15.45</td>
</tr>
<tr>
<td>4</td>
<td>Massachusetts Institute of Technology</td>
<td>13,486</td>
<td>195,921</td>
<td>14.53</td>
</tr>
<tr>
<td>5</td>
<td>University of California, San Francisco</td>
<td>14,910</td>
<td>215,487</td>
<td>14.45</td>
</tr>
<tr>
<td>6</td>
<td>Yale University</td>
<td>13,516</td>
<td>194,410</td>
<td>14.38</td>
</tr>
<tr>
<td>7</td>
<td>Stanford University</td>
<td>15,834</td>
<td>225,929</td>
<td>14.27</td>
</tr>
<tr>
<td>8</td>
<td>Washington University</td>
<td>9,384</td>
<td>131,454</td>
<td>14.01</td>
</tr>
<tr>
<td>9</td>
<td>Brandeis University</td>
<td>1,839</td>
<td>24,355</td>
<td>13.24</td>
</tr>
<tr>
<td>10</td>
<td>Princeton University</td>
<td>5,199</td>
<td>68,802</td>
<td>13.23</td>
</tr>
<tr>
<td>11</td>
<td>Yeshiva University</td>
<td>4,522</td>
<td>58,201</td>
<td>12.88</td>
</tr>
<tr>
<td>12</td>
<td>University of Washington</td>
<td>15,770</td>
<td>202,848</td>
<td>12.86</td>
</tr>
<tr>
<td>13</td>
<td>University of Chicago</td>
<td>9,710</td>
<td>122,860</td>
<td>12.65</td>
</tr>
<tr>
<td>14</td>
<td>University of California, San Diego</td>
<td>12,675</td>
<td>159,907</td>
<td>12.62</td>
</tr>
<tr>
<td>15</td>
<td>University of California Santa Cruz</td>
<td>1,541</td>
<td>19,353</td>
<td>12.56</td>
</tr>
<tr>
<td>16</td>
<td>Tufts University</td>
<td>4,850</td>
<td>60,747</td>
<td>12.53</td>
</tr>
<tr>
<td>17</td>
<td>The Johns Hopkins University</td>
<td>14,325</td>
<td>178,437</td>
<td>12.45</td>
</tr>
<tr>
<td>18</td>
<td>University of California, Santa Barbara</td>
<td>4,022</td>
<td>49,473</td>
<td>12.30</td>
</tr>
<tr>
<td>19</td>
<td>University of Oregon</td>
<td>2,356</td>
<td>28,125</td>
<td>11.94</td>
</tr>
<tr>
<td>20</td>
<td>Dartmouth College</td>
<td>2,380</td>
<td>28,402</td>
<td>11.93</td>
</tr>
<tr>
<td>21</td>
<td>University of Colorado</td>
<td>10,587</td>
<td>123,560</td>
<td>11.67</td>
</tr>
<tr>
<td>22</td>
<td>Vanderbilt University</td>
<td>6,044</td>
<td>70,514</td>
<td>11.67</td>
</tr>
<tr>
<td>23</td>
<td>New York University</td>
<td>7,694</td>
<td>88,943</td>
<td>11.56</td>
</tr>
<tr>
<td>24</td>
<td>Columbia University</td>
<td>11,761</td>
<td>136,067</td>
<td>11.55</td>
</tr>
<tr>
<td>25</td>
<td>University of California, Berkeley</td>
<td>16,347</td>
<td>187,672</td>
<td>11.49</td>
</tr>
<tr>
<td>26</td>
<td>Duke University</td>
<td>9,891</td>
<td>109,954</td>
<td>11.12</td>
</tr>
<tr>
<td>27</td>
<td>University of Pennsylvania</td>
<td>14,108</td>
<td>153,468</td>
<td>10.88</td>
</tr>
<tr>
<td>28</td>
<td>Baylor University</td>
<td>6,993</td>
<td>75,588</td>
<td>10.81</td>
</tr>
<tr>
<td>29</td>
<td>University of California, Los Angeles</td>
<td>20,271</td>
<td>217,515</td>
<td>10.73</td>
</tr>
<tr>
<td>30</td>
<td>SUNY at Stony Brook</td>
<td>6,698</td>
<td>70,367</td>
<td>10.51</td>
</tr>
<tr>
<td>31</td>
<td>Cornell University</td>
<td>16,910</td>
<td>174,873</td>
<td>10.34</td>
</tr>
<tr>
<td>32</td>
<td>University of Texas</td>
<td>30,272</td>
<td>309,240</td>
<td>10.22</td>
</tr>
<tr>
<td>33</td>
<td>Boston University</td>
<td>5,766</td>
<td>58,567</td>
<td>10.16</td>
</tr>
<tr>
<td>34</td>
<td>University of Alabama</td>
<td>6,436</td>
<td>65,206</td>
<td>10.13</td>
</tr>
<tr>
<td>35</td>
<td>University of Virginia</td>
<td>6,414</td>
<td>64,925</td>
<td>10.12</td>
</tr>
<tr>
<td>36</td>
<td>University of California, Irvine</td>
<td>5,641</td>
<td>56,419</td>
<td>10.00</td>
</tr>
<tr>
<td>37</td>
<td>University of North Carolina</td>
<td>9,205</td>
<td>90,821</td>
<td>9.87</td>
</tr>
<tr>
<td>38</td>
<td>University of Minnesota</td>
<td>16,278</td>
<td>158,981</td>
<td>9.77</td>
</tr>
<tr>
<td>39</td>
<td>University of Rochester</td>
<td>7,109</td>
<td>68,519</td>
<td>9.64</td>
</tr>
<tr>
<td>40</td>
<td>SUNY at Albany</td>
<td>1,676</td>
<td>15,744</td>
<td>9.39</td>
</tr>
<tr>
<td>41</td>
<td>Brown University</td>
<td>4,296</td>
<td>40,059</td>
<td>9.32</td>
</tr>
<tr>
<td>42</td>
<td>University of Wisconsin</td>
<td>16,631</td>
<td>155,350</td>
<td>9.23</td>
</tr>
<tr>
<td>43</td>
<td>University of Utah</td>
<td>6,650</td>
<td>61,225</td>
<td>9.21</td>
</tr>
<tr>
<td>44</td>
<td>University of Michigan</td>
<td>14,494</td>
<td>133,444</td>
<td>9.21</td>
</tr>
<tr>
<td>45</td>
<td>Indiana University</td>
<td>7,396</td>
<td>67,852</td>
<td>9.17</td>
</tr>
<tr>
<td>46</td>
<td>University of Southern California</td>
<td>8,393</td>
<td>76,612</td>
<td>9.13</td>
</tr>
<tr>
<td>47</td>
<td>University of Massachusetts</td>
<td>6,307</td>
<td>57,508</td>
<td>9.12</td>
</tr>
<tr>
<td>48</td>
<td>University of Connecticut</td>
<td>4,916</td>
<td>44,749</td>
<td>9.10</td>
</tr>
<tr>
<td>49</td>
<td>University of California, Riverside</td>
<td>3,200</td>
<td>29,030</td>
<td>9.07</td>
</tr>
<tr>
<td>50</td>
<td>University of Pittsburgh</td>
<td>8,264</td>
<td>74,572</td>
<td>9.02</td>
</tr>
<tr>
<td>Rank</td>
<td>Institution</td>
<td>Articles</td>
<td>Citations</td>
<td>Mean</td>
</tr>
<tr>
<td>------</td>
<td>--------------------------------------------------</td>
<td>----------</td>
<td>-----------</td>
<td>------</td>
</tr>
<tr>
<td>51.</td>
<td>University of Houston</td>
<td>2,704</td>
<td>24,393</td>
<td>9.01</td>
</tr>
<tr>
<td>52.</td>
<td>Emory University</td>
<td>4,317</td>
<td>38,916</td>
<td>8.99</td>
</tr>
<tr>
<td>53.</td>
<td>Rice University</td>
<td>1,683</td>
<td>15,134</td>
<td>8.99</td>
</tr>
<tr>
<td>54.</td>
<td>Case Western Reserve</td>
<td>6,471</td>
<td>57,943</td>
<td>8.95</td>
</tr>
<tr>
<td>55.</td>
<td>Michigan State University</td>
<td>6,669</td>
<td>59,700</td>
<td>8.95</td>
</tr>
<tr>
<td>56.</td>
<td>Northwestern University</td>
<td>8,064</td>
<td>71,841</td>
<td>8.91</td>
</tr>
<tr>
<td>57.</td>
<td>University of Arizona</td>
<td>8,550</td>
<td>75,367</td>
<td>8.81</td>
</tr>
<tr>
<td>58.</td>
<td>University of South Alabama</td>
<td>964</td>
<td>8,453</td>
<td>8.77</td>
</tr>
<tr>
<td>59.</td>
<td>Georgetown University</td>
<td>3,000</td>
<td>26,134</td>
<td>8.71</td>
</tr>
<tr>
<td>60.</td>
<td>St. Louis University</td>
<td>2,004</td>
<td>17,396</td>
<td>8.68</td>
</tr>
<tr>
<td>61.</td>
<td>University of Miami</td>
<td>4,644</td>
<td>40,197</td>
<td>8.66</td>
</tr>
<tr>
<td>62.</td>
<td>University of Iowa</td>
<td>8,469</td>
<td>73,340</td>
<td>8.66</td>
</tr>
<tr>
<td>63.</td>
<td>Virginia Commonwealth University</td>
<td>4,003</td>
<td>34,616</td>
<td>8.65</td>
</tr>
<tr>
<td>64.</td>
<td>Tulane University</td>
<td>2,850</td>
<td>23,996</td>
<td>8.56</td>
</tr>
<tr>
<td>65.</td>
<td>University of Hawaii</td>
<td>3,355</td>
<td>28,730</td>
<td>8.56</td>
</tr>
<tr>
<td>66.</td>
<td>University of Maryland</td>
<td>10,730</td>
<td>91,124</td>
<td>8.49</td>
</tr>
<tr>
<td>67.</td>
<td>Florida State University</td>
<td>2,175</td>
<td>18,422</td>
<td>8.47</td>
</tr>
<tr>
<td>68.</td>
<td>Temple University</td>
<td>3,110</td>
<td>26,258</td>
<td>8.44</td>
</tr>
<tr>
<td>69.</td>
<td>George Washington University</td>
<td>2,676</td>
<td>22,544</td>
<td>8.42</td>
</tr>
<tr>
<td>70.</td>
<td>Creighton University</td>
<td>571</td>
<td>4,782</td>
<td>8.37</td>
</tr>
<tr>
<td>71.</td>
<td>City University of New York</td>
<td>7,279</td>
<td>60,503</td>
<td>8.31</td>
</tr>
<tr>
<td>72.</td>
<td>University of Vermont</td>
<td>2,064</td>
<td>17,103</td>
<td>8.29</td>
</tr>
<tr>
<td>73.</td>
<td>University of Illinois</td>
<td>16,096</td>
<td>149,643</td>
<td>8.27</td>
</tr>
<tr>
<td>74.</td>
<td>Pennsylvania State University</td>
<td>8,257</td>
<td>67,238</td>
<td>8.14</td>
</tr>
<tr>
<td>75.</td>
<td>College of William and Mary</td>
<td>558</td>
<td>4,829</td>
<td>8.12</td>
</tr>
<tr>
<td>76.</td>
<td>Syracuse University</td>
<td>1,606</td>
<td>12,941</td>
<td>8.06</td>
</tr>
<tr>
<td>77.</td>
<td>Carnegie-Mellon University</td>
<td>2,497</td>
<td>20,107</td>
<td>8.05</td>
</tr>
<tr>
<td>78.</td>
<td>Brigham Young University</td>
<td>1,052</td>
<td>8,441</td>
<td>8.02</td>
</tr>
<tr>
<td>79.</td>
<td>Wayne State University</td>
<td>4,084</td>
<td>32,485</td>
<td>7.95</td>
</tr>
<tr>
<td>80.</td>
<td>SUNY at Buffalo</td>
<td>5,119</td>
<td>40,417</td>
<td>7.90</td>
</tr>
<tr>
<td>81.</td>
<td>University of Cincinnati</td>
<td>5,282</td>
<td>41,688</td>
<td>7.89</td>
</tr>
<tr>
<td>82.</td>
<td>Purdue University</td>
<td>7,878</td>
<td>61,892</td>
<td>7.83</td>
</tr>
<tr>
<td>83.</td>
<td>University of New Hampshire</td>
<td>954</td>
<td>7,459</td>
<td>7.82</td>
</tr>
<tr>
<td>84.</td>
<td>University of Kansas</td>
<td>4,135</td>
<td>31,903</td>
<td>7.72</td>
</tr>
<tr>
<td>85.</td>
<td>University of Rhode Island</td>
<td>1,718</td>
<td>13,178</td>
<td>7.67</td>
</tr>
<tr>
<td>86.</td>
<td>University of California, Davis</td>
<td>11,024</td>
<td>83,587</td>
<td>7.58</td>
</tr>
<tr>
<td>87.</td>
<td>University of Notre Dame</td>
<td>1,860</td>
<td>13,950</td>
<td>7.50</td>
</tr>
<tr>
<td>88.</td>
<td>University of New Mexico</td>
<td>3,079</td>
<td>23,008</td>
<td>7.47</td>
</tr>
<tr>
<td>89.</td>
<td>University of Tennessee</td>
<td>5,747</td>
<td>42,505</td>
<td>7.40</td>
</tr>
<tr>
<td>91.</td>
<td>University of Delaware</td>
<td>2,592</td>
<td>18,517</td>
<td>7.14</td>
</tr>
<tr>
<td>92.</td>
<td>Howard University</td>
<td>941</td>
<td>6,617</td>
<td>7.03</td>
</tr>
<tr>
<td>93.</td>
<td>Colorado State University</td>
<td>4,003</td>
<td>28,013</td>
<td>7.00</td>
</tr>
<tr>
<td>94.</td>
<td>Rutgers State University</td>
<td>4,876</td>
<td>34,094</td>
<td>6.99</td>
</tr>
<tr>
<td>95.</td>
<td>University of Alaska</td>
<td>903</td>
<td>6,205</td>
<td>6.87</td>
</tr>
<tr>
<td>96.</td>
<td>Ohio State University</td>
<td>8,630</td>
<td>59,178</td>
<td>6.86</td>
</tr>
<tr>
<td>97.</td>
<td>Georgia Institute of Technology</td>
<td>1,919</td>
<td>13,086</td>
<td>6.82</td>
</tr>
<tr>
<td>98.</td>
<td>University of Georgia</td>
<td>5,137</td>
<td>33,864</td>
<td>6.59</td>
</tr>
<tr>
<td>99.</td>
<td>Oregon State University</td>
<td>4,087</td>
<td>26,790</td>
<td>6.55</td>
</tr>
<tr>
<td>100.</td>
<td>Iowa State University</td>
<td>4,900</td>
<td>31,539</td>
<td>6.44</td>
</tr>
</tbody>
</table>

NOTE: Citation impact is for the period 1981 to 1988. The mean for all U.S. papers in this period is 9.5. Unless noted otherwise, totals for State universities include all campuses in the university system.

Copies of contractor reports done for this project are available through the National Technical
Information Service (NTIS), either by mail (U.S. Department of Commerce, National Technical Information
Service, Springfield, VA 22161) or by calling NTIS directly at (703) 487-4650.

Harvey Averch, Florida International University, “Analyzing the Costs of Federal Research,” PB 91-166629
Susan Cozzens, Rensselaer Polytechnic Institute, “Science Indicators: Description of Prescription,” PB
91-166611
Patrick Hamlett, Cornell University, “Task Force on Science Policy: A Window on the Federal Funding and
Management of Research,” PB 91-166603
James Savage, University of Virginia, “Academic Earmarks and the Distribution of Federal Research Funds:
A Policy Interpretation,” PB 91-166595
Henry Small, Institute for Scientific Information, “Bibliometrics of Basic Research,” PB 91-166579
John Sommer, Political Economy Research Institute, “The Research Community Looks at Federal Funding
Issues: Results of Sigma Xi Surveys,” PB 91-166587

Rhetorical Analysis of Science Policy Literature, 1960-1990, PB 91-166637
1. David Birdsell, Baruch College, CUNY, and Herbert Simons, Temple University, “Basic Research
Goals: A Comparison of Political Ideologies”
2. Mark Pollock Temple University, “Basic Research Goals: Perceptions of Key Political Figures”

Project Selection and Research Evaluation Around the World Since 1985, PB 91-166645
1. Ron Johnston, Techmonitor Ltd., Wollongong, Australia, “Project Selection Methods: International
Comparisons”
2. Harvey Averch, Florida International University, “Policy Uses of ‘Evaluation of Research’ Literature’
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deficit targets, 80
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Bush Administration, 59, 71, 73, 120, 142
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