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Foreword

Our Nation’s intellectual property system is intended to strike a balance between private incentives and protections of public interest. This report examines the rapid and complex technological changes and trends in computer software technologies and their possible effects on the Nation’s intellectual property system. An effective policy must foster technological innovation to preserve economic competitiveness of the U.S. software industry in the face of changing technologies and markets.
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Summary

Background and Study Approach

When a new technology impinges upon the intellectual property system, questions arise concerning both the scope and appropriateness of its protection and the effectiveness of the system in promoting "the Progress of Science and useful Arts." A series of OTA reports has explored the intellectual property challenges presented by new information technologies—particularly by the move to electronic representation of information and the proliferation of digital means of transmission, adaptation, and copying—and by biotechnology. Looking across these challenges, it would appear that, although the technological, economic, social, and industrial particulars differ, many of the tensions and issues that arise are general, rather than technology-specific.

In 1984, the House and Senate Committees on the Judiciary requested that OTA examine the impact of recent and future advances in communication and information technologies on the intellectual property system. In response, OTA prepared the 1986 report, Intellectual Property Rights in an Age of Electronics and Information. That report found that technological changes in information technologies offer opportunities for social and private gain, but at the same time challenge existing business practices and legal doctrines. It examined the impact of new technologies on the effectiveness of intellectual property rights, including the right to control reproduction of copyrighted works, the right to control publication and performance of works, and the right to control the making of derivative works. The report identified three types of information-based products—work of art, works of function, and works of function-and concluded that basic differences among these types of works create difficulties for the current intellectual property regime.

A 1989 OTA report, New Developments in Biotechnology: Patenting Life-Special Report, examined challenges that biotechnology-specifically, the patenting of nonhuman living organisms—poses for the patent system (see box 2-A in ch. 2). Many of the questions and difficulties identified in that report (e.g., questions concerning the appropriateness and scope of patent protection, the newness of the technology, institutional difficulties in establishing a repository of prior art and in administering patent prosecution) have also been noted in this study. Thus, it appears that—although the particulars differ—many current questions concerning the...
availability, scope, and administration of patents for computer processes and algorithms are not unique to software technology; rather, they are general questions that may arise when any new technology is introduced into the patent system.

Another 1989 OTA report, *Copyright and Home Copying: Technology Challenges the Law,* examined noncommercial, private use of copyrighted works and the implications of digital media and recording technologies, particularly for home audio recording. That report found that intellectual property laws serve to define the boundaries between permissible and prohibited uses of works; technology, driven by the social and economic objectives of its users, defines the frontiers of possible uses and feasible enforcement of boundaries. OTA found that technological changes and trends that substantially alter the nature and extent of possible uses, or the feasibility of enforcing prohibitions against certain uses, give rise to tensions between users and proprietors and may make modification or clarification of the law desirable. In some cases, OTA found, new technologies (e.g., copy protection) may have the effect of a de facto change in the law.

In early 1989, the Subcommittee on Courts, Intellectual Property, and the Administration of Justice of the House Committee on the Judiciary (now the Subcommittee on Intellectual Property and Judicial Administration) requested OTA’S assistance in considering the issues related to the protection of computer software in a changing international marketplace. OTA prepared a background paper, *Computer Software and Intellectual Property,* that examined current application of copyright, patent, and trade secret laws to computer software. It also provided an overview of the often conflicting views and concerns of various stakeholders among industry, academia, and the public at large.

**Current Study Approach**

In its prior work, OTA had identified several factors that contribute to the complexity of the software debate: 1) the nature of software technology itself, which makes it difficult to fit software into the current framework of copyright and patent law; 2) the rapid pace of technological change in computer hardware and software; 3) difficulties in reconciling cultural and definitional differences between the legal and technical communities; and 4) complications arising from the international scope of software markets and technologies.

1. However, software is presently distinct in that multiple modes of legal protection can apply simultaneously to portions of a manifestation of the technology, e.g., copyright for a program containing trade secrets, patentable software processes contained in a copyrighted program, etc.


4. The legal boundaries are based on the Constitutional intellectual property bargain, tempered by the feasibility and efficiency of enforcement. See Copyright and Home Copying, Technology Challenges the Law, op. cit., footnote 8, ch. 2 and ch. 3.

5. The technological trends identified in the 1989 report were: 1) the movement to digital representations of music, video, and other types of entertainment and information available to consumers; 2) the erosion of niche boundaries used to categorize copyrightable works according to their content (e.g., audio, video, computer software) or physical format (e.g., audiostate, videotape, computer disc); 3) the emergence of new delivery infrastructures to deliver information and entertainment (e.g., fiber optic cable, interactive cable services); and 4) the efforts of some copyright proprietors (e.g., in sound recordings and motion pictures) to develop and implement technical means for copy protection.

6. Similar technological trends are relevant to the present study, especially the blurring of niche boundaries and the emergence of new infrastructures for delivering computation and for interacting with software and hardware. When stored or executed in a machine, software and data are in “digital” representations and thus can be interacted with, copied, or manipulated easily and efficiently. At the same time that new delivery infrastructures such as high-speed networks are being deployed, important new technologies like hypermedia, virtual reality, and scientific visualization are blurring content-based niche boundaries.


and carrying out this study, OTA’S objectives were to:

- understand the characteristics of software as a technology, as well as identify the relevant technological changes and trends that will confront Congress;
- explore the relationships between the legal protection of software and incentives for innovation;
- understand the market, trade and policy implications of the emerging global software industry;
- identify current intellectual-property challenges presented by software and computing technologies and anticipate future challenges from technological developments in computer software, operations, and architectures.

In the course of this study, OTA sought out the opinions, positions, attitudes and perceptions of the stakeholders in computer software protection, including individuals from academia and the research communities, the legal profession, the computer software and hardware industries, government agencies, and the public at large. This was accomplished through personal interviews and correspondence, and through public participation in the study’s advisory panel and workshops. Each of the workshops focused on a specific set of issues or perspectives:

- Software Engineering Technology and Intellectual Property Issues (Sept. 24, 1990);
- Software-Developer Issues (Sept. 25, 1990);
- Public-Interest Issues (Dec. 7, 1990);
- Digital Libraries, Electronic Publishing, and Intellectual Property (Feb. 11, 1991);
- User Interface Technologies and Intellectual Property (Apr. 18, 1991);

In each of these workshops, as in the overall study, OTA sought to explore the dimensions of the software debate by examining software technology and its distinctive characteristics, asking questions such as:

- What are the characteristics of the technology? How does it advance?
- What aspects of the technology are most important to society? To a proprietor?
- What might a proprietor want to secure rights for? Why? What are the private and public ramifications of granting or not granting these?
- How do these private and public objectives relate to current law? Do existing legal modes provide appropriate protection? Can they be implemented effectively and efficiently? If not, what might be done?

This sequence of examination was not always possible. The published literature and the usual terms of the software debate tend to focus on positive analyses of current law and case law (e.g., whether copyright encompasses program command structures, whether certain computer algorithms are patentable subject matter, etc.) rather than on normative analyses of what is socially desirable and how that might be accomplished (e.g., what aspects of a program are valuable? how might a software developer obtain and preserve competitive advantages? to what extent should the law permit this?). This tendency is understandable and pragmatic. It reflects a natural reluctance to speculate (perhaps pointlessly) on hypothetical changes in the law or to propose changes too readily or too specifically and risk doing harm, rather than good.

Evolution of the Software Debate

Throughout the 40-some years of modern programming, computer software has not seemed to fit as easily as computer hardware within the traditional intellectual property framework. Most intellectual property protection for software has come through copyright and trade secret laws, and some through patent law, but software developers and users, the courts, and policymakers have engaged in a continual attempt to sort out what should or shouldn’t be...
protected (from a social perspective) and what is or isn’t protected (according to current law).

By the mid-1970s, this ‘software debate’ helped motivate Congress to mandate the National Commission on New Technological Uses of Copyrighted Works (CONTU) to consider the question of how best to treat software. CONTU’s recommendation that copyright protection be explicitly extended to computer programs was reflected in the 1980 amendments to the Copyright Act. But the debate was not put to rest, particularly with regard to the appropriate scope of copyright protection. In its 1978 report, CONTU had recognized certain difficulties in applying copyright to software, especially in distinguishing between the copyrightable “expression” in a program and the processes or ideas the program implements, which are not copyrightable. CONTU assumed that most copyright infringements in the then-immediate future would be ‘simply copying,’ but recognized that technological advances would raise more difficult questions in determining the scope of copyright.

One such question concerns ‘reverse engineering’ of copyrighted programs, especially when it involves translation of object code into higher-level languages. This process is often referred to as “recompilation” (see box 1-A and ch. 4). Discussion of reverse engineering and recompilation brings together a number of copyright issues, including: whether it should be a copyright infringement to read/study a copyrighted digital work in order to extract noncopyrightable subject matter; the extent to which fair use applies to unpublished works; whether the combination of copyright and trade secret laws should be used to achieve protection for noncopyrightable subject matter (ideas, processes, etc.) in copyrighted programs.

As software technologies and markets evolved and grew, so did the controversy concerning appropriate protection for computer programs, computer processes (implemented in software), and algorithms. Since 1981, there have been increasing numbers of patent applications and patents granted for software-related inventions. Over the past decade, patents have been issued for software-related inventions such as linear-programming algorithms, spell-checking routines, logic-ordering operations for spreadsheet programs, brokerage cash-management systems, and bank college-savings systems. Patent litigation involving software-related inventions and controversies concerning patents for algorithms have become highly visible. These causes of action and invention-specific controversies have focused attention on the appropriateness of patent protection for software-related inventions and algorithms, which present significant problems for patent-system administration. These problems include the incomplete stock of “prior art” available.

15 Copyright Act of 1976, 17 U.S.C. 101 and 117. See also ch. 2.
17 CONTU concluded, however, that these questions should be answered on a case-by-case basis by the Federal courts (ibid., pp. 22-23).
18 “Raa-g” or “studying” a copyrighted work has never, in itself, been a copyright violation. It is only when analysis involves (perhaps requires) the making of a ‘copy’ of the work—usually as an intermediate step in producing a competing work which may or may not be ‘substantially similar’ and therefore infringing—that the legitimacy of analysis to reverse engineer comes into question.
19 In this report, OTA sometimes uses phrases like ‘patents for software-related inventions’ or ‘software-related patents’ to refer generally to patent protection for inventions implemented in software. (See discussion in ch. 4.)
20 An ‘algorithm’ is a well-defined computational procedure for taking an input and producing an output. Algorithms are tools for solving computational problems—algorithm describes a specific computational procedure for achieving a desired input/output relationship (see ch. 4).

In the United States, certain types of computer-implemented processes and algorithms can be patented. The U.S. Supreme Court has not ruled on whether computer programs per se are patentable subject matter, but has ruled that computer-implemented algorithms that are deemed “mathematical algorithms” per se are not statutory subject matter. Federal courts have thus held that a computer processor algorithm is statutory subject matter unless it falls within a judicially determined exception like the one for “mathematical algorithms.”

Currently, PTO patent examiners carry out a two-part test for mathematical-algorithm statutory subject matter; the test is intended to be consistent with legislative history and case law. For examination purposes, “mathematical algorithms” are considered to refer to “methods of calculation mathematical formulas, and mathematical procedures generally,” and no distinction is made between manmade mathematical algorithms and mathematical algorithms representing discoveries of scientific principles and laws of nature, which have never been statutory subject matter. (U.S. Patent and Trademark Office, “Patentable Subject Matter: Mathematical Algorithms and Computer Programs,” 1106 O.G. 4, Sept. 5, 1989; also contained in Michael S. Keppler and Ronald S. Lauter (eds.), Patent Protection for Computer Software: The New Safeguard (Englewood Cliffs, NJ: Prentice Hall Law and Business, 1989). pp. 9-42.)
Box 1-A—Decompilation

There are three different types of programming languages: machine language, assembly language, and high-level language. Machine language programs can be executed directly by the computer, but are relatively difficult to write and understand. Assembly language programs and high-level language programs are easier to write and understand, but cannot be executed directly by the computer. For this reason, programs are usually first written in assembly language or a high-level language, and then translated into machine language so that they can be executed on the computer.

Programs are typically distributed in machine language form. Machine language programs do not have to be assembled or compiled by the user; they are ready to be loaded into the computer and executed. In addition, distribution in machine language form has the side effect that it is difficult for others to look at the program code and understand how the program works. This can help to keep secret those elements which give the program a competitive advantage.

The “recompilation” issue has arisen because efforts to translate a machine language program back into a more understandable form, such as assembly language or high-level language, may be a copyright infringement because the translation process would involve the making of an unauthorized copy or derivative work. Legal scholars are divided on the question of whether this activity can be excused under the provisions of Section 117 or Section 107 of the copyright law.

Two terms are used to refer to the process of translating a machine language back into a more readable form. Disassembly is the process of translating a machine language program into an assembly language program; recompilation is the process of translating a machine language program into a high-level program. One issue in the policy debate has been the feasibility of recompilation. There are currently no commercially available decompiler. It appears that the term “recompilation,” as it is used in the policy debate, encompasses disassembly and any other procedure by which a machine language program is translated into a more understandable form. There are a number of disassembler programs available on the market. Translating a machine language program into assembly language is much easier than translating it back into a high-level language.

One view is that limits on recompilation are required in order to encourage the development of original programs. Those who take this position argue that recompilation significantly lowers the cost of implementing “clone” programs. They claim that the original program is decompiled, altered to disguise the copying, and marketed. The clone program can then be sold at a lower price, taking away market share from the original developer, and reducing incentives for the development of new programs.

Others argue that recompilation is a difficult and time-consuming process that does not significantly reduce the cost of developing clone programs. A large disassembled program takes a great deal of effort to understand. In addition, they emphasize that recompilation is required for a variety of other purposes, many of which have a less direct impact on the developer of the program being decompiled. (For more discussion, see ch. 4.)


An incomplete stock of prior art can present significant problems for patent-system administration.

Looking at the scope of current legal interpretations and at possible uncertainties in these laws, some have proposed that modifications to existing structures, or the development of *sui generis* protections\(^\text{21}\) are preferable to forcing software to fit

---

\(^{21}\) *Sui generis* is a Latin phrase describing a law that is “of its own kind or class.” The Semiconductor Chip Protection Act of 1984 (Public Law 98-620) is a *sui generis* law for chip mask works; it is not part of the patent or copyright laws.
### Box 1-B—Patent Problem of Prior Art

The quality and availability of the published (as opposed to product) prior art, or known technology, is often cited as affecting the quality of issued patents (see ch. 2). The U.S. Patent and Trademark Office relies upon its database of prior art to determine whether the invention defined in the patent application meets the patentability criteria set forth in statute. It is against this collection of prior art literature (including earlier patents) that the PTO compares the claimed invention and decides whether the claimed invention possesses the requisite novelty and nonobviousness.

Among the reasons cited for the perceived problem of prior art is the extensive use of trade secret protection for computer software. Unlike patent and copyright protection, trade secret does not require disclosure of information that is the subject of protection. Rather, trade secret requires that the holder of the trade secret make a deliberate effort to maintain the secret quality of the information. Such secret information cannot, by definition, function as part of the “known” technology available as a standard for patentability as required in the patent law. In the course of development of the computer sciences, some advances in the field were published in journals and industry communications, most especially within the academic community. However, many new innovations were not published because they were simply embodied in a product or not considered the type of “invention” which would be the subject of a publication. The prior art that is not the subject of a patent is not always considered to be as rich in the computer science field as in other disciplines. As a result, in large part, the resources available to the PTO for determining obviousness and novelty are more limited than in other fields; in large part the prior art database is limited to software that is already the subject of other patents for software-related inventions. It is therefore often difficult to determine what can be considered the current state of the technology and what can be considered, in the words of the patent statute, “obvious to the ordinary person skilled in the art” for purposes of determining patentability.

The patent law does not provide for a free system for third parties to add to the present general stock of prior art. However, it does allow parties to submit art that maybe pertinent to the patentability of particular issued patents. As a result, it has been suggested that a private database of prior art be developed by the industry itself, which would allow for free contribution of prior art in an effort to improve the quality of the prior art database available to the PTO and, consequently, of the patents issued.

**SOURCE:** OTA, 1992.

---

models more suitable to other types of works and discoveries. However, the majority of legal experts and firms in the industry takes the position that existing structures like copyright and/or patent are adequate to deal with software, that the case law as a whole is evolving appropriately, and that *sui generis* approaches risk obsolescence as the technology changes and lack an established treaty structure providing international protection (e.g., the Berne Convention provides reciprocal copyright protection in over 75 countries). Thus, their tendency is to try to find some way to accommodate specific aspects of software-like protection of user interfaces—within existing structures, particularly copyright. In OTA’S view, despite the advantages, there are questions as to whether this process of accommodation can-or should—continue indefinitely. With respect to software, there may be a point where it becomes preferable to complement or substitute for the existing structures, rather than extend the scope of copyright to fit certain aspects of software—perhaps, cumulatively, at the expense of other types of works. In continuing to assess the intellectual property bargain, Congress may conclude that the “balance” for software differs somewhat from that for other copyrighted works.

The stakeholders in the software debate can be categorized in many ways—software creators, soft-

---

22 For example, see testimony on the varying concerns of software developers, journalists, and historians regarding fair use of unpublished works at hearings before the House Committee on the Judiciary on H.R. 2372 (“Copyright Amendments Act of 1991”), May 30, 1991 and June 6, 1991.

U.S. law provides that “original works of authorship” are copyrightable subject matter (17 U.S.C., 102(a)). Computer programs are considered to be in the category of “literary works,” which are: “works, other than audiovisual works, expressed in words, numbers, or other verbal or numerical symbols or indicia, regardless of the nature of the material object, such as books, periodicals, manuscripts, phonorecords, films, tapes, disks, or cards, in which they are embodied, ” (17 U.S.C., 101).
Box 1-C—Patent Examination Quality and Speed

The prolonged pendency period for patents between time of application and time of issuance has also been of concern in light of the fast-moving nature of the field of the technology. At present, the U.S. Patent and Trademark Office target for pendency is 18 months. The lower range of estimates of the pendency period for software-related inventions is from 18 months to 2 years; some believe that it is more like 32 months from filing to issuance. Stakeholders concerned with software development find this pendency period alarming, given the rapid pace at which the technology advances. They cite the possibility of “landmine patents,” patents which have been pending in the PTO to issue only after others have in the interim unknowingly developed infringing software products. The issuance of such a patent thereafter precludes the making, using, or selling of the software by anyone other than the patent holder.

Also of particular concern is the question of criteria for subject matter patentability under Section 101. Courts and the PTO have struggled with the question of patentability under Section 101 since the late 1960s, and the rapidly advancing nature of the technology forces that debate to continue (see ch. 4). Recently applicants have complained of a proliferation of Section 101 rejections from the PTO, causing some to conjecture that the PTO is implicitly asking the Board of Appeals and the Court of Appeals for the Federal Circuit to issue new rulings on the question of patentable subject matter.

1 See discussion in ch. 2.


### Box I-D—The Software Debate: Some Stakeholder Groups and Their Concerns

**Individual software creators and the software industry—Creators of commercial software are** concerned about their financial viability; an important rationale for intellectual property protection for software is to give commercial software developers adequate market incentives to invest the time and resources needed to produce and disseminate innovative products. The software industry in general is concerned with revenue losses resulting from commercial piracy and counterfeiting and many developers are also concerned about unauthorized end-user copying (see ch. 3). But direct revenue losses are not the only concerns of commercial developers, who also want to gain and maintain a competitive advantage in the marketplace.

One powerful source of market advantage is lead time: the first company out with an innovative computer program benefits from its head start. Trends in software technology, like computer-aided software development, are eroding leadtime advantages. Another potential source of a market advantage is user and/or machine interfaces. In this area however, the industry’s goals of expanding the market and a firm’s goal of maintaining or increasing market share can beat odds (see chs. 4 and 6).

Software developers, and the industry as a whole, are concerned with access to state-of-the-art knowledge and diffusion of information about programs and programming, so that programmers can build on each others’ work, rather than reinvent the wheel (or rewrite a matrix-multiplication subroutine) for each new program. For society as a whole, the pace of innovation maybe speeded up if competitors are able to build on others’ advances, rather than allowing an innovator to block others (see chs. 4 and 6). A related concern is reverse engineering of software, particularly for the purpose of understanding the internal construction and functioning of a program (see ch. 4).

**Software users—**Millions of individuals and thousands of businesses rely on purchased software products for their day-to-day activities and livelihood. As with any product, they care about the price, quality, functionality, ease of use, and variety of software available. Most users, especially business users who rely on software tools for day-to-day operations, are also concerned with the availability of expert support for questions or problems.

The “software workforce” who use and/or create software as part of their jobs want to have transferable skills; thus they are concerned, sometimes only indirectly, with standards for programming languages and external consistency of user interfaces (see ch. 4). (For example, learning a new wordprocessing package is easier if it has commands in common with other packages one already knows.) However, users also want more powerful software.

---

**functionality of the program, as opposed to the program code.**

Software-related patent suits are also ongoing. This litigation and the recent publicity given to some patents for algorithms have stimulated debate over whether computer processes and algorithms should be patentable at all, or whether they are different enough from other areas of technology that special limitations should apply. Although questions pertaining to patent-system administration are extremely important, the long-term question of whether patent (or patentlike) protection for computer processes and/or algorithms is socially desirable is separate from the related question of how well current U.S. Patent and Trademark Office (PTO) procedures are working now.

In 1990, the Secretary of Commerce established an Advisory Commission on Patent Law Reform. The commission was to examine 13 sets of issues regarding the patent system, including protection of

---

24 As Paul Goldstein put it:

...a computer program is quintessentially a functional work. As a consequence, even the most closely circumscribed definition of a computer program’s protectable subject matter will to some degree enable the copyright owner to monopolize the program’s function—its “procedure, process, system, method of operation, concept, principle, or discovery.” Consequently, the task in defining the scope of a computer program’s protectable subject matter is not to distinguish between nonfunctional and functional elements, since function will pervade all elements. Rather, the task in any case is to separate those elements—whose monopolization will not overly inhibit competitors’ use of the program’s functions, from those elements—unprotectable ideas—whose monopolization will improperly inhibit competitors’ use of the programs’ function. (Paul Goldstein, Copyright—Principles, Law and Practice (Boston, MA: Little, Brown and Co., 1989), sec. 2.15.2, pp. 206-207.)


26 See footnote 20, supra.
with improved functions; sometimes the desire for consistent (‘standard’ interfaces conflicts with ease of use and improved functionality. The software-training and temporary-help industries share these workforce interests; they also are developers of training software.

Thus, software users care about the health of and level of competition in the software industry, as well as having ‘common ground’ (compatibility) that allows them to use new products with their existing hardware and software (see ch. 4). Users care about having “reasonable” rights (e.g., being able to make a backup copy of an expensive piece of software); some need the ability to modify ‘packaged’ software in order to use it efficiently or meet other specialized needs. Most businesses and individuals who use software tools to create other products or services want a stable and predictable legal environment so they know what uses are permissible and which are not or must be licensed from developers.

**Academic community**—Academic and research communities traditionally value free access to and exchange of information (see ch. 5). Academic software/computer science researchers and developers who are motivated by incentives other than commercial potential (e.g., professional prestige, tenure, publication in scholarly journals) tend to view intellectual property protection somewhat differently than commercial developers. Like many small software vendors, many in the academic community are concerned that what they consider to be “overprotection’ (e.g., copyright protection for “look and feel” and patenting of software processes and algorithms) might hamper research and long-term growth in their fields (see ch. 4).

In contrast to development of major commercial software packages, “small” software programs to help teach students are developed by faculty in a number of disciplines. The incentives to develop, distribute, and use such ‘small’ software programs, which are often distributed over academic computer networks, differ significantly from those for commercial software.

As financial pressures mount, universities and their faculties are becoming increasingly interested in commercializing technology and appropriating financial rewards from their intellectual property. At the same time, they are concerned about affordability of the software that students need, both inside and outside the classroom and laboratory.


what PTO terms ‘‘computer-related inventions,’ as well as procedural matters such as a first to file system, automatic publication of applications, and the term of patent protection. The latter questions reflect a concern about the differences between the U.S. patent system and those in foreign countries (see ch. 3). The World Intellectual Property Organization (WIPO) has attempted to harmonize patent laws in member countries. U.S. agreement to WIPO’S draft treaty would entail adjustments in U.S. law including a change from a first to invent to a first to file system (awarding the patent to the applicant who has the earliest filing date) and a change in the term of patent protection from 17 years from grant to 20 years from date of filing.

The judicial system, along with PTO and the Copyright Office, participates in the process of defining the bounds of software protection. The courts help determine requirements for—and scope of—protection under the patent and copyright sys-

**Courts must deal with complex and fast-moving technologies.**
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extremely technical concepts in order to decide legal issues fairly. In addition, the generally overworked judicial system, with its crowded docket, must render decisions on a technology that often advances faster than such decisions can be reached. These two difficulties raise questions about the courts’ current capabilities to address the issues presented by the software industry.

The Law

The U.S. ‘‘intellectual property system’’ is a mixture of Federal and State law. Laws concerning copyright, patent, trademark, and the protection of semiconductor chip mask works are under Federal jurisdiction. Laws concerning trade secrets and the misappropriation of confidential business information, and certain limited kinds of ‘‘unfair competition,’ are under State jurisdiction. Trademarks may be federally registered and/or registered with an individual State; trademark rights may also accrue based on common-law usage. Computer software is distinguished from most other intellectual creations protected by intellectual property law in that it is eligible for protection by patent, copyright, and trade secret laws. Each kind of protection possesses certain strengths and weaknesses, and each protects certain aspects of software in specific ways.

The statutory subject matter of a utility patent is limited to a process, machine, article of manufacture, or composition of matter that is novel, nonobvious, and useful, or to new and useful improvements to these classes of patentable subject matter. In exchange for a sufficiently detailed disclosure of the invention by the inventor, the patent precludes others from making, using, selling or importing components of the patented invention. A patent protects against independent creation, so that to prove infringement the patentee need not show that an invention was ‘‘copied.’’

A patent protects against independent creation. To prove infringement, the patent holder need not show that an invention was ‘‘copied.’’

Whether and to what extent software-related inventions are the subject of utility patent protection has been an issue for consideration by the courts and the U.S. Patent and Trademark Office since the early 1960s. The U.S. Supreme Court has examined the issue of patentability of software on a number of occasions, in the cases of Gottschalk v. Benson, Parker v. Flook, and Diamond v. Diehr, attempting to delineate the limits of patentable subject matter with respect to ‘‘mathematical algorithms.’’

At the same time, the PTO has grappled with several institutional problems, including issues such as: examiner training and turnover, length of pendency periods (from filing to issuance) for patent applications, a backlog of applications, and the quality and extent of the prior art database (see discussion in this chapter, pp. 6-8 and more in-depth discussion in ch. 2). In OTA’s view, these problems are serious in that they may affect the quality of the patents issued and create additional burdens for software developers and users (e.g., ‘‘landmine patents’’--see box 1-C).

U.S. law provides that until the patent is issued, the information contained in the application for a patent remains secret, and therefore may be protected as a trade secret. Information beyond that required for inclusion in the patent to meet the ‘‘enablement’’ and ‘‘best mode’’ requirements can also be reserved for trade secret protection. Trade secret law protects confidential business information against unauthorized use or disclosure, and is based on statutory and common law and contractual provisions.

28 As a matter of policy, PTO does not comment on the examination process for issued patents. Because OTA could not be ‘‘walked through’’ application of PTO examination criteria or discuss interpretation of the criteria for specific patents, OTA was unable to make any independent finding on the quality of examination for particular software-related patents.
Like patents, trade secret law can protect the underlying idea of an invention, rather than any particular expression. Trade secret possesses the distinct advantage that, unlike patents, this form of protection does not require any disclosure of information; indeed, trade secret protection is critically dependent on the secret nature of the information, and on the steps taken by the trade secret holder to maintain secrecy. Unlike patent holders, possessors of trade secrets have no protection against independent creations and even subsequent patenting by others of the invention that is the subject of trade secret. (For more on trade secrets, see ch. 2.)

Copyright law, unlike patent and trade secret, protects the expression of an idea rather than the underlying idea itself. Copyright does not extend to any procedure, process, system, method of operation, concept, principle, or discovery, regardless of the form in which it is described, explained, illustrated, or embodied. Rather, copyright is said to protect the expression in the program—which may include such program elements as source code, object code, screen displays, etc. (see chs. 2 and 4).

The evolution of case law in copyright has involved examination of several key issues. Among the most important to software are whether object code as well as source code is protected (Apple v. Franklin); whether a program’s structure, sequence and organization are protected (e.g., Whelan v. Jaslow, Plains Cotton Cooperative Association v. Goodpasture Computer Serv., Inc., et al.), and what such protection implies; and whether the “look and feel” of the program and its interface is protected (Lotus v. Paperback Software, Computer Associates v. Altai, Inc.).

Current law provides for copyright protection for unpublished as well as published works. This is important for computer software, because it facilitates simultaneous use of copyright and trade secret protections. The published version of the copyrighted program can be distributed as “object code,” usually in a machine language that is difficult to read or study. The “source code,” usually written in a higher-level, easier-to-understand computer language, remains unpublished and is often held as a trade secret in order to protect the program’s logic and know-how (see below and ch. 4, especially the section on recompilation). However, if the “ideas” of the program can be ascertained by inspection of the object code, trade secret in such ideas is lost. Also, if and to the extent that recompilation is not a copyright or contractual violation, trade secret protection for the source code can be lost.

The Semiconductor Chip Protection Act of 1984 (SCPA) extends legal protection to a new form of subject matter—semiconductor chip mask works—in order to address the problem of chip piracy. The act provides for a 10-year term of protection, and registration under the SCPA is administered by the Copyright Office. Reverse engineering is a defense to a claim of infringement under the act, and provides an exemption from infringement liability in spite of proof of unauthorized copying and striking similarity, so long as the resulting chip product was the result of study and analysis and contained technological improvement. The SCPA provides for remedies similar to those associated with copyright protection, does not allow for criminal penalties, and maintains a higher limit on statutory damages than that provided for in the Copyright Act.

The International Arena

The software industry has become global in character, leading to increasing international efforts to protect intellectual property rights in software. The global nature of the industry and the law is important because of the effect of commercial activities in foreign countries on those in the United States, as well as the similar effect of U.S. activities on those in other countries. In the area of software, as in all industrial and service sectors, companies compete in international and domestic environments. As a result, U.S. legal concepts, definitions,
and policy about software and intellectual property protection for software affect (and are affected by) those of other nations. This report discusses the global software industry and the issue of piracy, and examines various treaties, negotiation efforts and attempts to harmonize domestic and international laws to provide protection for intellectual property.\(^3\)

The Global Software Industry

Although its share of the world software market has declined over the past decade or so, the United States is still the world’s leading innovator and producer of computer software.\(^4\) Accurate data on software industry revenues and market shares are difficult to obtain, in part because there are many types of “software industry” data being collected and reported by different organizations.\(^5\) These include data about:

- **software and services**, including processing and professional services, as well as software products;
- **application and systems software**, whether packaged or custom-developed;
- **packaged software**, including applications and systems software;
- **custom software**, professionally developed or extensively tailored to meet a customer’s specific needs;
- **personal computer (microcomputer) software**, usually sold as packaged software (although not all packaged software is for microcomputers); and
- **software from “independent” developers** who are not part of a hardware manufacturer.

This variety of data, collected by different organizations, makes comparison and synthesis extremely difficult.\(^6\) Consistency across types and years is usually not possible when drawing from these published figures.\(^7\)

By ah-nest any measure, though, the United States has a premier role as a producer and a consumer of software. According to one industry estimate, U.S. demand accounted for 52 percent of world software consumption in the late 1980s.\(^8\) The U.S. Department of Commerce estimated that global revenues from sales of software were more than $65 billion in 1989 and that U.S. software suppliers accounted for more than 60 percent of global software sales.\(^9\) According to the Software Publishers Association (SPA), North American revenues from packaged software for microcomputers (personal computers) were $4.5 billion in 1990, up 22 percent from 1989.\(^10\)

According to the Computer and Business Equipment Manufacturers Association (CBEMA), in the

---


Although this study does focus some attention on the relationship between intellectual property and standards (see ch. 4 and 6), a detailed examination of standards is outside the scope of this report. For a thorough treatment of international standards, see U.S. Congress, Office of Technology Assessment, Global Standards: Building Blocks for the Future, OTA-ITE-529 (Washington, DC: U.S. Government Printing Office, April 1992).

32\(^{\text{Estimates in the late 1980s}}\) estimated that U.S. producers held a 70 percent share of the global market for software. Estimates by the U.S. Commerce Department now place the U.S. market share at around 60 percent (see ch. 2). Part of the decline in the U.S. shares of software demand and supply has come about naturally as software use becomes more widespread abroad and other nations’ software industries develop.

33\(^{\text{For example, the Software Publishers Association (SPA) collects data on packaged PC software; ADAPSO (The Computer Software and Services Industry Association) reports data on software and services, usually (but not always) from independent mainframe and minicomputer software houses; the Computer and Business Equipment Manufacturers Association (CBEMA) reports data on the information technology industry, including office equipment, telecommunications, electronic data processing equipment, and software and services (including software produced by hardware manufacturers). Moreover, “hardware” companies also are software producers-sometimes, like IBM, the largest in the world.}}\)

34\(^{\text{Who possible, OTA has specified the type and source of market data and estimates (e.g., “software,” “independent software,” “software and services”); the reader should not expect figures for a given year to “add up” or figures from different sources to be readily comparable.}}\)

35\(^{\text{For instance, a firm whose products include PC application may have at least some of its revenues included in “w-application software,” or “packaged software,” it may be included in “software and services,” and may or may not be an ‘independent’ software house. But a firm whose main products are PC networking software is likely not to be included in data on “PC-application software.”}}\)


37\(^{\text{Estimates cited in Keeping the Record: Computer Industry Competitive, Defining the Agenda, Computer Science and Technology Board (Washington DC: National Academy of Sciences, 1990), pp. 30-31.}}\)

38\(^{\text{Ken Wasch, Nicole Field, and Sara Brown, SPA, personal communication, July 30, 1991.}}\)
market for software and services, the U.S. industry had domestic revenues of about $93 billion in 1990, a 16 percent increase from 1989 revenues of about $80 billion. Of these domestic revenues, CBEMA estimates that software products accounted for about 45 percent of the total--$42.5 billion in 1990 and $35 billion in 1989. (See ch. 3 for more industry revenue estimates.)

U.S. producers are increasingly challenged by competition from developing software industries abroad, particularly in Europe, where U.S. firms currently hold 70 percent of the PC-software market. With the prospect of a unified market and common standards in Europe in 1993, U.S. firms are facing new competition from Japanese software producers who are establishing themselves in Europe through acquisitions, as well as invigorated competition from European vendors. The United States faces growing competition in Asia from Japanese producers, while software industries in Taiwan and Korea are developing rapidly. And in the United States, U.S. firms face new competition in the domestic market from foreign competitors like the Sony Corp. (see app. A for more on overseas markets and technology initiatives).

Software Piracy

Illegal copying of software results in financial losses to U.S. software firms both directly, through loss of sales and/or royalties, and indirectly, through loss of investment opportunities. Retail piracy—duplication of an entire program for sale by ‘‘pirate’’ competitors—and counterfeiting are major concerns of most software companies. These concerns can be dealt with straightforwardly, at least in theory, by copyright law. In practice, enforcement, especially overseas, is difficult. (See below and ch. 3 for discussion of international treaties and agreements concerning intellectual property and software.)

Estimates of financial losses due to piracy vary. ADAPSO (The Computer Software and Services Industry Association) estimates that one of every two copies of personal-computer software used by corporations in the United States is an illegal copy. In 1990, according to SPA estimates, developers of packaged PC software lost $2.2 billion to piracy within the United States, up from an estimated $1 billion in 1986. Industry estimates of losses from piracy abroad are larger: the Business Software Alliance (BSA) estimates that looking at all types of software-software piracy worldwide causes the

Although U.S. software developers face increasing competition from foreign competitors, the United States still has a premier role as a software producer.
U.S. industry to lose $10 to $12 billion annually, compared to an estimated $12 billion generated by foreign sales of U.S. software." (For more on piracy and efforts to combat it in the United States and abroad, see ch. 3).

International Treaties and Agreements

The United States is a member of the Berne Convention, the Universal Copyright Convention, and the Paris Convention (patents); the United States is also a party to numerous other multilateral and bilateral agreements. (For a full discussion, see ch. 3.) This section briefly spotlights the provisions of the Berne Convention and U.S. participation in the Uruguay Round of the General Agreement on Tariffs and Trade (GATT) and other international agreements. It also notes the software directive recently adopted by the European Community.

The Berne Convention—The United States is a signatory to the Berne Convention for the Protection of Literary and Artistic Works. In pursuing its goals of effective, uniform protection of authors’ rights in literary and artistic works, Berne employs the principle of national treatment, and limits national treatment through the principles of reciprocity, establishment of minimum rights and automatic protection, and providing for the making of reservations. The Berne Convention protects “literary and artistic works” and does not specifically protect computer programs and databases. However, as the United States protects computer programs as literary works in its copyright law, computer programs are granted protection under Berne in the United States.

When it agreed to Berne, the United States was required to change its copyright law to make it compatible with the treaty through the Berne Convention Implementation Act of 1988. These changes include: abolition of mandatory notice of copyright; maintenance of mandatory deposit requirements; establishment of a two-tier registration system that differentiates between works of U.S. origin and works of foreign origin; a limit on the use of compulsory licenses; a minimum term of protection (life of the author plus 50 years). These changes caused by Berne must be considered or recognized in evaluating options for protecting software in the international arena.

The General Agreement on Tariffs and Trade—Some parties to the Uruguay Round of negotiations of the General Agreement on Tariffs and Trade have attempted to include what they refer to as “trade-related intellectual property rights” (TRIPs) as a subject of the negotiations. These countries specifically have proposed provisions for protection of intellectual property rights in computer software. The U.S. proposal establishes the Berne Convention as the basis for minimum rights to be granted to authors by contracting parties to the GATT" and then sets forth additional protections provided to computer software and databases in the TRIPs. Provisions in the U.S. proposal reflect the current status of U.S. law protecting computer software.

Other U.S. Participation in International Treaties—In addition to multilateral treaties such as the Berne Convention and the GATT, the United States is party to bilateral treaties with nations in which specific provisions for intellectual property protection for computer software are delineated. For the most part, the United States uses the provisions of the Berne Convention as the bases for these treaties. The United States is also a party to the Universal Copyright Convention, created by the United Nations Educational, Scientific, and Cultural Organization in 1952 to provide an alternative to the Berne Convention that would not require a forfeit of copyright notice requirements.

The United States is party to many multilateral and bilateral intellectual property agreements.

The European Economic Community’s Directive on Legal Protection for Computer Software—Following its Green Paper on “Copyright and the Challenge of Technology--Copyright Issues Re-
The function, external design, and code of a computer program, as well as the design of its user interface, have been the subjects of intense policy debate.

quireting Immediate Action,’ and after extensive and
heated debate, the EC released its Council Directive
on the Legal Protection of Computer Programs. In
the prologue, the directive asserts the variety and
scope of protection given computer software among
member states and noted the problems they present
to the European common market.

The articles of the directive provide for protection
of computer programs as literary works within the
meaning of the Berne Convention and establish
criteria for authorship and beneficiaries of protec-
tion. The directive sets forth specific restricted acts,
providing that the author has the exclusive right to
reproduce or authorize reproduction of a computer
program, to alter, translate or adapt the program, and
to distribute the program to the public. The directive
provides exceptions to these restrictions, including
copying needed to use the program according to its
intended use. The directive addresses the issue of
recompilation, by allowing reproduction and trans-
lation of the code without authorization of the owner
under certain conditions and when the information
generated from recompilation is to be used to achieve
interoperability. The directive provides a term of
protection of life of the author plus 50 years after
death. The extent to which the directive addresses
the concerns of U.S. manufacturers and reflects US.
law responds to the trends in globalization of the
industry and the law.

**Software Technology**

In this report, OTA has focused on four elements
of a computer program function, the
external design, the user interface design, and the
program code. Each of these elements has been the
subject of an intense policy debate concerning the
appropriate level of protection, and the level of
intellectual property protection available under
current law.

**Program Function**

Computer programs instruct the computer to
perform a series of operations to transform input
values to output values. Under current interpreta-
tions of patent law, patents may be granted for parts
of the program function. The same program may
contain many patentable inventions—maybe none at
all—depending on whether parts of the program
function are novel, nonobvious, and meet the
statutory definitional requirements. In applying for
a patent, the applicant need not specify each
operation performed by the processor, but describes
the steps at a higher level of abstraction—e.g.,
“storing a set of picture element data in a memory
device.”

The case law and PTO guidelines indicate that
patents may not be granted for a “mathematical
algorithm” (see footnote 20, supra). The meaning of
the term “mathematical algorithm” has been the
subject of considerable discussion, but it appears
to refer to a program function that is a “mere
calculation.” According to PTO guidelines, claims
that include calculations expressed in mathematical
symbols include a mathematical algorithm. On
the other hand, the function is not considered
“mathem-
tical” if it can be stated in terms of its operations
on things in the “real world,” e.g., processing
architectural symbols or translating languages.

**External Design**

Another intellectual property question concerns
the protection of the external design or “interface”
of a program. The external design specifies the
inputs and outputs, and the conventions for commu-
nicating with a program. For example, a user would

---

50 Patent, copyright, and trade secret law all have to be taken into account by software developers.
51 U.S. Pat. No. 4,197,590.
54 In re Bradley, 606 F.2d 812 (C.C.P.A. 1979).
The user interface specifies conventions for communication between the user and the program.

have to know the specific commands of a user interface, their meaning, and formats for entering data. Other examples of interfaces are communications protocols and operating system calls.

The interface is conceptually distinct from the program code that implements the interface: there are typically many different ways of writing a program to provide the same interface. There has been considerable discussion whether it should be permissible to write a program that has the same external design as a previously copyrighted program. Some believe that intellectual property protection of interfaces is needed, while others believe that it is sufficient that the program code implementing the interface not be copied.

User Interface Design

Courts have been asked to resolve cases that assert protection of communications protocols and operating systems calls, but the type of external design subjected to the most debate has been the user interface. The user interface specifies the conventions for communication between the user and the program. There are a number of different kinds of user interfaces. One is the command language dialogue, in which the user issues commands to the computer through typed commands. If the program is used infrequently, it may be difficult for the user to remember the commands and how they can be used together to perform more complex tasks. “Menu” systems avoid this problem by displaying the command options on a screen; the user can then issue a command by pressing a key indicated as corresponding to a particular menu option, or by moving a cursor on the screen until the appropriate selection is highlighted. Newer interfaces make use of graphics or icons.

Program Code

The program code is protected by copyright; unauthorized duplication of a program except as provided by law (e.g., 17 U.S.C. 107, 117) will nearly always be a copyright infringement. However, an important aspect of the software intellectual-property debate is the degree of similarity that two programs can have, without infringement. The issue is whether two programs should be permitted to have similar “structure,” even if not every instruction is identical—i.e., at what level of abstraction above the literal code should two programs be permitted to be the same.

There are three different types of programming languages: machine language, assembly language, and high-level language. Machine language programs can be executed directly by the computer, but are difficult to write and understand. Assembly language programs and high-level language programs are easier to write and understand, but cannot be executed directly by the computer. For this reason, programs are usually first written in assembly language or a high-level language, and then translated into machine language so that they can be executed by the computer.

Programs are typically distributed in machine language form. The program on the diskette is ready
to be loaded into the computer and executed. Rarely is the program distributed in the high-level language or assembly language in which it was written. Distribution in machine language makes it difficult for others to read the program code to understand how the program works. This helps to maintain secrecy about the elements that give the program competitive value. The “recompilation” issue is concerned with the legality of efforts to translate a machine language program into a more understandable form such as assembly language or high-level language (see box 1-A).

**Digital Information and Copyright**

“Digital information” refers to the data stored on computers and in other digital media (e.g., magnetic or optical discs). Computer programs are used to manage and retrieve digital information. Software is necessary for users to access and manipulate digital information stored inside a computer or on storage media. It is difficult, with some modern programming techniques, to distinguish between the computer program and the data the program manages. Thus, decisions affecting intellectual property and software may also affect digital information and the industries that create and use it. (See ch. 5.)

Computers are revolutionizing the publishing industry. “Electronic publishing” is now used in the publication of most traditional books, newspapers, and magazines, as well as for delivery of documents to users in digital form. Computer software offers an increasing range of tools for storing, accessing, and manipulating information, Computers make collaboration and multiple authorship easy. Information in digital form is easily copied, transmitted, and modified. These characteristics make it a good publishing medium, but also raise many intellectual property questions concerning what constitutes a copyrightable work, criteria for evaluating originality and authorship, and new ways of ‘using’ works and compensating authors.

Due to some uncertainties about the level of protection offered by copyright law to digital data, copyright holders and vendors make use of contracts to attempt to control the uses of digital information by users. Data is often not sold to the user, but is licensed. There is a wide variety of terms and conditions included in these license contracts. Many institutional users of digital information (e.g., libraries and university data centers) complain about the difficulty of managing and complying with the variety of contract terms required by their large collections of data and software packages. There is also controversy about the enforceability of some of these contracts, particularly where vendors have sufficient bargaining power to force terms on the user. (Contracts are also discussed in ch. 2.) Despite provisions of copyright law and license contracts, unauthorized copying of digital information still occurs.

Digital information is not just words and numbers. Anything that can be seen or heard can be digitized, so databases can include music, motion pictures, or photographs of art works. Some databases consist primarily of images. Mixed media or multimedia works are those that package together information in the form of images, sound, and/or text. For example, a multimedia cultural history of the 1960s might include text from newspapers and pamphlets, photographs, recordings of news broadcasts, segments of movies, recordings of music, along with software to access the information, all packaged together in a set of magnetic and optical discs. There is no specific copyright category for protecting mixed media works.* In addition, it is not always completely clear what obligations one has to original copyright holders when creating a database of digitized versions of all or part of works that fall under other copyright categories.

If computers have changed the publishing industry, they have also affected libraries. Libraries began embracing computer technology in the 1960s, at first for administrative tasks like acquisitions and circulation. The first on-line library catalogs began to be developed in the mid-1960s, and many are now available for use by library patrons, offering them much greater flexibility in searching for needed

---

*includes eight categories of copyrightable works of authorship: literary works; musical works; dramatic works; pantomimes and choreographic works; pictorial, graphic, and sculptural works; motion pictures and other audiovisual works; sound recordings; and architectural works (17 U.S.C. 102(a)).
works. Some libraries are providing patrons with access to databases of bibliographic citations and full-text journal articles provided by commercial firms, as well as other services like access to electronic mail. These services are most widely available through research libraries at universities, but are increasingly moving into public libraries, where they may be important services for segments of the population that have no other reasonable access to digital information.

Uncertainties have arisen about libraries and digital information. For example, provisions under the copyright law for libraries to lend materials or make preservation copies apply to both printed information and “computer programs” (instructions to the computer) but not necessarily to digital information or mixed media works. Some ways in which libraries might wish to enhance services to patrons, e.g., upgrading on-line catalogs to provide tables of contents and other information from the cataloged books, might be considered to infringe on the underlying works. It is not clear what responsibility libraries may have for patrons’ violations of copyright or for contract conditions when patrons have direct access to digital information.

**Economic Perspectives**

U.S. patent and copyright laws define limited monopoly rights to creators of certain classes of "works and inventions." In this country, these monopoly rights are not viewed as "natural" or "inherent" rights of creators; rather, they are granted by the government in order to promote the public interest and are designed within a framework involving an economic tradeoff between private incentives and social benefits. Thus, in the United States, an "intellectual property bargain" underlies the Federal framework for intellectual property law.

The Intellectual Property Bargain in U.S. Law

The rationale for this economic tradeoff—the "bargain"—recognizes that for certain goods, market forces will not necessarily produce the most desirable outcomes from the perspective of society as a whole. These goods will tend to be produced in insufficient quantity or variety because producers are unable to fully realize the gains from investments in creating them. In granting a limited monopoly via copyright or patent, government attempts to compensate for distortions arising from this market imperfection.

The linkage between intellectual property rights and economic benefits to society as a whole has traditionally followed the logic that: 1) intellectual property rights increase innovators’ ability to appropriate returns from their intellectual labors; 2) the resulting potential for increased private gains to innovators induces additional innovation; 3) because of increased innovation, additional benefits accrue to society as a whole. The U.S. system of patents and copyrights is intended to strike a balance between holders of intellectual property rights and the public at large. This balance involves benefits and costs on both sides: legal protection for intellectual property imposes costs on a society, as well as benefits. These costs and benefits can be monetary (e.g., increased or decreased costs or royalties), or less tangible (e.g., social consequences of stimulated or stifled technological advances). The specifics of how this balance is maintained—the exact form, scope, and duration of intellectual property rights—may evolve in response to changes in technology, markets, or social values.

Intellectual Property and Software

Economists have been paying increasing attention to intellectual property and software, but as yet there are no firm conclusions as to what socially optimal protections may be. The lack of precise policy.
prescriptions regarding linkages among intellectual property, technological innovation, and social benefits is not unique to software, although economic inquiry is made all the more difficult by the rapid changes in software technologies and markets. Literature on the economics of software is still evolving, along with the broader literature on intellectual property and innovation. Chapter 6 of this report offers a “snapshot” of economic thinking, rather than economists’ solution to the problem of how best to balance private incentives and social benefits in a rapidly moving area of technology.

The economics literature on intellectual property focuses mostly on patent and copyright. In large part, this focus stems from the nature of patent and copyright.” These exclusive rights have been designed within a framework involving an economic tradeoff between private incentives and social benefits. The laws governing trade secrets do not incorporate this kind of explicit tradeoff. Therefore, patent and copyright offer more established economic bases for theoretical and empirical analyses of markets for intellectual property. The bulk of economic analysis on linkages among technological progress, economic welfare, and intellectual property has dealt with the patent system, rather than copyright. Software is remarkable in being a technology for which copyright is so crucial. However, many of the arguments concerning patents and duplication of innovations can be applied to software copyright, especially to issues like copyright protection of interfaces and the appropriate breadth of copyright protection.

As noted previously, this is an evolving literature. Sometimes, the analyses discussed in this report differ in conclusions or policy implications. In particular, some of the economic research done since CONTU suggests policy implications that differ from those of earlier work in the 1950s, 1960s, and early 1970s. These differences result because the economic models incorporate different industry conditions, different types of innovation, and different timeframes. Much of the earlier economic work on intellectual property (mainly patents) focused on cost-saving process innovations, while later work looked at product innovations. Until after the mid-1970s, most analyses of (socially) optimal patent design focused on patent term and assumed static (one-shot) models of innovation. The more recent work focuses on breadth of protection, as well as term; dynamic models of innovation include the possibilities of multiple inventors, cumulative innovation, and network externalities. The more recent work, using dynamic models for innovation,

65 OTA Note: Unless otherwise specified, OTA uses “innovation” and “innovative activity” in this chapter to refer to R&D and other creative processes producing scientific and technological advances, whether the form of these advances would legally be considered copyrightable, patentable, or neither. In reviewing the economics literature on this topic, OTA uses the authors’ terminology.

66 Private incentives and expected outcomes arise from the right holder’s limited monopoly powers; social benefits are expected to include additional benefits to society from the induced disclosure and/or dissemination of innovations and technological advances.

67 For discussions of this balancing between private incentives and social benefits in the “intellectual property bargain,” see intellectual Property Rights in an Age of Electronics and Information, op. cit., footnote 2. See also Paul Goldstein, op. cit., footnote 24, secs. 1.1 and 1.2.


The rightful possessor of a trade secret does not have an exclusive right to use the secret information, and the law only provides for legal remedies when the secret is lost through breach of contract or “improper” means of discovery (e.g., industrial espionage). A trade secret may be maintained indefinitely. See ch. 6 and also David Friedman et al., “Some Economics of Trade Secret Law,” Journal of Economic Perspectives, vol. 5, No. 1, winter 1991, pp. 61-72.

69 However, there is also a well-developed literature dealing with economic welfare, copyright, and consumer copying of journal articles, music, software, etc. (see the final section of ch. 6 on home copying).

70 As described in Sidney Winter, The Pendulum of Opinion on the “Optimal” Term of Protection (e.g., whether increasing or decreasing the term) of patent protection would be more socially desirable) has swung back and forth over the years. For his discussion of changes in economic thinking about the term and strength of protection, see Sidney G. Winter, Patents in Complex Contexts: Incentives and Effectiveness, in Vivian Weil and John W. Snapper (eds.), Owning Scientific and Technical Information (New Brunswick NJ: Rutgers University Press, 1989), pp. 41-43.


71 In multiple-inventor “patent races,” the rate of R&D spending affects the probability of invention.
suggests shorter, rather than longer, terms of protection. 71

Software Industry and Technology Changes

Computing technologies and the software market have also evolved since the mid-1970s (see chs. 3 and 4). Because of timing, CONTU and its analyses could not foresee the time when powerful computers could be in every office and every home and individuals would be able to create and use sophisticated and valuable software outside large organizations, or the full impact of these changes a decade later.

CONTU saw the software market shares of hardware producers being “steadily eroded” by independent software developers and expected this trend to continue. 72 But, despite vigorous growth by independents, computer-hardware firms retain a major share of the software market. (In terms of revenues, IBM is the leading U.S. software producer overall and the largest producer of packaged software in the world—see ch. 3). In CONTU’S analysis, 73 the software industry was characterized by easy, rapid entry by small firms—a viable “cottage” industry of small developer-vendors. 74 Although there are still thousands of small companies, the industry today is moving away from this picture. Significant changes, which may affect the way in which Congress sets the balance for software, include: 75

- the “PC Revolution” and explosive growth in markets for personal computers and packaged software;
- widespread use of computers and software by nonprogrammers and the corresponding market importance of user interfaces;
- increased barriers to entry by small firms and a trend toward centralized software-publishing houses that acquire rights to software and then distribute and market it, paying royalties to the program developers;

- maturity of the software industry and increasing firm size (through growth, acquisition, and consolidation); and
- increasing industry concentration, especially when considering submarkets like PC applications.

Issues and Options

In this report, OTA focuses on the various ways in which current U.S. copyright, patent, and trade secret laws apply to four key elements of computer program development—the program function, the external design, the user interface design, and the program code. Our study has examined the technology behind each of these aspects of the development process, the application of current intellectual property laws to each of the four elements, and the policy issues and arguments associated with them, in terms of current law and in terms of possible modifications to the existing intellectual property system.

Technological Challenges for Copyright Law

OTA finds that treating computer programs as literary works under copyright offers straightforward remedies for the literal copying of program code, although enforcement remains a problem, especially overseas. (See ch. 3.) OTA also finds, however, that the functional aspects of computer programs pose difficult questions for application of the copyright law. One important question is the extent to which copyright (particularly, in concert with trade secret law) should protect the functionality and design of a program. OTA finds that the traditionally “fuzzy” line between idea and expression in copyright law is confounded by the need to determine an appropriate scope of protection in order not to provide coverage for the program procedure, process, system, method of operation, or concept, con-

71 See Winter, op. cit., footnote 69.
73 Ibid., p. 23.
74 Public Interest Economics Center, op. cit., footnote 72, p. IV-5.
75 For discussion, see box 6-A in ch. 6.
try to the intent of the current law (17 U.S.C. 102(b)). This key software-copyright question is manifested (among other places) in the debate over application of copyright to features of a program’s external design and/or user interface, and in the debate over reverse engineering and decompilation (see above and ch. 4).

**Technological and Institutional Challenges for the Patent System and PTO**

Patent protection is used extensively to protect software-related inventions in the United States, Japan, and Europe. Many of the major commercial developers of software (including firms like IBM that tend to be thought of as “hardware” companies) are extensively using patent protection for software-related inventions. As a result, patent protection is of importance to the U.S. software industry, both domestically and in the global market.

The protection of software-related inventions and algorithms by patent is a fairly recent development and is controversial. (See chs. 2 and 4 and boxes 1-B and I-C.) The case law and PTO guidelines indicate that patents may not be granted for a specific kind of program function called a “mathematical algorithm” (see footnote 20, supra and discussion in ch. 4). The meaning of the term “mathematical algorithm” has been the subject of considerable discussion and debate. Moreover, some academics and members of the software community perceive that the technology and economics and industry structure of software development make patents inappropriate for software-related inventions.” Many other members of the same communities, however, disagree with this perception and consider that patents for software-related inventions are appropriate for the industry and are in the public interest. Furthermore, the latter argue that the “disadvantages” perceived by critics are fully addressable by changes in the operation of the PTO.

OTA finds that the PTO faces considerable challenges in examining applications for software-related inventions. At the same time, there ap-

---

77 Some copyright has been expressed as copyright in computer programs should extend protection to the methodology or processes adopted by the programmer, rather than merely to the “writing” expressing his ideas. Section 102(b) is intended, among other things, to make clear that the expression adopted by the programmer is the copyrightable element in a computer program, and that the actual processes or methods embodied in the program are not within the scope of the copyright law. (U.S.C., ch. 1, sec. 102, “Nature of Copyright,” p. 17, from House Report No. 94-1476, Committee on the Judiciary.) See also footnote 24, supra.

Congress has already (17 U.S.C. 117) limited copyright holders’ exclusive rights for computer programs.

78 See footnotes 19 and 20, supra.

79 “Algorithms also known technically as the partially recursive functions form the essence of software. Increasingly we are seeing lawsuits or threats of lawsuits claiming patent infringement for the mere use of software on a typical computer, e.g., for such functionality as public key encryption compression and cursor blinking. If patent law establishes that such suits are justified, that will mean to me that algorithms do have patent protection. To underscore that algorithms do have the same unpatentability as scientific principles, I think patent law should be clarified to the effect that a patent is not infringed merely by the use of software on a computer. (Robert S. Boyer, Professor of Computer Sciences, University of Texas at Austin, letter to Harry F. Manbeck, Jr., Assistant Secretary and Commissioner of Patents and Trademarks, Sept. 22, 1991.)

80 See, e.g., Daniel J. Bernstein, University of California, letter to E.R. Kazenske, PTO, July 10, 1991 (Response to Request for Comments for the Advisory Commission on Patent Law Reform). Using issued patents from the field of data compression as examples, Bernstein discusses his views that PTO examiners have failed to detect “mathematical algorithms” in claims, that PTO is not correctly evaluating criteria for nonobviousness and equivalence of patent claims for algorithms, and that “software patents” are beginning to damage the software industry. See also ch. 4.

81 For example, entry barriers are said to be lower for software than for commercial biotechnology, which has led to an industry with more small entrepreneurs for whom the administration of patents would be difficult, especially given that one program contains (or infringes) many patented algorithms. For example, see supra. Moreover, academic and members of the software community support the technology and economics and industry structure of software development make patents inappropriate for software-related inventions.


83 Among the problems noted are an incomplete prior art and insufficient examiner training, leading to difficulties in examination and issuance of patents that are not novel and/or nonobvious. Another problem noted is that the pendency period is long compared to software-development cycles, so that “landmine” patents can issue. (See chs. 2 and 4.)


85 John L. Pickett, op. cit., footnote 3, CBEMA argues that perceived disadvantages such as “bad patents” anticipated by the prior art, examiners’ difficulties in deciding questions of novelty and nonobviousness, and vulnerability to patents issuing after long delays (“IOTA note: i.e., “landmine” patents) are fully addressable by changes in operation of the PTO. (Ibid., p. 2.)
pears to be some variance-or, at least, uncertainty on the part of observers outside PTO—in how PTO examination guidelines for subject-matter determinations are being applied. A long series of (often inconsistent) court decisions has led to a situation in which some types of software-related inventions are patentable while others are not. Applying the PTO guidelines for distinguishing patentable and nonpatentable types of inventions is a complex part of the examination process and one that outsiders find difficult to understand and/or predict.85 (As a matter of policy, PTO does not comment on the examination process for issued patents. Because OTA could not be “walked through” application of PTO examination criteria or discuss their interpretation for specific patents, OTA was unable to make any independent finding on the quality of examination for particular software-related patents.) In addition, the PTO has an incomplete database of “prior art” for software-related inventions.86 This makes it even more difficult for examiners to judge whether an application describes a “novel” and “nonobvious” invention. Filling in the gaps in the database of prior art maybe difficult, because so much of what would constitute the “prior art” has historically been in the form of products, not literature or issued patents.

To address the issue of examination quality, the U.S. Patent and Trademark Office is currently reviewing the nature of the qualifications required for examiners and has recently completed the first phase of its reclassification of the software arts. This reclassification process involves the creation of a new Class 395, “Information Processing System Organization.”87 To make searching easier, this new class will have a larger number of subclasses than the old Class 364, each encompassing a particular area of technology—e.g., database and file management systems or artificial intelligence. PTO intends that examiners will specialize in one of these subclasses. In addition, the Secretary of Commerce established an Advisory Commission on Patent Law Reform88 to examine administrative and procedural challenges facing the patent system.

OTA finds that “filling in” the prior art database (patent and nonpatent) is extremely important, as one means of improving the quality of examination. OTA also finds that improving electronic search and retrieval capabilities for the PTO’S own database is critical, because it is used by the PTO’S own examiners during the application process and by the public. In September 1991, PTO reported that it is unable to provide statistics on the number of patents issued for software-related inventions (e.g., patents for computer processes and algorithms), which PTO refers to as “computer-implemented process patents.”89 Despite the intense controversy and policy focus on these areas of art since Diamond v. Diehr, PTO reported to OTA that it has no provisions for flagging, cross-referencing, or otherwise efficiently monitoring and reporting prosecution, issuance, and litigation for these types of patents, except through time-consuming manual search, review, and selec-

85 “so finds the guidelines to be a reasonable reading of case law but questions how the PTO is actually administering the stated Guidelines. Enough of ADAPSO member companies have noted a substantial increase in subject-matter rejections on computer program-related claims as to constitute a new trend. While these rejections cite Section 101, this new practice has no obvious basis in the statute itself and does not represent the kind of result that we believe the Guidelines would lead one to expect.” (Schacter, ADAPSO, op. cit., footnote 83, pp. 15-16. ) Others have questioned how examiners interpreted the PTO guidelines in issuing certain patents. (See, e.g., Brian Kahn, “The Impact of Software Patents,” EDUCOM Review, Winter 1989, pp. 26-31.)

86 See Jeffrey M. Samuels, Commissioner of patents and Trademarks, testimony at Hearings on Computers and Intellectual Property, Mar. 7, 1990, U.S. House of Representatives, 101st Congress, 1st and 2d Sessions, Subcommittee on Courts, Intellectual Property, and the Administration of Justice, Committee on the Judiciary, Serial No. 119, pp. 325-354. According to Samuels’ testimony, “We are concerned that some computer processes that are sold or are in use are not fully described in the published literature or readily evident from use of the process. The sale or use of the process is evidence that the process is not new and should not be protected by a later filed application. Regrettably, there is not an efficiently searchable record of this type of prior art, not only for computer-related inventions but for all inventions.” (Ibid., pp. 337-338.)


88 See further discussion of the Advisory Commission on Patent Law Reform, see pp. 10-11 of this chapter, and ch. 2.

89 See Jeffrey M. Samuels, Acting Commissioner of Patents and Trademarks, letter to Congressmen Robert W. Kastenmeier, Chairman, Subcommittee on Courts, Intellectual Property and the Administration of Justice, Nov. 1, 1989, answer to question 1: “Computer processes are not classified within USPTO’s patent classification system in any readily identifiable set of classes and subclasses.” See also Harry F. Manbeck, Jr., Assistant Secretary and Commissioner of Patents and Trademarks, letter to Joan D. Winston, OTA, Sept. 11, 1991, p. 1 (“It is not possible to generate reliable data in response to questions directed to computer-implemented process patents through the manipulation of existing PTO databases.”).
tion from various large patent subclasses. OTA found, however, that the private sector has had more success in developing such statistics and classification schemes. Electronic Data Systems Corporation (EDS) has compiled statistics on patents issued for software-related inventions during the years 1972 through 1989 by examining notices published in the Official Gazette of the Patent and Trademark Office. EDS obtained similar statistics for 1990 by reading official database tapes purchased from the PTO. With the 1990 data, an artificial intelligence technology (involving a natural language interface created by EDS) was used to characterize each patent and determine which involved software-related inventions. Using this method, EDS found that 576 patents were issued for software-related inventions during 1990. (According to EDS, this technology will be used to reexamine the statistics initially gathered for 1972 through 1989. For more on the EDS statistics, see table 2-1 and accompanying discussion in ch. 2.)

These shortcomings in the PTO database affect searches conducted by or for the public. Therefore, while “filling the gaps” in the prior art will be useful, these steps should be taken in conjunction with measures to improve electronic search and retrieval and provide statistical information for use within PTO and for reports to Congress. PTO is still in the process of deploying its automated patent system and has also begun to reclassify patents in the computer arts (see discussion in ch. 2, pp. 54-56). As part of its oversight, Congress may find it useful to receive statistical profiles of patent activity in this and other important areas of technology. There-fore, Congress may wish to determine what improvements in statistical reporting by field of technology will be part of this automation and reclassification.

International Dimensions

Computer software markets are international, as are software research and development. Although software markets and industries abroad are growing, the United States currently remains a major force in this international market (see ch. 3). The issues and questions facing Congress are more complicated because of the “global” nature of software. The balance struck in the intellectual property bargain cannot ignore increasing foreign competition in overseas markets and within U.S. borders.

The paradigm of software as or akin to a literary work under copyright is the keystone of existing international copyright agreements. However, foreign countries may treat software differently in some respects, even with a copyright framework. For example, the European Community’s software directive includes specific provisions concerning certain aspects of reverse engineering, referred to in the directive as “recompilation” (see ch. 3).

The level of patent protection offered by foreign countries for computer software varies: while some may not protect software per se, they may grant protection for processes that include software, or if a program is claimed in conjunction with a method or computer. To the extent that the market for software is global, policy decisions about patent protection for software reflect these differences in

90 From letter, Joan D. Winston, OTA, to Harry F. Manbeck, Jr., Assistant Secretary and Commissioner of Patents and Trademarks, Sept. 11, 1991, p. 1: “In sum, PTO is not able, through its existing databases, to respond to OTA’s request for data concerning ‘computer process and algorithm’ patents. To compile data with which to respond to OTA’s range of questions involving computer-implemented process patents would require a manual search of many technology classes, a thorough review of the claimed invention, and the investment of hundreds of staff weeks.”

OTA had requested statistics from PTO concerning prosecution, issuance, and litigation of patents for software-related inventions. In its request, OTA had asked for statistics on what it referred to as “computer process and algorithm patents.” OTA staff asked to meet with PTO staff to discuss the request-particularly, to explore PTO’s suggestions for alternative formulations of OTA’s questions in order to facilitate a meaningful response. (Personal communications with PTO staff March-June 1991 and letter from Joan D. Winston, OTA, to Lee Skillington, Office of Legislative and International Affairs, PTO, June 24, 1991.)

No such discussion or suggestions were provided and PTO responded that, “As a general matter, the denomination ‘computer process and algorithm’ patent bears no direct correlation to PTO policy or practices. Patents issued for inventions involving computer-implemented processes are not classified in a single technology class or subclass, and have not been otherwise ‘flagged’ to enable the retrieval of the requested data, even if we were to limit the task to Subclass 364/200 and Subclass 364/900, the task would still be a significant one. [That] would probably exceed 30 staff weeks.” (Manbeck, op. cit., footnote 89, enclosure item 3.)

91 For example, OTA had asked PTO for data on patents and patent applications for computer processes and algorithms: the numbers. Of such patents issued from 1974-present, cumulative numbers of patents in effect during this period, average tendencies, examiner rejections appealed to courts, etc.

92 For example, the United States is a signatory to the Berne Convention and Universal Copyright Convention. Under these agreements, our domestic copyright law applies by recíprocity to foreign copyright holders who are nationals of convention members (see ch. 3 and footnote 49, supra).
legal systems. The World Intellectual Property Organization’s Committee of Experts on the Harmonization of Certain Provisions in Law for the Protection of Inventions is considering a draft treaty that would provide for modifications of general aspects of patent system, not specific to software, including a first-to-file (an application with the patent office) system, and establishment of a term of patent protection of 20 years from the date of filing a patent application.

**Digital Information and Copyright**

OTA finds that many of the issues of concern with copyright and computer software also apply to digital information. For example, copyright provides remedies for the literal copying of digital information, but as with software, enforcement may be a problem. There appear to be few technological or other remedies to prevent unauthorized copying, except within closed systems.

It would be helpful for both publishers and users of digital information if some aspects of fair use of digital information under the copyright law were clarified. Because of uncertainties about users’ rights to “download” or make copies of information, providers of digital information rely on contracts to limit customers’ uses of information, and do not sell information to customers, but merely authorize certain uses. On-line digital information may pass through several intermediaries between the publisher and the end user—distributor, database service, library-making contracts less effective for controlling end-user practices.93

Some aspects of fair use also remain unclear with regard to libraries. For example, while guidelines have been developed for libraries’ making archival copies of books or of computer programs, no mention is made of rights to make such copies of databases or other information in digital form. There is also some question as to how far libraries can go in enhancing the content of their on-line information retrieval tools by including more information from the original works (e.g., the table of contents or the index). While such enhancements are now feasible and seem a logical step, some hold that such enhancements may infringe on the copyrights of the underlying works.94

Digital information includes multimedia or mixed media databases, which may include images, music, text or other types of works. The status of mixed media works under copyright is not clear. Mixed media is a fairly new concept; the acquisition of rights to convert copyrighted works to digital form for incorporation in mixed media databases is often difficult because conventions and standards for royalties do not yet exist, nor are there organizations of rights holders to collect the royalties.

**Software Technology, Industry Structure, and the Future**

Software and computer technologies are fast-moving and complex. The software industry and the discipline itself are maturing: the software industry structure has changed since CONTU and the costs of successful market entry are rising. Although there continue to be many viable small firms and entrepreneurs, the industry is moving away from the model of a cottage industry (see box 6-A inch. 6). With the vast increase in numbers and types of software users, user interfaces have become increasingly important, both to users (in terms of ease of learning and use, performance, productivity) and to developers as well (in terms of value in the marketplace and market share).

Despite the advantages of incremental accommodation within the current structures, especially in terms of established case law and reciprocal international protection, OTA finds that there may be a point where it is in the public interest to develop new law(s) either to complement the existing framework or to substitute for copyright and/or patent protections for software, rather than continue incremental accommodation. Congress may eventually find that the best means for achieving policy objectives with respect to software are different from those used for other

---

94Mary Jensen, Director, University of South Dakota Law School Library, personal communication, Feb. 8, 1991.
types of works, based on the intellectual property bargain. In its deliberations, Congress could draw upon public input from many economic and social sectors in assessing the net impact of new rights that might be created as alternatives to a strategy of accommodation within the current structure.

Some commentators favor sui generis approaches, either to complement or substitute for current software protections. Most proponents of a ‘substitute’ sui generis law seem to envision a modified copyright approach. That is, a copyrightlike registration would continue, but the term of protection and the bundle of rights would be modified to conform to what is considered to be the needs of software. In the Semiconductor Chip Protection Act (SCPA), a modified copyright approach is used to protect chip mask works from copying. Some early proposals for the protection of semiconductor chips had recommended amending the Copyright Act, but a sui generis approach was chosen to avoid distorting traditional copyright principles for other categories of works.

Software features and advances that may be valuable and beneficial to society may not be traditionally patentable or copyrightable subject matter. Therefore, OTA finds that Congress may wish to consider periodically whether there is some public advantage in giving limited rights for incremental software advances that would not be patentable or for aspects of program functionality that fall outside copyrightable subject matter. In this case, the subject matter, scope, term, and exemptions from infringement of a ‘complementary’ sui generis law could be carefully tailored to fit the characteristics of the technology and its uses.

One intellectual property scholar has suggested that software is an example of a “legal hybrid” that falls between patent and copyright. To encourage innovation, these hybrids are thought to require some kind of protection to ensure lead time. However, for these hybrids, it is thought that patents will usually protect only a small portion of the innovation, and the ‘powerful reproduction rights and long term of protection [of copyright] implement cultural policies that are largely irrelevant to the needs of a competitive market. According to this logic, in addition to fading to protect innovation

---

95 For example, Congress might wish to consider whether the trend toward more use of patent protection, absent alternatives to protect program functionality, affects the public-interest “balance” in terms of equity for small/large software firms and for those with many/few legal and financial resources: What will be the effect on end users and the public at large? Will ‘stronger’ protection for software (e.g., patents precluding commercial exploitation of independent program inventions, copyright protection for the design of user interfaces) spur innovation or stifle it, or have no real effect overall? Will it disproportionately disadvantage individuals and small firms versus large (or rich) corporations?


A modified copyright approach has previously been used for the protection of semiconductor chips (see below and ch. 2). There have been a number of proposals to protect industrial designs using a modified copyright approach, but these have not been enacted into law. For a discussion of industrial design protection, see ch. 2.

98 The SCPA uses a modified copyright approach to protect the topography of integrated circuits against copying. There is no patentlike examination process; the ‘‘mask work’’ is registered with the Copyright Office. However, the SCPA has a novelty standard somewhat higher than the mere ‘‘originality’’ standard of copyright law: protection is not available for a mask work that ‘‘consists of designs that are staple, commonplace, or familiar in the semiconductor industry or variations of such designs, combined in a way that, considered as a whole, is not original’’ (17 U.S.C. 902(b)(2)). The bundle of rights is also somewhat different from that granted under copyright law, and copies of the ‘‘mask work’’ made in the course of reverse engineering are not infringing (17 U.S.C. 906(a)). Finally, semiconductor chip protection differs from copyright in that the term of protection is only 10 years.


100 For example, use of copyright mandates a long term of protection for software, no provision for compulsory licensing, and limited exemptions from infringement (e.g., secs. 107 and 117). Patent has a shorter term, but many program features may not be patentable subject matter; although reverse engineering is allowed, independent invention is not a defense to claims of patent infringement.


properly, attempts to use existing laws for these hybrids risk distorting the existing laws.\textsuperscript{105}

The CONTU report had noted that patent protection for software was limited, and that some additional form of protection would be required. However, the Commission did not recommend a \textit{sui generis} approach, concluding that copyright was appropriate. The argument that computer programs are "useful articles" or otherwise fall outside the range of statutory subject matter was rejected by CONTU\textsuperscript{106} and has been consistently rejected by the courts.\textsuperscript{107} Proponents of the continued use of copyright law contend that copyright, as interpreted by the courts, is working well,\textsuperscript{108} that a new system would create unacceptable uncertainty, and that existing international agreements provide a framework for the protection of computer programs in other countries (see ch. 2).

\textbf{Policy Choices and Options}

OTA has identified three principal policy areas that Congress may wish to address. These are:

1. difficulties that the functional aspects of computer programs present in determining the appropriate scope of copyright protection for programs;

2. difficulties in determining the scope of patent protection for software-related inventions and algorithms and the challenges facing the U.S. Patent and Trademark Office in these areas of art; and

3. complications facing libraries and developers and users of digital information, especially mixed media works encompassing several different categories of copyrightable works.

As the preceding sections and body of this report detail, these principal areas encompass a variety of issues. For each, Congress has fundamental choices.

The first of these choices is to act or not to act. Not acting continues the status quo in terms of statute, and allows the continued evolution of the case law, but does not assuage uncertainty. On the other hand, taking action may reduce some uncertainties but add others, especially if additional bodies of case law and new international agreements had to be developed (e.g., for a \textit{sui generis} law). This choice is not a static decision—Congress may wish to periodically reevaluate the choice to take action or continue the status quo. In so doing, Congress can draw upon input from the broad communities of stakeholders in these issues. These stakeholders include the computer and software industries; members of the academic, research, and library communities; private, corporate, and institutional software users; the software-using workforce; and the public at large (see above discussion on the evolution of the software debate and box 1-D).

\textit{The second choice, if Congress determines that action will be in the public interest, is the timeframe for action.} If sufficient information concerning an issue and how to resolve it unambiguously is available, Congress could act in the near term. In instances when institutional problems and alternative courses of action are well-defined, near-term actions may be both appropriate and necessary, especially when they require some lead time before yielding benefits (e.g., see discussion of Options 2.3 through 2.6).

Otherwise, Congress might wait until more information becomes available concerning the likely outcomes of an action (compared to the status quo) in order to avoid precipitous action and legislation that may not have the desired long-term effect or that may quickly be outdated by changes in technology. Delaying action will also allow Congress to have the benefit of additional information about the course of case law (on software interfaces, patent litigation and appeals, etc.) and on the impact on software developers and users of the current legal environment and uncertainties. In the nearer term, Congress could initiate strategic information- and input-gathering processes (e.g., Options 1.5 and 3.3, see also section below on "planning for the future") and use these as a basis for evaluating

\begin{footnotesize}
\begin{enumerate}
\item See discussion, ibid., p. 550.
\item CONTU noted language in the House and Senate reports accompanying the 1976 Copyright Act indicating that the act did not need to be amended to include computer programs, and language indicating that computer programs were copyrightable as "literary works." (See \textit{CONTU Report}, op. cit., footnote 16, p. 16.)
\end{enumerate}
\end{footnotesize}
longer-term options. Such a strategy might be especially helpful in determining whether statutory changes are necessary and, if so, what definitional problems and uncertainties will be addressed. Possible disadvantages of waiting are that incremental accommodations through the case law may conflict over time, as the case law continues to evolve. As is the case with current legal uncertainties, the uncertainties that ensue will affect smaller/poorer firms and individuals (that do not have the resources to “ride it out”) more than large firms with deep pockets.

If Congress chooses to take action, it faces a third choice—how comprehensively to act. Congressional actions could take the form of: measures to address ongoing institutional problems (e.g., Option 2.4); measures to seek “cooperative,” rather than legislative, clarification of uncertainties (e.g., Option 1.5); or legislative measures to amend current copyright and patent statutes (e.g., Option 1.1), or create sui generis protection (e.g., Option 1.4). Depending on the specific action or actions taken, the overall effect might:

1. explicitly affirm the status quo and course of case law (e.g., in terms of the scope of copyright and patent);
2. make small adjustments at the margins of copyright and patent (e.g. through procedural changes);
3. clarify or modify the scope of patent and/or copyright (e.g., through definitional changes), but leave the basic paradigms the same;
4. introduce one or more complementary, sui generis regimes tailored specifically to certain aspects of programs and software functionality, recognizing particular patterns of innovation; or
5. develop a sui generis regime for software to substitute for copyright and/or patent protection, tailored to encompass program code as well as software design and functionality.

These alternatives appear to impact increasingly on the present intellectual property system as the list progresses. But it is not necessarily the case that the least disruptive choices (e.g., explicitly affirming the status quo) can, or should, be selected more quickly than the others. Any of these must result from careful deliberation and crafting, in order to specify clearly and unambiguously what is and is not covered, and what exceptions, if any, are to be made (e.g., along the lines of reverse engineering, fair use, etc.). The following sections discuss the policy issue areas in the context of the above choices for congressional action.

Policy Area 1: Difficulties that the functional aspects of computer programs present in determining the appropriate scope of copyright protection

The functional aspects of computer programs pose difficult questions for application of the copyright law, most notably the appropriate scope of copyright. The traditionally “fuzzy” line between idea and expression in copyright law is complicated by the need to determine an appropriate scope of protection in order not to cover for the program procedure, process, system, method of operation, or concept, contrary to the intent of the current law (17 U.S.C. 102(b)).

Despite the advantages of incremental accommodation within the copyright law, there may be a point where it becomes preferable to augment or complement the existing framework rather than extend the scope of copyright to fit software—perhaps, cumulatively, at the expense of other types of works. Sometimes, what is in question is the extent to which copyright (perhaps, in concert with trade secret law) is to be interpreted to protect the functional and design aspects of the program in addition to the code. This is the essence of the current debate over application of copyright to features of a program’s external design and/or user interface, and in the debate over reverse engineering and recompilation. If or when Congress decides to take action, options include the following:

Definitional Issues and the Scope of Software Copyright

To clarify the scope of copyright protection for software beyond the code, Congress might want to explicitly include or exclude one or more aspects of software, such as computer languages, algorithms, design specifications, user and other interfaces. If it
chose to explicitly include one or more of these, Congress could:

**Option 1.1a: Expand upon the Copyright Law's current language on "subject matter of copyright" in Section 102 to specify that [computer languages/algorithms/design specifications/user and other interfaces/. . .] are copyrightable subject matter.**

Alternatively, if it chose to make explicit exclusions, Congress could:

**Option 1.1b: Expand upon the Copyright Law's current language on "subject matter of copyright" in Section 102 to specify that [computer languages/algorithms/design specifications/user and other interfaces/. . .] are not copyrightable subject matter.**

In order to do this, statutory definitions for software-specific terms like "computer language," "algorithm," etc. would have to be developed for Section 101, along with means to keep them current or update them as technological changes require. This would not be easy, and would require input from the technical, as well as legal, communities to ensure that the resulting language is unambiguous.

If (under Option 1.1b) Congress chooses to explicitly exempt any of these from inclusion within the scope of copyright, then it must determine whether they are to be left to the public domain, trade secret law, patents, or to new, *sui generis* laws (see Options 1.3 and 1.4 below).

**Alternatives to Current Treatment of Programs as Literary Works**

**Option 1.2: Establish a separate category in the Copyright Act for "computer programs," instead of treating them as literary works.**

In the international arena, however, this is counter to current U.S. standards of "adequate" protection for software as or akin to a literary work. Also, there would be a period of uncertainty as a new body of case law developed. An advantage of this approach would be that the courts would not have to apply the same principles to software and other literary works, whose economics, patterns of innovation/dissemination, and useful life spans are quite different. Using this approach, though, the term of protection would remain the same as for other copyrighted "literary and artistic" works.

Instead of establishing a separate category for software within Section 102(a), Congress might limit the scope of "literary" copyright to the code, with the possibility of adopting a *complementary* regime for elements of software design and functionality.

**Option 1.3: Leave “computer programs)” within the category of literary works but establish legislative bounds holding the extent of copyright protection as a literary work to the code (as text), not to the behavior of the program when it is executing or to "interfaces." Determine whether the latter are to be covered by a complementary, *sui generis* regime.**

This option would continue to allow copyright protection for the program code both in the United States and in other countries, under the provisions of Berne. However, it would leave room for a different mode of protection for elements of design and functionality, such as the program’s external design and the design of user interfaces. Alternatively, these could be left to the public domain except as protected by patent and/or trade secret law.

At this time, it is not clear to what extent the courts will find these elements to be protected by copyright law. Protecting them explicitly through a new, *sui generis* law would reduce uncertainty about their protection, and provide for features not permitted under copyright, such as a shorter term length (but long enough to allow some reasonable lead time), or compulsory licensing to facilitate standardization. A *sui generis* law might also have software-specific criteria for infringement or for exemptions and could impose a different threshold standard for innovation than copyright’s "originality" criterion.

A disadvantage of this approach, as for other options, is that it may be difficult to define what is and what is not covered under copyright and under the new, *sui generis* law. A new body of case law would have to develop, as would international agreements, particularly regarding the *sui generis* mode of protection.

Another option, which represents a more significant change from the existing modes of protection for software, is to *replace* copyright protection for
software with a new form of protection tailored especially for software.

Option 1.4: Withhold copyright protection from “computer programs” and substitute protection under a *sui generis* framework, including protection for the program code, as well as other elements of program functionality and design.

This approach would replace copyright protection for software with a *sui generis* regime tailored to the protection of computer programs. The new law could address both issues of scope and of reverse engineering. It could either explicitly include or exclude “interfaces” and could determine under what circumstances, if ever, reverse engineering was permissible. A different length of protection could reflect possible differences in market life or purchase patterns between computer programs and traditionally copyrightable works. The availability of protection tailored especially for software might also decrease use of patent protection for some software-related inventions.

As with the *sui generis* choice in Option 1.3, it may be difficult to define what is and is not covered under the new law. Another disadvantage of a *sui generis* law designed to substitute for copyright is that there would be much uncertainty during a transitional period, as the case law develops. In addition, as with other *sui generis* options, there would be no established international treaty structure.

Reverse Engineering

The issues and uncertainties concerning reverse engineering might be handled by clarifying or modifying the scope and subject matter of copyright as described in Option 1.1 or Option 1.4 above. Another alternative would be to clarify the existing statute concerning “fair use” (Section 107) and existing limitations on exclusive rights in computer programs (Section 117). This clarification could be accomplished through cooperation or through legislation. A “cooperative approach could either stand alone or be a precursor to legislation. This type of approach has been used in the past to reduce uncertainties about the acceptability of certain photocopying practices.111

Option 1.5: Direct the Copyright Office, with the assistance of software producers, software consumers, educators, and representatives of the public at large, to develop practical guidelines regarding “fair use” of programs and “essential steps in the utilization” of programs. These guidelines should address what reverse engineering practices, if any, are permissible.

If Congress decides to pursue a legislative approach to deal with the uncertainties surrounding reverse engineering, it might:

Option 1.6: Establish legislative guidelines regarding “fair use” of computer programs and Section 117, especially with respect to fair use for unpublished works (source code as trade secret, object code “published” and reverse engineering).

Among other things, these measures would establish whether incidental copies made during the course of reverse engineering are or are not copyright infringements and/or the extent to which factors such as the purpose of reverse engineering, whether or not a resulting program has taken protected expression from the first, etc. should be taken into account. Legislation might develop from study and input from the industry and the public, whether conducted under Option 1.5 otherwise.112

Policy Area 2: Difficulties in determining the scope of patent protection for software-related inventions and algorithms and the considerable technological and institutional challenges the U.S. Patent and Trademark Office faces in examining applications in these areas of art

---

110 For example, the new law could have a longer span of protection than copyright, a higher standard of originality, compulsory licenses, and special provisions for reverse engineering.

111 CONTU recommended that the Register of Copyrights and others periodically study and report on photocopying practices in and out of libraries. Based on lengthy consultations with concerned parties, CONTU developed guidelines for library photocopying that were intended to be fair and workable. (CONTU Report, op. cit., footnote 16, ch. 4. See also 17 U. S. C. A., sec. 108, pp. 136-137.) See also footnote 119 and accompanying discussion.

112 For example, Section 108 of the Copyright Act provides detailed guidance for library and archival photocopying. During the development of the language for that section, the conferees agreed that CONTU’s guidelines were a reasonable interpretation of sec. 108(g)(2). (17 U. S. C. A., p. 136.)
Whether and to what extent software-related inventions are the subject of utility patent protection has been an issue before the courts and the PTO since the early 1960s. The U.S. Supreme Court has examined the issue of patentability of software on a number of occasions (Gottschalk v. Benson, Parker v. Flook, and Diamond v. Diehr), attempting to delineate the limits of patentable subject matter. The PTO faces considerable challenges in examining applications involving computer processes. If or when Congress wishes to take action, options include the following:

**Statutory Subject Matter**

Under current interpretations of patent law, patents may be granted for certain parts of a program’s function. The same program may embody many patentable inventions, or none at all, depending on which parts of the program function are novel, nonobvious, and meet the requirements for statutory subject matter.

The case law and PTO guidelines indicate that patents may not be granted for a program function called a ‘mathematical algorithm’ (see footnote 20, supra). The definition of ‘mathematical algorithm’ has had considerable discussion; currently it seems to refer to a program function that is a ‘mere calculation.’ According to PTO guidelines, claims that include calculations expressed in mathematical symbols contain a mathematical algorithm. On the other hand, the function is not considered ‘mathematical’ if it can be stated in terms of its operations on things in the ‘real world.’

The need to make the distinction between non-statutory ‘mathematical algorithms’ and statutory inventions results from the courts’ efforts to interpret, in the context of software-related inventions, the patent doctrine that “laws of nature” are not statutory subject matter. Any effort to redraw the line between statutory and nonstatutory software-related inventions is likely to encounter serious definitional problems.

In addition, the types of processes and apparatuses that typically are the subject of “software patents” can be claimed in a way that covers both hardware and software implementations. At present, the form of implementation (hardware or software) does not determine whether an invention is statutory subject matter. To some industry observers, there appears to be variance—or, at least, uncertainty on their part—in how PTO guidelines are being applied during examination.

To reduce uncertainties and clarify legislative intent, Congress could explicitly address the question of patentability for software-related inventions and for certain algorithms. However, either of the options below would face even more difficult definitional problems than those of the copyright options. For example, a good deal of the software debate has focused on whether PTO should grant “software patents.”

The term “software patent” does not correspond to any PTO category (see footnotes 19, 89 and 90, supra). As it is used in the debate, ‘software patent’ appears to refer to patents that can be infringed by a computer program executing on a general-purpose computer. However, this class of inventions includes more than just ‘software patents. It also includes, for example, traditionally patentable processes which happen to employ a computer.

The need to make the distinction between non-statutory ‘mathematical algorithms’ and statutory inventions results from the courts’ efforts to interpret, in the context of software-related inventions, the patent doctrine that “laws of nature” are not statutory subject matter. Any effort to redraw the line between statutory and nonstatutory software-related inventions is likely to encounter serious definitional problems.

In addition, the types of processes and apparatuses that typically are the subject of “software patents” can be claimed in a way that covers both hardware and software implementations. At present, the form of implementation (hardware or software) does not determine whether an invention is statutory subject matter.

---

113 U. S. Patent and Trademark Office, *Computer Programs and Mathematical Algorithms*, September 1989, p. 8. However, the PTO guidelines state that a ‘mathematical algorithm’ may be present in prose form, without the presence of mathematical symbols: “It is not always possible to determine by inspection of the claim whether it indirectly recites a mathematical algorithm; in such instances the analysis ‘requires careful interpretation of the claim in the light of its supporting disclosure.” *Johnson*, 589 F.2d at 1079, 200 USPQ at 208.” Ibid. Despite the presence of a mathematical algorithm, the claim may be statutory. See discussion of the ‘two-part test’ in ch. 4 and in pp. 5-12 of U.S. Patent and Trademark Office, *Official Gazette*, Aug. 9, 1989.

114 *In re Bradley, 608 F.2d 812 (C. C. P. A. 1979)*. Inventions that process architectural symbols (In re Phillips, 608 F.2d 879 (C. C. P. A. 1979)) or translate languages (In re Toma, 575 F.2d 872 (C. C. P. A. 1978)) were not found to be “mathematical.”

115 See footnote 85, supra (ADAPSO, op. cit.).

116 Inventions of this type belong to a genre of inventions PTO refers to as ‘computer-related inventions’ or ‘computer-implemented process patents’ (see footnotes 86 and 90, supra). In the request for comments for the Advisory Commission on Patent Law Reform, PTO also used the term, “computer program-related inventions” (Federal Register, vol. 56, No. 95, May 16, 1991, p. 22702-22703).

117 An example would be the rubber-curing process found to be statutory by the U.S. Supreme Court in *Diamond v. Diehr*. There does not appear to be much public concern about these types of inventions.
matter. The only issue is whether the inventor is attempting to claim a “mathematical algorithm.” However, if software implementations were not statutory subject matter or could not infringe a hardware implementation, then some hardware-based inventions could have their value appropriated by software implementations.

Option 2.1: Refine the statutory definition of patentable subject matter to provide guidance for the courts and PTO. Legislation might address the extent to which processes implemented in software or “mathematical algorithms” are or are not statutory subject matter. Legislation might also address the issue of special exemptions, such as for research and education.

Option 2.2: Exclude software-related inventions and/or algorithms from the patent law and create a special, sui generis protection within a patent framework for some inventions. The latter might have a shorter term, lower criteria for inventiveness, and/or special exemptions from infringement.

Other measures could address some of the challenges facing PTO regarding the database of prior art and the timeliness and quality of examination:

Prior Art and Examination Quality and Timeliness

PTO has been grappling with institutional problems such as examiner training and turnover, length of pendency periods for patent applications from filing to issuance, a backlog of applications, and the quality and extent of the prior art database. OTA views these problems as serious since they may affect the quality of the patents issued and create additional burdens for software developers and users (e.g., “landmine” patents—see box 1-C). A major problem for patent-system administration with respect to software-related inventions and algorithms is the incomplete stock of “prior art” available to patent examiners in evaluating patent applications for processes involving computers, especially those involving software and algorithms.

“Filling in” the prior art database (with both patent and nonpatent prior art) is important for improving the quality of examination. Improving electronic search and retrieval capabilities for PTO’s own database is also critical, because it is used by PTO examiners during the application process and is also used by the public. The public’s access to an adequate prior-art database is crucial because it allows software developers to review the status of the art and to determine what has already been covered by patent. Given this information, developers can make more informed decisions about their design alternatives, their choice of patent protection versus trade secret, and what might be worthwhile areas for further research and development.

Measures to address the quality of the prior-art database and examination (e.g., Options 2.3 through 2.6) will benefit PTO and the public, no matter what other legislative options are chosen. Because they require some lead time, Congress might select a strategy of initiating one or more of these options now:

Option 2.3: Encourage establishment of a supplementary repository of nonpatent prior art, either public or private.

Patent examiners for the most part are limited to prior art that is already the subject of patent protection. Unlike other areas of technology, software prior art consists in large part of software products that are not a part of the PTO prior-art database. Such a supplemental prior-art database would expand the background against which examiners would compare patent applications, and would allow the software community to inform the PTO of art which is in the public domain but of which the PTO would not be aware because it is not patented. This would prevent the patenting of art which is arguably “old.”

Whether publicly or privately developed and maintained, a supplemental repository of prior art would allow members of the software community to participate in upgrading the bank of prior art for software and thus assist in maintaining the quality and legitimacy of specific, issued patents for software-related inventions. Public access to such a database might also be encouraged, allowing developers to track innovation and make decisions about future developments.
research and development and about intellectual property protection for its products.

One nongovernmental response to these needs is the effort to establish a nonprofit Software Patent Institute to provide a supplementary repository of prior art for PTO and others and to offer educational and training opportunities for PTO staff. Congress might wish to monitor the progress of this effort in order to determine what role, if any, government should play.

**Option 2.4:** Encourage PTO to include in its ongoing automation program means for improved data retrieval, such as flagging, cross-indexing, etc. Encourage the PTO to use this improved database and increased access to the prior art to monitor activity and trends in “hot” areas of art, as well as anticipate and plan for changes in staffing and expertise.

Examiners make comparisons between the invention described in the patent application and the prior art in order to make determinations about the novelty and nonobviousness of the invention described in the patent application. Including the means to cross-reference patents among different areas of art would give examiners easier and better access to pertinent prior art. Increased awareness of the nature of patents for software-related inventions issued by PTO and increased access to those patents by examiners would improve the quality of the examination with respect to nonobviousness and novelty.

In addition to these benefits, this system would enable the PTO to review the trends in prior art both generally and within specific areas of art to determine staffing needs (numbers and skills of examiners). Matching examiner staffing levels and expertise to the changing quantity and character of the influx of applications could improve the quality and efficiency of the examination process and, as a result, yield a higher quality of issued patents. Such a system would also improve PTO’S ability to respond to questions generated for congressional oversight.

**Option 2.5:** Encourage PTO’S ongoing efforts to improve funding, training, and support for PTO examiners, in order to assure high-quality examinations. Examination quality depends both on the clarity of the examination guidelines and on training and support for examiners.

The PTO has cited high turnover of examiners—particularly in the computer-related art units—as a concern. Well-trained examiners familiar with the prior art and the examination guidelines are important to the quality of issued patents. Steps are needed to induce or enable highly trained examiners in the computer arts to stay within the PTO, and avoid high turnover and the expense and delay of training new hires.

**Option 2.6:** Encourage PTO to continue to seek input from the software community in formulating examination guidelines, developing classification systems, anticipating technical change, improving the prior art database, and determining appropriate examiner qualifications. Expand efforts to communicate PTO practices and guidelines to the software community, especially in the period following new Court of Appeals for the Federal Circuit cases.

PTO/software community communication could be improved by establishing an external computer science and software engineering advisory committee for IWO, with balanced representation. PTO might also seek technical review from experts in government (e.g., at the National Institute of Standards and Technology) in reviewing changes to examination guidelines.

A procedure for challenging software-related patents (presenting additional prior art to the PTO) on an expedited basis could aid in the development of the prior-art database. Challenges could take place prior to issuance of a patent, or shortly thereafter, and could help ensure that patents not be issued for developments that are in fact well-known or well-established “inventions.”

**Option 2.7:** Because of gaps in the prior art, either: expedite challenges to newly issued patents in the software area or establish procedures for preissuance challenges.

Publication of applications after 18 months, whether or not a patent issues, would make the subject matter available to the public. If the subject of the application is deemed patentable by the PTO,
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the published information becomes proprietary. If not, and the application is not withdrawn, the information becomes part of the prior art. The major advantage of this approach is the avoidance of “landmine” patents that issue after years of pendency. This system of publication would allow developers to avoid investing in research and development on technology that is already the subject of an application and, potentially, covered by a patent.

Option 2.8: Because of application backlog and pendency problems, and the possibly shorter market life of software, publish applications after 18 months, whether or not issued, or provide PTO with resources to shorten pendency for software-related patent applications to 18 months.

Another consequence of this system could be a reduction in the number of applications for patents, as some developers chose to avoid the risk of losing trade secret protection for their inventions. If the pendency for patent applications could be shortened, such an approach would likely be unnecessary, as the problem of “landmine” patents would be reduced by timely issuance of patents.

Policy Area 3: Complications facing libraries and other developers and users of digital information, especially mixed media works from several different categories of copyrightable works

Decisions affecting intellectual property and software can also affect digital information and the industries, individuals, and institutions that create and use it. Government may have a role in clarifying “fair use” with regard to digital information. Guidelines might be developed to clarify the rights of libraries to make archival copies of digital information or to provide copying and other services to patrons (computer networks allow patrons to be people miles away, not just those within library walls). The rights of libraries to lend, archive or share traditional materials have been well established in the copyright law, but in the case of digital information are often defined by contracts with information providers.

Clarification might also be provided on the extent to which computer-based catalogs can be enhanced by incorporating material from underlying works. While such clarification might be made through legislation, several sets of nonstatutory fair-use guidelines exist, and it may be useful to update them or to develop additional ones through consultation with users and other interested parties. Publishers rely on contracts specifying what users may do with data to deal with the uncertainties about what users’ rights are to “download,” “use,” or “copy” data under fair-use principles of the copyright law. Clarification of users’ rights under copyright could simplify or reduce the need for such contracts. Guidance would, however, have to be carefully crafted for a wide variety of users, products, and technologies. If or when Congress decides to take action, options include the following:

Use of Works in Electronic Form

Option 3.1: Clarify “fair use” guidelines with regard to lending, resource sharing, interlibrary loan, archival and preservation copying, copying for patron use, for works in electronic form.

Option 3.2: Establish legislative guidance regarding “fair use” of works in electronic form and what constitutes “copying” and “reading” or “using.”

These clarifications would reassert Congress’s intention, as expressed in copyright law, to establish limitations on the rights of copyright holders and to permit certain uses of information for research and educational purposes. Alternatively, a “cooperative” alternative that might or might not lead to subsequent legislation would be to:

Option 3.3: Direct the Copyright Office, with the assistance of producers and users of electronic information, to develop and disseminate practical guidelines regarding “fair use” of works in electronic form and what constitutes “copying” and “reading” or “using.”

Whether established through legislation or through nonstatutory, cooperative guidelines, these clarifications would require careful crafting, with

---

120 Guidelines for fair use related to educational and nonprofitOrg animations were incorporated into the House Committee Report prior to the enactment of the 1976 Copyright Act. Another set concerning off-air taping of broadcast television was approved by the House Subcommittee on Courts, Civil Liberties and the Administration of Justice (Congressional Record Sec. E74751, Oct. 17, 1981).
input from all interested parties—users, as well as producers—in order to cover the wide variety of users, products, and technologies existing now and in the future.

**Multimedia Works**

Multimedia works raise questions in two areas. First, what type of protection should they be afforded as single works or as collections of different works in different categories. The second deals with the incorporation of copyrighted works in a mixed media work. Guidelines may be needed to determine what rights should be obtained, for example, in determining whether a multimedia presentation on a personal computer constitutes a public performance or merely an adaptation of the music or drama incorporated within.

**Permissions and Royalty Collection**

The difficulty of obtaining permission for including images, text, or other copyrighted works incorporated into multimedia databases could be eased by the creation of a royalty collecting agency or clearinghouse (or perhaps several agencies for different types of works). The ability to deal with one source, or a small number of sources, for permission to use these works would aid development of multimedia projects, as would creation of standards and conventions about the royalties to be paid.

**Option 3.5: Create, or encourage private efforts to form, clearing and royalty collection agencies for groups of copyright owners.**

The responsibility for creating such agencies probably rests with the rights holders, rather than with government. There may, however, be a role for government in easing antitrust or other regulations to encourage the creation of such organizations.

**Preparing for the Future**

Each of the principal policy areas and intellectual property issues discussed in this report is complicated by the complexity of software and computer technologies and by the rapid pace of change in these technologies. Congress and the courts could begin to benefit now from institutional means to understand and remain current about the emerging issues surrounding them.

**Establishing a “Congressional Commission on Computing Technologies” would help.** The commission (composed of technology experts from academia and the private and public sectors) could be charged with monitoring the fields of computer and software technologies and reporting periodically (perhaps each Congress) on the status of, new directions in, and problems facing these fields. The commission reports could be helpful to Congress in anticipating future areas of policy concern and topics for further study.

Courts are asked to make difficult decisions about technology that is new, changing, and complex. Congress might consider measures that the courts would find helpful as they deal with complex cases involving computer and software technologies. Such measures might include special software and computer technology courses tailored for the judiciary, use of special masters, and other means for educating the courts and keeping them abreast of developments in hardware/software technologies. The largely nontechnical judicial staff—judges and clerks—could, in this way, be tutored about current computer/software technologies, thus contributing to a high standard of judicial decisionmaking. Special masters, focused in the area of computer litigation, could provide understanding and expertise on a continuing basis, and make technical determinations when needed.

For the longer term, Congress might also explore the merits of establishing a “faster track” for intellectual property litigation concerning software and software-related inventions. Software products have a relatively brief market life. Courts, already burdened by caseloads and crowded dockets must render decisions for a fast changing and complex industry. An expedited time period for software-related litigation would assist the courts in reaching timely decisions.\(^{12}\)

---

\(^{12}\)Congress has in the past made special provisions to shorten the time period for litigation for other patented products; the Hatch Act provides for a 30-month period for litigation of certain actions for patent infringement involving pharmaceuticals and certain drug and biological products which must undergo an often lengthy approval process with the Food and Drug Administration. (See 35 U.S.C. 271 and 21 U.S.C. 355(j)(B)(iii).)
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Patents

Patent protection is used extensively today to protect software-related inventions both in the United States and abroad. According to practitioners in the field of computer law, most of the major developers of software are presently using patent protection for software-related inventions. The following is a discussion of the patent system, and a survey of the issues arising from the protection of software-related inventions by patent.¹

Introduction to the Patent System³

The first U.S. patent law, enacted in 1790, embodied Thomas Jefferson’s philosophy that “ingenuity should receive a liberal encouragement.” This law provided protection for “any new and useful art, machine, manufacture, or composition of matter, or any new and useful improvement [thereof]. Subsequent patent statutes were enacted in 1793, 1836, 1870, and 1874, employing the same broad language as the 1790 act. The Patent Act of 1952 replaced ‘art’ with ‘process’ as patentable subject matter. The Committee Reports accompanying the 1952 act demonstrated that Congress intended patentable subject matter to include “anything under the sun that is made by man. However, the U.S. Supreme Court has held that laws of nature, physical phenomena, scientific principles, and abstract ideas are not patentable.

Patents grant to inventors a limited property right to exclude others from practicing (making, using, or selling) the claimed invention for 17 years. In this way, patents are intended to encourage inventiveness. In the United States, patent law is exclusively within the jurisdiction of the Federal Courts. Strict examination of an invention is required,² making the patent the most difficult form of intellectual property protection to obtain. Once obtained, a patent is maintained by periodic payment of maintenance fees during the life of the patent.³

² In this report, OTA sometimes uses phrases like ‘patents for software-related inventions,’ ‘software-related patents,’ or ‘patenting algorithms’ to refer generally to patent protection for computer-implemented processes and algorithms. The U.S. Patent and Trademark Office considers terms like ‘software patents’ to be a misnomer because they may be interpreted to mean that a computer program itself (i.e., the sequence of coded instructions) is patentable, as opposed to the underlying computer process it carries out. (M. Keplinger, G. Goldberg, and L. Skillington, PTO, personal communication, Dec. 18, 1989.)
³ This material is adapted from U.S. Congress, Office of Technology Assessment, New Developments in Biotechnology: Patenting Life. OTA-BA-370 (Washington, DC: U.S. Government Printing Office, April 1989), pp. 37-43. For further discussion of biotechnology challenges to the patent system, see box 2-A.

³5 U.S.C. 1 et seq.; 28 U.S.C. 1338. Questions related to patent licenses are governed by State contract law, but may be decided in Federal or State court, depending on the circumstances.

Some observers believe that the level of examination in the computer arts cannot be characterized as strict, particularly in the area of software-related inventions. Richard Stallman, Free Software Foundation personal communication, September 1991.

³5 U.S.C. 41(b).
Concerns about the integration of new technologies into the patent system are not confined to the area of computer software. In 1989 OTA published a report *New Developments in Biotechnology: Patenting Life*, in which it examined many of the intellectual property issues confronted by this industry. Biotechnology, broadly defined, includes any technique that uses living organisms, or parts of organisms, to make or modify products, to improve plants or animals, or to develop microorganisms for specific uses. Interest in commercial uses of living organisms has increased greatly over the past 15 years or so, spurred by new capabilities to select and manipulate genetic material. Proprietors’ interest in obtaining biotechnology patents has increased accordingly. Like the computer software industry, biotechnology has confronted questions of subject-matter jurisdiction, the quality and efficiency of the examination process, disclosure and deposit requirements, and the expense and uncertainty of litigation of patents. In addition, Congress has addressed specific areas where the nature of the field of biotechnology was believed to warrant special treatment for the patents granted.

**Subject-Matter Issues**

Although there has been a steady increase in the number of biotechnology patents issued since the early 1980s (i.e., since *Diamond v. Chakrabarty*), controversy has surrounded the issue of the appropriateness of intellectual property protection for biotechnology. The *Chakrabarty* decision concluded that Congress had intended the patent law to be given wide scope and that genetically engineered microorganisms, defined as useful products of human ingenuity as distinct from manifestations of nature, were patentable subject matter.

The controversy surrounding the issue of patents for biotechnology arises in large part from the very creation and patenting of ‘inventions’ that are themselves alive. The debate over whether to permit the patenting of living organisms frequently goes beyond the relatively simple question of the appropriateness of patents per se in this field of technology, focusing on the consequences of commercial use of patented organisms or the underlying merits of biotechnology itself. Discussion regarding patenting of genetically engineered organisms can turn to scientific questions, philosophical and ethical issues, environmental concerns, concerns for the welfare of genetically engineered animals, and economic considerations. One difficulty inherent in examining the desirability of these types of patents lies in the need to separate arguments that are new and directly related to patents in these areas of technology from broader arguments that would pertain independent of patent considerations. The 1989 OTA report on *Patenting Life* examined subject-matter issues, as well as issues related to patent prosecution and the operation of the Patent and Trademark Office.

**Examination Speed and Quality**

In the 1989 report, OTA found that the PTO was unable to process the ever increasing number of biotechnology applications in a timely manner. The PTO cited turnover among patent examiners, lured to the private sector by substantially higher salaries, as a significant reason for these difficulties. The number of applications severely challenged the process and examination capabilities of the PTO, despite the reorganization of biotechnology activities into a separate examining group in 1988, so that as of July 1988 there was a backlog of nearly 6,000 applications. The PTO issued just under 1,500 biotechnology patents in 1987. OTA found that approximately 15 months, on average, lapsed before examination of a biotechnology application was begun and another 27 months passed before examination was completed (either by issuance of a patent or abandonment of the application).

**Disclosure and Deposit Considerations**

OTA found that biotechnology presents a differentiating administrative issue in that it is the only art where words alone may be incapable of describing an invention sufficiently to enable one skilled in the art to make and use it in a reproducible manner. Currently, patent applications for inventions involving biological materials that are not generally available or reproducible without undue experimentation by a person skilled in the art are often supported by a deposit in a recognized patent depository. Although not automatically required, a deposit is employed in many cases to meet the requirement that a patent provide enablement or the ‘best mode’ of practicing an invention.

**Patent Litigation**

OTA found that biotechnology patent litigation required courts to assess whether patent holders have met the requisite requirements of novelty, usefulness, and nonobviousness, as well as issues relating to the scope of claims, infringement, and patent enforcement. OTA also noted the cost resulting from the existing uncertainty over the scope of protection, citing, for example, the additional litigation necessary to define the parameters of patent
An invention must fulfill five major requirements to be deemed patentable. The invention must: 1) be patentable subject matter; 2) be useful; 3) be novel; 4) not have been obvious at the time it was made; 5) be disclosed in sufficient detail to “enable persons of ordinary skill in the art” to practice the invention without “undue experimentation. The patent must also disclose the “best mode” of practicing the invention known to the applicant as of the filing date. These issues of statutory subject matter, utility, novelty, nonobviousness, and enablement/best mode are addressed by 35 U.S.C. 101, 102, 103, and 112 respectively. If it is determined that these requirements have been fulfilled, and if certain other formal requirements are met, a patent will be granted. The grant of a patent by the U.S. Government to an applicant gives a property right from the U.S. Government to the applicant or the applicant’s assignee.

Subject Matter

A patent may issue to:

[w]hoever invents or discovers any new and useful process, machine, manufacture, or composition of matter, or any new and useful improvement thereof. ...9

---

*Application of Bergy, 596 F.2d 952 (C.C.P.A. 1979). It should also be noted that it is the burden of the Patent and Trademark Office to show nonpatentability, rather than the burden of the applicant to show patentability. If, however, the PTO makes out a prima facie case of nonpatentability, the burden of proof then does shift to the applicant.

Patents of this kind are known as utility patents, and are divided for examination purposes into three classes by the U.S. Patent and Trademark Office (PTO): chemical, electrical, and mechanical. Patents for software-related inventions are classified within the electrical class, relating to data processing methods and apparatus.

Under section 101, the invention must be:

- characterizable as a process, machine, manufacture, or composition of matter,
- a new invention, or a new, useful improvement of an existing invention; and
- useful.

Congress and the courts have interpreted the classifications of process, machine, manufacture, or composition of matter broadly. Although the subject matter of things that may be patentable is broad, it is not unlimited. Laws of nature, physical phenomena, scientific principles, and abstract ideas cannot be patented.10 The Supreme Court, in the case of Parker v. Flook, stated that the rule that discovery of a law of nature cannot be patented is based not on the belief that natural phenomena are not processes, but on the concept that natural phenomena are not the kind of “discoveries” that patent law was designed to protect. The court stated that mere recognition of existing phenomena or relationships carries with it no rights to exclude others from their use or exploitation.11 The issue of what constitutes patentable subject matter has been especially problematic in the area of software, as will be discussed below.12

In addition to the types of utility patents permitted under section 101, U.S. law provides for two other types of patents:

- Design patents13—A design patent may issue to the inventor of any new, original and ornamental design for an article of manufacture. Unlike other types of patents (which have a term of 17 years from grant), design patents have a term of 14 years from grant.
- Plant patents14—A plant patent may issue to the inventor of any distinct and new variety of plant which is capable of asexual reproduction.

Utility

In general, utility is easily shown by the patent applicant. Utility is demonstrated by experimental data, commercial use, or through the drawings or description of the patent application.

Novelty

The requirement for patentability that an invention be novel is set forth in section 101 and is addressed in section 102 of the Patent Act. Under the provisions of section 102, an invention should not have previously existed through the work of others. The specific provisions of section 102 require that in order to qualify as prior art there be some public aspect to the previously existing work of others; inventions concealed through trade secret protection do not preclude patent protection on grounds of lack of novelty or nonobviousness.15

Under section 102, a patent can be denied under several conditions, including:

- the invention was known or used by others in the United States or patented or described in a printed publication in the United States or a foreign country before the invention date claimed by the applicant for patent;
- the invention was patented or described in a printed publication in the United States or a foreign country, or sold or used in the United States more than 1 year prior to the date of the application for a patent in the United States;
- the invention was abandoned by the applicant;
- the invention was made in the United States by another person who has not abandoned, sup-

---

12 Biotechnology faces similar concerns about integration into the patent system as does the area of software. For further discussion of the problem of subject matter, as well as a brief survey of problems of the PTO in maintaining the quality and efficiency of the patent examination process for biotechnology patents, determining requirements for disclosure and deposit considerations, issues confronted in litigation, and special exceptions to the patent law as applied to biotechnology, see box 2-A.
15 Acts by an inventor to withhold an invention from public knowledge by either 1) deliberately hiding the invention, or 2) fading to apply for a patent within a reasonable time after invention, may extinguish a first inventor’s priority of invention such that a patent is granted to a later rival inventor. (35 U.S.C. 102Q.)
pressed, or concealed it (in such cases determining the priority of invention becomes important); and
- the applicant is not the inventor.

Nonobviousness

To be patentable, an invention must be found to be not obvious under the terms of 35 U.S.C. 103, which states that a patent may not be obtained:

... if the differences between the subject matter sought to be patented and the prior art are such that the subject matter as a whole would have been obvious at the time the invention was made to a person having ordinary skill in the art to which the subject matter pertains.16

Obviousness addresses the degree of difference between the invention sought to be patented and the inventions or technology that are known or available (the “prior art”) to the hypothetical person skilled in the relevant field of technology. Evidence of prior art (e.g., existing patents, publications) is evaluated not only for what it expressly teaches, but also for what it would reasonably suggest to one of ordinary skill in the relevant field of technology. Since an invention may be new (novel) but still be obvious, a determination as to whether or not the proposed invention is obvious needs to be made. The Supreme Court set forth the test for obviousness in 1966:

1. determine the scope and content of the prior art;
2. ascertain the differences between the prior art and the claims at issue; and
3. resolve the level of ordinary skill in the pertinent art.17

In addition, the Court stated that secondary considerations of nonobviousness such as commercial success and long felt but unsolved industry need may be relevant to particular situations.18

How a Patent Is Obtained

An application for a patent must generally be made by the inventor. It must be in writing, contain a specification, and, where necessary, a drawing. The application must include claims and an oath or declaration that the inventor believes himself or herself to be the original and first inventor of that for which the protection is sought.

The specification is the written description of the invention, describing the manner and process of making and using it “in such full, clear, concise, and exact terms” as to enable any person skilled in the art to which it pertains to make and use the same, and setting forth the “best mode contemplated by the inventor” (at the time of the application) of carrying out the invention (35 U.S.C. 112). The specification includes a set of one or more claims, each of which particularly points out and distinctly claims the subject matter which the applicant regards as his or her invention. The claims represent the metes and bounds of the property to be protected. As in real property, the claims stake out the patent holder’s territory, and any encroachment on that territory constitutes infringement.19

The purpose of the “best mode” requirement of section 112 is to prevent inventors from applying for patents while concealing from the public the preferred embodiment or implementation of the inven-

---

18 Ibid.
tion. The meaning of this requirement in the context of computer software has been explored by the courts. The claims in *In re Sherwood* were rejected by the examiner for failure to disclose any computer hardware, flow charts, algorithms, or programs with which best mode would operate. Yet the court overturned that determination, asserting that the question is not *how an* applicant discloses the best mode, but *whether* he has done so. The Court of Customs and Patent Appeals (C. C. P. A.) concurred, stating:

[T]here is no objective standard by which to judge the adequacy of a best mode disclosure. Instead, only evidence of concealment (accidental or intentional) is to be considered. That evidence, in order to result in affirmance of a best mode rejection, must tend to show that the quality of an applicant’s best mode is so poor as to effectively result in concealment.

Notwithstanding the applicant’s failure to disclose the listing of the known program, the disclosure was sufficient to satisfy the best mode requirement.

In *White Consolidated Industries, Inc. v. Vega Servo-Control, Inc.*, a program that was an essential element to a claim for machine tool had been identified in the patent specification as an example. The program was not disclosed in the specification, but rather was maintained as a proprietary trade secret. The court held that, absent disclosure of the program, the specification required a great deal of experimentation by a skilled programmer to develop a workable program to make the invention operational. The proprietary nature of the program was irrelevant, given that it was the only way of disclosing the best mode of practicing the invention. The U.S. Court of Appeals for the Federal Circuit invalidated the patent on the ground that the disclosure failed to satisfy the enabling requirement under 35 U.S.C. 112.

The patent application may be made by the individual inventor, by two or more inventors jointly, by legal representatives of the inventor or inventors, or by a person to whom the inventor has assigned a proprietary interest in the invention. The actual filing date of the application is important because the presumption is that patent applications filed and documents published after the priority date do not constitute prior art for purposes of the earlier filed patent application.

Upon filing, the application is assigned to a primary examiner at the PTO, who conducts an examination of the PTO prior-art database as part of determining whether a patent should issue. After the examiner initially reviews the application and the search results, there is an exchange of written correspondence between the patent applicant and the examiner. During this exchange, the examiner will often cite prior-art references in addition to those found and cited in the patent application that limit or preclude patentability of the claimed invention. The examiner will provide these to the applicant, who may then respond with amendments to the claims, information, or arguments to distinguish the claimed invention from the prior art. The back-and-forth procedure in which the applicant attempts to demonstrate the patentability of the claimed invention is called ‘prosecuting’ a patent application.

If, after the initial examination process has been completed, the examiner determines that any claim of the patent application is unpatentable, the claim is rejected and the applicant is notified of the rejection with an explanation. If the applicant makes a request within 6 months, he or she has a right to automatic reconsideration of the rejection of the claims, after which the examiner may make the rejection ‘final.’ An applicant whose claims have been finally rejected may appeal the decision of the primary examiner to the Board of Patent Appeals and

---

20 613 F.2d at 816 (C. C. P. A. 1979).
21 *In re Sherwood*, 613 F.2d 809 (C. C. P. A. 1980) at 816.
26 The PTO can and often does set a shorter response period.
27 35 U. SC. 132-133.
Interferences. Each appeal is heard by at least three members of the Board.  

If an applicant is dissatisfied with the decision in an appeal to the Board, he or she may file an appeal with the Federal Circuit or file a civil action against the Commissioner in the U.S. District Court for the District of Columbia. Appeals of inter-partes interference actions in the PTO to establish the priority of an invention proceed in a similar manner. For the applicant who chooses to appeal to the District Court, a new hearing is conducted. One advantage of such a new hearing is that the applicant may be able to introduce additional evidence into the prosecution record.

The Term of Patent Protection

In the United States, patents are granted for a term of 17 years from issuance, so long as maintenance fees, which are required only for utility patents, are paid. Design patents are granted for a term of 14 years. For certain utility patents, the term may be extended for an additional 5 years. For example, where a patent claims a product which must undergo regulatory review by the Food and Drug Administration prior to approval for commercial marketing or use, the patent may be eligible for such an extension if certain conditions are satisfied. Products eligible for such an extension are limited to human drug products, medical devices, and food or color additives.

Evolution of Case Law

Pre-Benson Patents for Computer Processes and Algorithms

During the early 1960s, the PTO faced a backlog of patent applications and a 4-year pendency for an application prior to issuance as a patent. The PTO and the patent system experienced further difficulties because of a limited budget and processing methods that could not adequately handle this volume of applications. As a result, the President’s Commission on the Patent System was established in 1965 to address these problems and suggest revisions to the Patent Act. Reflecting the policy concerns of the PTO, the Commission recommended against patent protection for computer programs. The Commission report stated:

The Patent Office now cannot examine applications for programs because of the lack of a classification technique and the requisite search files. Even if these were available, reliable searches would not be feasible or economic because of the tremendous volume of prior art being generated. Without this search, the patenting of programs would be tantamount to registration and the presumption of validity would be all but non-existent.

As early as 1964, the Patent Office denied the patentability of programs, characterizing them as “creations in the area of thought.” In 1966, the PTO attempted to formulate standards for patentability of software. In its first guidelines for Examination of Programs, the Patent and Trademark Office made recommendations regarding process claims based solely on computer execution of mathematical formulae and process claims called. These recommendations were withdrawn after hearings in which hardware manufacturers opposed the guidelines on the ground that software users must have access to software to promote the development of the technology. Software developers disagreed, maintaining that software was a technology entitled to protection under the patent laws. These recommendations by the PTO came under attack during Senate hearings on the Patent Reform Act of 1967 for denying software manufacturers rights equal to those of hardware manufacturers. During later House hearings, former PTO Commissioner Edward J. Brenner indicated that the PTO lacked sufficient pertinent prior art since there was a lack of prior art patents and most of the literature was not in the Office possession. The Commissioner also noted the diffic-

---

30 35 U.S.C. 141.146
33 35 U.S.C. 156.
iculty of finding qualified examiners for computer software technology, the lack of experienced personnel, and the inadequate examination procedures in the area of software.\textsuperscript{77}

In 1968 the PTO, disregarding the arguments and line drawing of the previous guidelines published in 1966, issued another set of guidelines in which it stated that computer programs, however claimed, were not patentable unless combined with an apparatus which caused the physical transformation of matter. The PTO cited examples of transformation such as knitting a pattern or shaping metal. The legal theory on which the PTO based its guidelines was the doctrine of “mental steps” —i.e., if the process could be carried out purely in one’s mind, the invention was not patentable. As discussed below, the C. C.P.A. rejected these guidelines in In re Prater, and the PTO rescinded them.\textsuperscript{88}

In 1968, the C. C.P.A. issued a series of decisions testing the limits of the ‘‘mental steps’’ doctrine and the PTO guidelines. Because a programmed computer performed calculations that, in theory could have been carried out in the human mind, it was thought that the mental steps doctrine precluded the patentability of algorithms.

\textit{The C. C. P.A. ’s first decision in this series of cases was In re Prater.} The court reversed the Patent Office Board of Appeals which had affirmed the rejection of appellant’s claims to a spectrographic analysis in which linear equations were solved on a programmed general purpose digital computer. In its initial decision the court expressly held that the mental steps doctrine of In re Abrams\textsuperscript{77} and In re Yuan\textsuperscript{2} did not preclude the patenting of software. The court held that,

\begin{quote}
[P]atent protection for a process disclosed as being a sequence or combination of steps, capable of performance without human intervention and directed to an industrial technology—a “useful art” within the intentment of the Constitution—is not precluded by the mere fact that the process could alternatively be carried out by mental steps.\textsuperscript{44}
\end{quote}

The court found that in a case where the electronic or mechanical means for performing the process are disclosed in the application and where it is not reasonable to carry out the invention mentally, the invention is patentable subject matter under section 101. Because the applicants had disclosed that a computer, an electronic device, would be used for performing the process, and the process could not reasonably be performed in the mind, the court found that the invention was statutory.

On rehearing, the court sidestepped the 35 U.S.C. 101 statutory subject matter issue, and found that the mental steps doctrine did not apply because the applicants disclosed an apparatus for implementing the process without human intervention. The court, in a footnote, asserted that a general purpose digital computer programmed with a claimed process becomes a special purpose digital computer and could qualify as a patentable invention, assuming the requirements of novelty, utility, and nonobviousness are met. For this reason, the court allowed the apparatus claim. However, the court found that the applicants’ language failed to limit the process claim to its machine implementation and affirmed the patent examiner’s rejection of the specific process claim.\textsuperscript{44}

In response to the Prater decision, Commissioner William E. Schuyler withdrew the PTO’s 1968 guidelines, stating:

\begin{quote}
We now will consider patent applications for computer programs on the basis of the merits for the specific inventions sought to be protected rather than refuse consideration for reasons such as those
\end{quote}

\textsuperscript{77}Ibid., citing Hearing on H.R. 5924, H.R. 13951, and Related Bills Before Subcommittee No. 3 of the House Committee on the Judiciary, 90th Cong., 1st Sess., Serial No. 11, pt. 1 at 37 (1967).

\textsuperscript{78}Moshowitz, op. cit., footnote 34, at P. 284.

\textsuperscript{89}Ibid., p. 286. Later court decisions distinguished between “mathematical” and other algorithms. ‘‘Mathematical’’ algorithms, as defined by the case law, are not statutory. However, some observers believe that patents for mathematical algorithms are, in fact, being granted. They cite U.S. Patent No. 5,031,134, which falls into, they claim, a classical area of mathematics, that of numerical integration. Richard Stallman, The League for Programming Freedom, personal communication, September 1991.

\textsuperscript{40}In re Prater, 415 F.2d 1378 (C.C.P.A. 1969), aff. on rehearing, 415 F.2d 1393 (C.C.P.A. 1969).

\textsuperscript{41}In re Abrams, 188 F.2d 165 (C. C.P.A. 1951).

\textsuperscript{42}In re Yuan, 188 F.2d 377 (C. C. P.A. 1951).

\textsuperscript{43}Ibid., at 1389.

\textsuperscript{44}In re Prater, 415 F.2d 1393 (C.C.P.A.1969).
discarded by the court in the Prater and Wei case.\footnote{Moskowitz, op.cit., footnote 34, p. 287 at footnote 26.}

The C. C. P.A. 'S conclusion in Prater was reaffirmed by the C. C. P.A. in In re Bernhart.\footnote{In re Bernhart, 417 F.2d 1395 (C. C. P.A. 1969).} The permissible scope of subject matter was extended by the C. C.P.A. to include computer program processes in In re Musgrave\footnote{In re Musgrave, 431 F.2d 882 (C. C.P.A. 1970).} in which the court rejected the application of the mental steps doctrine and set forth a constitutional “technological arts’ standard for determining patentability. The concurring opinion in Musgrave, concluded that “there is very little left of the ‘mental steps’ doctrine.” This view was borne out in subsequent C. C.P.A. decisions. (See box 2-B.)

Gottschalk v. Benson

The Supreme Court finally considered the issue of the patentability of computer software in the case of Gottschalk v. Benson.\footnote{Gottschalk v. Benson, 409 U.S. 63 (1972).} The invention at issue in that case was considered frost by the C. C. P.A. in In re Benson.\footnote{In re Benson, 441 F.2d 682 (C. C. P.A. 1971).} That case was an appeal from the decision of the Patent Office Board of Appeals which affirmed the rejection of two of the claims on the grounds that the claims were not directed to statutory subject matter. One of these rejected claims, claim 8, was for a method to be practiced in part using a particular apparatus called a “reentrant shift register.” The other, claim 13, contained no reference to any apparatus, and in fact referred to the thing operated on not as “signals” but a “representation. The method claimed in claim 13 was one for converting ‘binary coded decimal number representations” into “binary number representations.’ The court thus addressed the issue of whether method claims reciting methods of converting binary-coded decimal numbers to binary numbers were statutory under section 101.\footnote{Ibid.}

The C. C. P.A. found that Claim 8, reasonably interpreted in light of the specification (as directed in Mahoney\footnote{In re Mahoney, 421 F.2d 742 (C. C. P.A. 1970).}), was for statutory subject matter because the shift register referred to in the claim was part of an electronic computer. The C. C.P.A. found digital computers used to manipulate signals representing binary numbers comparable to conventional cash registers and other machines which manipulate numbers. Since these machines had never been denied patentability, the court held that patentability could not then be denied digital computers.

Analyzing claim 13, which did not recite a shift register, the C. C.P.A. rejected the PTO’S argument that the claim was not restricted to any apparatus and could be carried out directly by mental steps. Rather, the C. C.P.A. found that the claim must be interpreted in light of the specification and concluded that, with regard to claim 13, the “process had no practical use other than the more efficient operation and utilization of a machine known as a digital computer.” The court held claim 13 to be within the statutory subject matter of section 101, and concluded in its opinion by stating that computers are “in the technological field and are in the useful arts, regardless of the uses to which their users may put them.”\footnote{Gottschalk v. Benson, 409 U.S. at 64 (1972).}

The Supreme Court considered the Benson application and reversed the C. C.P.A. in a brief opinion.\footnote{Ibid., at 68.} While the C. C. P.A. considered claims 8 and 13 separately, the Supreme Court’s analysis made no distinction between the two. The Court stated that both claims 8 and 13 could be “performed without a computer,” and that the “claims were not limited... to any particular apparatus. The court viewed the claims as broad, and not tied to any particular application. The Court stated:

Here, the ‘process’ claim is so abstract and sweeping as to cover both known and unknown uses of the BCD to pure-binary conversion. The end use may (1) vary from the operation of a train to verification of drivers’ licenses to researching the law books for precedents and (2) be performed through any existing machinery or future-devised machinery or without any apparatus.”
Box 2-B—Court of Customs and Patent Appeals Cases After Prater

In re Bernhart

The C.C.P.A. reaffirmed the Prater holding in In re Bernhart. In that case, a general purpose digital computer was used to solve a set of transformation equations for a claimed apparatus and method which plotted three-dimensional figures onto any desired planar surface. The solutions derived by the general purpose digital computer were used to drive the plotter in drawing the two-dimensional representation from any desired angle and distance. Thus, as in Prater, the court confronted the question of whether a new machine is formed when a computer operates under the control of a program. In response to the examiner’s argument that a programmed computer was structurally equivalent to the same computer without that program, and that the addition of new signals to the computer did not make it a new machine, the C. C.P.A. confirmed the patentability of the apparatus claims, and amplified its Prater footnote, stating:

... if a machine is programmed in a new and unobvious way, it is physically different from the machine without the program; its memory elements are differently arranged. The fact that these physical changes are invisible to the eye should not tempt us to conclude that the machine has not been changed. If a new machine has not been invented, certainly a ‘new and useful improvement’ of the unprogrammed machine has been, and Congress has said in 35 U.S.C. section 101 that such improvements are statutory subject matter for a patent.

In re Musgrave

The invention of In re Musgrave consisted of a process for establishing weathering corrections for seismic exploration. The claims include steps such as “generating signals” and “applying corrections.” The Patent and Trademark Office rejected the claims, asserting that none of the claims defined a “process” within the meaning of section 101. The PTO Board of Appeals considered the claims by separating the “mental steps” from the “physical steps” and found that the point of novelty was found in the mental steps. Thus, the Board held the process did not fall within the category of patentable inventions.

The C.C.P.A. rejected the view that a mental versus physical distinction could be read into section 101. According to the court, dissecting the claims to arrive at some “point of novelty” was irrelevant to an analysis of statutory subject matter of the process under section 101. The court explicitly stated that:

As maybe seen from the statutory language, it contains nothing whatever which would either include or exclude claims containing ‘mental steps’ and whatever law may be on the subject cannot be attributed to Congress.

---

1 417 F.2d 1395 (C.C.P.A. 1969)
2 Ibid., at p. 1400.
3 431 F.2d 882 (C.C.P.A. 1970)

The Court characterized the Benson method as a ‘mathematical formula’ and went on to rule that processes are not patentable if they only claim or “preempt” a mathematical formula.

It is conceded that one may not patent an idea. But in practical effect that would be the result if the formula for converting binary code to pure binary were patented in this case. The mathematical formula involved here has no substantial practical application except in connection with a digital computer, which means that if the judgment below is affirmed, the patent would wholly preempt the mathematical formula and in practical effect would be a patent on the algorithm itself.55

Nevertheless, the court stated specifically that it did not hold that there could be no patent for any program servicing a computer.56 In ensuing cases before the C. C.P.A., the court attempted to interpret the Benson decision and apply it to a variety of factual situations.

55 Ibid., at 71.
56 Ibid., at 72.
It was irrelevant to the court in its section 101 analysis that some or all of the steps read on (but not solely on) a mental process. As a practical matter, the court stated that in their broadest context, process claims ‘read on’ physical and mental steps:

All that is necessary, in our view, to make a sequence of operational steps a statutory ‘process’ within 35 U.S.C. section 101 is that it be in the technological arts so as to be in consonance with the Constitutional purpose to promote the progress of ‘useful arts.’ [Const. art. 1, sec. 8.]

The court by this holding thus expanded the bases for a process as defined by section 101 to include any sequence of steps that can be performed by a machine as well as by a thinking person and that promotes the progress of the useful arts.

In re Mahoney

The invention of In re Mahoney involved a data communication system, in which circuits and methods synchronized a receiver of digital information. The application for the invention disclosed a method of synchronizing a receiver with a bit stream containing digital information. The claims had been directed to steps in this process involving “comparing,” “registering,” and “counting.” These functions were performed on “bits” and “bit streams.” The PTO rejected these claims under 35 U.S.C. 112, stating that the claims failed to particularly point out and distinctly claim the invention since they read simultaneously on statutory subject matter (machine implementation) as well as on nonstatutory subject matter. The C. C.P.A. disagreed with this application of section 112, and pointed out that both section 112 and 101 rejections would be overcome if the claims in fact covered only machine implementation. The court found that references in the claims to ‘bits’ and ‘bit streams’ were sufficient to preclude reading the claims on a mentally performable process. It was clear from this case that method claims must include machine limitations to meet the requirements of section 112 and 101.

In re Waldbaum

In re Waldbaum involved a process consisting of a method for controlling the operation of a data process, i.e., a computer program, to determine the number of "1s" in a data word. The Patent Office Board of Appeals affirmed a rejection of the claims on the basis that, inter alia, the application did not claim statutory subject matter. The board adopted the examiner’s grounds for a “mental steps” rejection, stating that since the apparatus limitations in the claims were only functional, the claims embrace “that which could be only an act of the mind rather than calling for an act on a physical thing...” The C. C.P.A. rejected the mental steps grounds for rejection and stated that “whether the appellant’s process is a ‘statutory’ invention depends on whether it is within the ‘technological arts’...” The C. C.P.A. reversed the decision of the board.

Post-Benson to Diehr

After Benson, the C. C.P.A. applied a “point of novelty test to determine patentability of the claimed invention. (See box 2-C.) The claims in In re Christensen were directed to a process for determining the porosity of a subsurface formation. The claims recited a series of known steps for obtaining certain information and a new equation for computing the porosity from this gathered information. While the C. C.P.A. was clearly of the opinion that the issue decided by the U.S. Supreme Court in Benson was narrowly drawn, it determined that in the Christensen claim reciting a new invention the “point of novelty” was a mathematical equation. Such an equation, the C. C.P.A. held, is not patentable. The steps involving establishing values for the variable steps which were not novel were not sufficient to render the invention patentable.

57 In re Christensen, 478 F.2d 1392 (C. C.P.A. 1973).
58 Ibid., at 1394.

Box 2-C--Court of Customs and Patent Appeals Cases Following Benson

In re Noll: The C. C.P.A. in this case found apparatus claims for displaying images patentable. The input of the display device was provided in part by a programmed data processor.

In re Chatfield: In this case the majority opinion comments that the C. C.P.A. ’s “point of novelty test” in Christensen does not mean that a claimed method maybe dissected to determine whether the novel portion lies outside the statutory classes of invention. The court repudiated any such analysis in Christensen, and reaffirmed its opinion in Bernhart that classification of the point of novelty as nonstatutory is inappropriate and irrelevant for Section 101 considerations.

In re Deutsch: The court found the claimed method for control and optimization of multunit plants at different geographic locations patentable, since the specific computing methods were independent of the claimed invention.

In re Waldbaum: Characterizing the applicant’s claims to a data processor controlled telephone switching system as “so abstract and sweeping” as to cover both known and unknown uses of the method claimed, the C. C.P.A. found the claims nonstatutory in view of Benson, even though some of the claims were drawn to a data processing apparatus.

In re Richman: The court held the claimed method of calculating using a mathematical formula unpatentable.

In re deCastelet: The court held a machine method for generating a curve from data supplied to a computer to be nonstatutory because it was derived from the solution of a set of mathematical equations (a set of points along a curve) rather than a step in achieving a larger result.

In re Freeman: This case focused on apparatus claims in means-plus-function form for a system of typesetting information using a computer-based control system in conjunction with a phototypesetter of known design. In its analysis, the C. C.P.A. set forth a two-part test which, with certain modification, has become the standard test for determining subject-matter patentability of software.

In re Torna: The C. C.P.A. in Torna considered a method of operating a digital computer to translate from a source natural language (e.g., Russian) to a target natural language (e.g., English). The C. C.P.A. applied the Freeman rationale, determining whether the claims recite a Benson type algorithm. Finding that the program did not involve a solution for a mathematical problem, the method of enabling the computer was found to be within the technological arts and thus statutory.

In a subsequent case, In re Johnston, the application characterized the claims as apparatus claims for a computer program which conti-oiled an automatic computerized check sorting device. The C. C.P.A. held the invention patentable, construing Benson to apply only to process claims. Although the Supreme Court reversed the decision, finding the invention obvious, the Court did not consider the matter of subject matter patentability under section 101.

Parker v. Flook

The Supreme Court again addressed the question of software patentability in Parker v. Flook. The

---

1 In re Noll, 545 F.2d 141 (C.C.P.A. 1976).
2 In re Chatfield, 545 F.2d 152 (C.C.P.A. 1976).
3 In re Bernhart, 477 F.2d 1395 (C.C.P.A. 1979).
5 In re Waldbaum, 417 F.2d (C.C.P.A. 1969).
6 In re Richman, 563 F.2d 1026 (C.C.P.A. 1977).
7 In re deCastelet, 562 F.2d 1236 (C.C.P.A. 1977).
8 In re Freeman, 573 F.2d 1237 (C.C.P.A. 1978).
9 In re Torna, 575 F.2d 872 (C.C.P.A. 1978).


---

Court reversed the C. C. P. A., holding that a method for updating “alarm limits” during a catalytic conversion process, in which the only novel feature was the use of a particular mathematical formula, was not patentable under section 101. The Court stated that the only difference between the claimed invention and conventional methods of changing alarm limits was that the applicant provided what the Court referred to as a “mathematical algorithm or formula” \(65\) [emphasis added] for computing alarm limits. \(63\) The application did not include disclosure about monitoring the process or the means of setting off an alarm or adjusting an alarm system.

The Supreme Court characterized its holding in Benson as precluding the patenting of the discovery of a novel mathematical formula, and addressed the issue of “whether the identification of a limited category of useful, though conventional, post-solution applications of such formula makes respondent’s method eligible for patent protection.” The Court stated that it did not, holding that “a claim for an improved method of calculation, even when tied to a specific end use, is unpatentable subject matter under Section 101 if the end use involves trivial “post solution activity.”

The Supreme Court left open the possibility of patenting computer programs, and recognized that “a process is not unpatentable simply because it contains a law of nature or mathematical algorithm.” A patent must not preempt a law of nature or a mathematical algorithm. \(63\)

In subsequent cases, the lower courts bore in mind the Flook principles and continued to struggle with the limits of the patentability of software. In the cases of In re Johnson, \(^{66}\) in re Walter, \(^{65}\) and In re Bradley \(^{66}\) the C. C. P. A. attempted to apply the test set out in Freeman in light of Flook to determine whether a software-related invention constitutes statutory subject matter. \(^{67}\)

**Diamond v. Diehr**

In 1981 the Supreme Court decided the case of Diamond v. Diehr. \(^{68}\)

The application in Diehr recited a process of curing synthetic rubber. The process included use of a known mathematical formula to determine the time for curing, and a programmed digital computer to determine the proper length of time for curing the product and automatically opening the mold. The claims were rejected by the Patent Office as non-statutory subject matter. The Court of Customs and Patent Appeals reversed. The Supreme Court decided in a 5 to 4 decision that the process was patentable under section 101. The claims were not disqualified from patentability because of the use of a mathematical equation and programmed digital computer.

The Supreme Court characterized a mathematical formula or an algorithm to be “like a law of nature, which cannot be the subject of a patent.” The Court asserted that a claim drawn to otherwise statutory subject matter is not rendered nonstatutory simply because it involves a mathematical formula, computer program, or digital computer. The Court stated that the claims must be considered in their entirety, and held that the incorporation of a computer in the process claimed in the application does not render the process as a whole to be unpatentable subject matter.

---

63 The court in a footnote of the case stated, “We use the word ‘algorithm’ in this case, as we did in Gottschalk v. Benson, 409 U.S. 63, 65, 93 S. Ct. 253, 254, 34 L.Ed. 2d 273, to mean [a] procedure for solving a given type of mathematical problem....”

64 In re Walter, 618 F.2d 758 (CCPA 1980).

65 In re Bradley, 600 F.2d 807 (CCPA 1979), aff’d 618 F.2d 758 (CCPA 1980).

66 For further discussion of these and other post-Flook cases, see Cary Sherman, Hamish Sandison, and Mark Goren, Computer Software Protection Law, (Washington DC: Bureau of National Affairs, 1991.)

67 Some commentators believe that Diehr has been misinterpreted by the Patent and Trademark Office and the lower courts. Professor Pamela Samuelson argues that as a result of Diehr, the Patent Office issues patents for a wide variety of nonindustrial computer program-related inventions and seems to be issuing patents for Benson-type algorithms. While some attorneys argue that this change is consistent with Diehr, she finds a substantial bias in patent law for Benson’s ruling that computer program algorithms are unpatentable. See Pamela Samuelson, ‘Benson Revisited: The Case Against Patent Protection for Algorithms and Other Computer Program-Related Inventions,’ Emory Law Journal, vol. 39, No. 4, fall 1990.

The Court in Diehr clearly stated that purely mathematical procedures or algorithms alone are not proper subject matter of patent protection:

When a claim recites a mathematical formula (or scientific principle or phenomenon of nature), an inquiry must be made into whether the claim is seeking patent protection for that formula in the abstract. A mathematical formula as such is not accorded the protection of our patent laws, and this principle cannot be circumvented by attempting to limit the use of the formula to a particular technological environment. Similarly, insignificant postsolution activity will not transform an unpatentable principle into a patentable process. To hold otherwise would allow a competent draftsman to evade the recognized limitations on the type of subject matter eligible for patent protection.

In cases such as that being considered by the Court, however, where the applicant wishes to protect an overall industrial process rather than simply a mathematical formula, the circumstances change.

When a claim containing a mathematical formula implements or applies that formula in a structure or process which, when considered as a whole, is performing a function which the patent laws were designed to protect (e.g., transforming or reducing an article to a different state or thing), then the claim satisfies the requirements of section 101.

In spite of this holding by the Supreme Court, it is still believed that the Diehr decision does not conclusively determine whether a computer program, standing alone, may be patented. However, Diehr indicates that at least some subject matter involving software may be patented and that algorithms may be included as part of patentable subject matter.

PTO Policy and Procedural Response to Court Cases

Following the C. C. P.A.'s decisions in the companion cases of Pardo, Taner, Abele, and Meyer in mid-1982 (see box 2-D), the court did not further consider the subject of algorithms and statutory subject matter. The Court of Appeals for the Federal Circuit, established on October 1, 1982, did not hand down decisions on these issues until November 3, 1989 with the opinion in In re Grams. Just prior to this decision in September 1989, the PTO, in part in response to commentary in the media and academic journals, published a set of guidelines on the patentability of mathematical algorithms. In these guidelines, the PTO interpreted the law to encourage greater consistency in examination procedures among the different groups which handled patent applications that include mathematical algorithms.

The PTO relied upon the two-part test of In re Freeman as modified by In re Walter and In re Abele as the proper legal analysis of mathematical algorithm-statutory subject matter cases. Part 1 of the test is to determine whether a mathematical algorithm is recited, directly or indirectly, in the claims. The guidelines warn that, since mathematical algorithms have been determined not to fall within the section 101 statutory class of a 'process,' applicants may attempt to circumvent the nonstatutory subject matter rejection by drafting mathematical algorithms as 'apparatus' claims. The guidelines require that the claims first be inspected to determine whether the claim recites a mathematical algorithm. Noting that such a determination is not always possible by inspection of the claim, the guidelines indicate 'careful interpretation of each claim in light of its supporting disclosure.'

Part 2 of the test is to determine whether the mathematical algorithm is 'applied in any manner to physical elements or process steps.' The guidelines...
Box 2-D—The Cases of Pardo, Taner, Abele, and Meyer

In re Pardo: The case of In re Pardo involved an invention which controlled the internal operations of a computer through the compiler program, and consisted of a method for converting the computer from a sequential processor to a processor that is not dependent on the order in which it receives program steps. The patent application characterized the invention as an algorithm of a compiler program. The Court of Customs and Patent Appeals viewed the invention not as an algorithm, but as the rules by which a data processor operates, thereby governing the manner in which programs are executed. It rejected the argument that the claims were really mathematical calculations.

In re Taner: Following the handing down of the Diehr decision, the Patent and Trademark Office rejected a patent application for a method of seismic exploration using simulated seismic waves which were generated by summing the signals of conventional waves. A mathematical algorithm carried out on a digital computer was a part of the claimed invention. According to the court, the simulated signal constituted a physical conversion of the summed actual signals, and was therefore a patentable process.

In re Abele: In re Abele involved a patent application for an improvement for CAT scanning. The C. C.P.A. concluded that some portions of the invention were patentable subject matter in spite of the use of a computer to perform some of the calculations involved.

In re Meyer: The C. C.P.A. in In re Meyer held a process and apparatus claims covering the use of a computer program and algorithm for storing and comparing medical test results. The applicant conceded and the court found that the claimed invention computerized the thought process of a physician. The court concluded that the claims were properly rejected by the Patent Office because they related to a:

- mathematical algorithm representing a mental process that has not been applied to physical elements or process steps and is not, therefore, limited to any otherwise statutory process, machine, manufacture, or composition of matter.

1 In re Pardo, 684 F.2d 912 (C.C.P.A. 1982).
2 In re Taner, 684 F.2d 787 (C.C.P.A. 1982).
3 In re Abele, 684 F.2d 902 (C.C.P.A. 1982).

lines suggest that the Abele rule be followed, wherein the claim is viewed without the mathematical algorithm to determine whether what remains is “otherwise statutory.” If it is, the claim does not become nonstatutory simply because it includes a mathematical algorithm. Citing Flook, and recognizing that the line between a patentable “process” and an unpatentable “principle” is not always clear, the PTO suggests some “useful guidelines” synthesized from the court decisions, that should aid in drawing the line between a patentable process and an unpatentable “principle.” The PTO issued guidelines resulting from leading court decisions:

1. If the only limitation other than the mathematical algorithm is insignificant or nonessential “post solution activity,” the claimed subject matter is nonstatutory.
2. A mathematical algorithm is not rendered statutory by “attempting to limit the use of the formula to a particular technological environment,” so that “field of use” or “end use” limitation in the claim preamble do not suffice to constitute statutory subject matter.
3. If the only claim limitations in addition to the mathematical algorithm are data gathering steps which “merely determined values for the variables used in the mathematical formulae used in making the calculations, such steps are insufficient to change a nonstatutory method of calculation into a statutory process.”
4. The PTO suggests that it is useful to analyze whether there is transformation of something physical into another form. A distinction is made between transformation of matter in one

78 Parker v. Flook, 437 U.S. at 590.
79 Diamond v. Diehr, 450 U.S. at 191.
80 In re Richman, 563 F.2d at 1030.
physical state to another physical state, which is a statutory process in electrical arts, and mathematical manipulation of “data” which is not a statutory process.

5. Structural limitations in method claims have a limited effect on patentability. While such limitations are not improper, they are not generally to be given patentable weight unless they affect or form an essential part of the process.11

The analysis of the guidelines were used before the Federal Circuit in the Solicitor's brief for the Commissioner in In re Grams,12 the first reported decision by the Federal Circuit in this area. The subsequent case of In re Iwahashi13 indicates how mathematical algorithms in apparatus claims maybe handled by the PTO.

In re Grams involved method claims that combined a mathematical algorithm with data gathering steps. The invention at issue was a process for diagnosing a patient using an algorithm that manipulated data obtained from results of tests performed on the patient. The claim involved performing clinical laboratory tests on an individual to obtain data indicative of the individual’s medical condition. The invention further involved processing steps for manipulating the collected data. As a result of this process, a set of parameters corresponding to a combination of constituents responsible for the medical condition could be identified. Citing Benson, the Federal Circuit stated that these remaining steps were “a procedure for solving a given kind of mathematical problem. The court cited the rule of Abele, which stated that:

[i]f a claim would be otherwise statutory, albeit inoperative or less useful without the algorithm, the claim likewise presents statutory subject matter when the algorithm is included.

The Federal Circuit would not interpret this language as declaring any claim that was statutory without the algorithm as patentable. It also pointed to the “provided that” qualification in Abele as denying effect to field of use limitations or nonessential postsolution activity. The court decided that the claimed process was nonstatutory subject matter because the step of performing lab tests “merely provides the data for the algorithm,” and that whether or not the claims required that the method be performed by a programmed computer was irrelevant to the determination of whether the claim defined a section 101 process.14

In re Iwahashi15 involved an electronic ‘unit’ for providing coefficients to be used in pattern recognition based on input values. The method in the prior art was based on a formula involving a multiplication step. The improvement in Iwahashi was based on the fact that a close approximation of the correct coefficient values could be obtained without multiplication by using instead a stated formula. This eliminated circuitry necessary to perform the multiplication function. All of the elements in the claim were in means-plus-function form, except for a read only memory containing certain necessary values. The Federal Circuit found that while the claim recited a mathematical algorithm, the preemption aspect of the two part test was not met because the mathematical algorithm was physically implemented to define structural relationships between physical elements of the claim. Even though the read-only memory unit in the computer stored a mathematical formula for calculating the square of numbers, the claim defined more than a mathematical algorithm. The Federal Circuit reversed a finding of nonstatutory subject matter.

As discussed previously in this chapter, the PTO in the 1960s was seriously concerned about a variety of administrative problems confronted by the office, citing long pendency periods for applications prior to issuance of a patent, a backlog of applications, and problems with classification and maintenance of prior-art search files which ultimately would affect the quality of patents issued. These complaints and similar ones are not new, nor have the patent community and industry ceased to voice them. They

---

81 In re de Castelet, 562 F.2d at 1244.
82 In re Grams, 888 F.2d 835 (Fed. Cir. 1989).
83 In re Iwahashi, 888 F.2d 1370 (Fed. Cir. 1989).
84 One commentator has offered as a possible reconciliation of the Abele and Grams decisions that the pre-algorithm step of Abele, when combined with the post-algorithm step, defined a physical process. In Grams the algorithm merely replaced the subjective mental processes of a physician. See Ronald S. Laurie, “Patentability of Computer Programs in the USA,” The Law of Information Technology in Europe 1992: A Comparison With the USA, Computer Law Series.
85 In re Iwahashi, 888 F.2d 1370 (Fed. Cir. 1989)
are also not exclusive to the U.S. system. In as early as the 1850s royal commissions in Britain investigated the operation of the patent system. Testimony damaging to the reputation of the patent system led to passage of a patent reform bill.  

Presently, the PTO is again under scrutiny due to concerns about the patent system in general, as well as its implementation with respect to software. In addition to the problems cited in the 1960s which apparently persist, recent concerns also include the competence of examiners to make fair and proper decisions about applications for software-related inventions, citing in particular the controversy over the educational requirements for examiners, difficulty in training and retaining adequate technical staff, and the resulting insufficient number of examiners to address the huge and growing volume of incoming applications for software-related inventions. There are, in addition, ongoing concerns about the quality of the prior-art database, and problems of classification.  

For statistics regarding issuance of patents for software-related inventions, see table 2-l).  

In response to these concerns within the software community and beyond, the Secretary of Commerce established in August 1990 the Advisory Commission on Patent Law Reform. The Commission’s objective is to advise the Secretary on the state of the patent system in the United States and the need for any reform, as well as to advise the Secretary on the need for any changes in U.S. law relating to enforcement and licensing of U.S. patents. The Commission is to consist of 8 to 15 members, serving for 2 year terms, appointed by the Secretary of Commerce to represent corporations involved in filing patent applications, members of the bar, and the general public. The Secretary may appoint official observers from various government agencies, such as the U.S. Trade Representative, the Office of Science and Technology Policy, the National Science Foundation, and the Small Business Administration.  

On May 16, 1991, the Patent and Trademark Office published in the Federal Register a “Request for Comments for the Advisory Commission on Patent Law Reform.” In that request, the PTO solicited comments about whether current U.S. patent laws provide adequate and appropriate pro-

<table>
<thead>
<tr>
<th>Year</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>27</td>
</tr>
<tr>
<td>1971</td>
<td>51</td>
</tr>
<tr>
<td>1972</td>
<td>70</td>
</tr>
<tr>
<td>1973</td>
<td>35</td>
</tr>
<tr>
<td>1974</td>
<td>11</td>
</tr>
<tr>
<td>1975</td>
<td>14</td>
</tr>
<tr>
<td>1976</td>
<td>5</td>
</tr>
<tr>
<td>1977</td>
<td>7</td>
</tr>
<tr>
<td>1978</td>
<td>30</td>
</tr>
<tr>
<td>1979</td>
<td>23</td>
</tr>
<tr>
<td>1980</td>
<td>25</td>
</tr>
<tr>
<td>1981</td>
<td>21</td>
</tr>
<tr>
<td>1982</td>
<td>52</td>
</tr>
<tr>
<td>1983</td>
<td>64</td>
</tr>
<tr>
<td>1984</td>
<td>136</td>
</tr>
<tr>
<td>1985</td>
<td>153</td>
</tr>
<tr>
<td>1986</td>
<td>187</td>
</tr>
<tr>
<td>1987</td>
<td>227</td>
</tr>
<tr>
<td>1988</td>
<td>131</td>
</tr>
<tr>
<td>1989</td>
<td>193</td>
</tr>
<tr>
<td>1990</td>
<td>599</td>
</tr>
<tr>
<td>1991</td>
<td>602</td>
</tr>
</tbody>
</table>

SOURCE: Electronic Data Systems Corporation (EDS). The data in this table given for 1972 through 1989 reflect statistics compiled by EDS by examining notices published in the Official Gazette. Information given for 1990 and 1991 was collected using artificial intelligence technology involving a natural language interface created by EDS. Official database tapes purchased from the PTO were read using this technology to characterize each patent and determine which involved software-related inventions. When there was some difficulty ascertaining the nature of patent, EDS personnel referred to the Official Gazette.
tection of novel computer-related inventions, and the relationship of patent protection for computer Program-related inventions to other intellectual property protection. In addition to these questions specific to computer software, the request sought public comment on broader issues critical to the patent system generally, e.g. Federal protection for trade secrets, cost and complexity of patent enforcement, frost to file system, automatic publication of applications, and the term of patent protection.92

In response to this invitation for public comment, the PTO received over 545 letters from individuals, small and large businesses, trade associations, academics, patent attorneys, and bar associations. While the responses addressed the range of questions raised by the PTO request, the majority focused on the issues surrounding computer-related inventions.

Many of the issues raised by the Patent Reform Commission are addressed by the efforts of World Intellectual Property Organization (WIPO) to harmonize patent laws in member countries. WIPO’S Committee of Experts on the Harmonization of Certain Provisions in Laws for the Protection of Inventions is considering a draft treaty which contemplates instituting requirements that would require changes in U.S. law. These would include a change from a first to invent to a first to file system, awarding the patent to the applicant who has the earliest filing date. Such a change would significantly reduce the U.S. interference practice. The WIPO treaty also contemplates a term of patent of 20 years from the date of filing a patent application, as opposed to the 17-year term from date of grant provided by the U.S. law.93

One attempt by the private sector to address the problem of the prior art is the formation of a Software Patent Institute (SPI) as a mechanism to provide access to prior art in the software area and to further the PTO’s knowledge of software.94 The proposed near-term objectives of SPI are: 1) to establish a database of prior art in the area of software and to encourage contributions to the database; 2) to facilitate searches and other appropriate access to the prior-art database by interested parties, including the PTO, potential applicants, potential challenges to issued patents, and others with similar needs; 3) to facilitate the advancement of the PTO’s knowledge of the nature of software and software engineering by organizing educational and training opportunities for PTO personnel; and 4) to disseminate information about services of the SPI to the broad software community.95 (See box 2-E for discussion of Analogous Patent Law in Foreign Countries.)

**Copyright**

Copyright law in the U.S. protects the right of an author to control the reproduction, adaptation, public distribution, public display, and public performance of original works of authorship of every kind, ranging from books to sound recordings.96 While copyright comprises only one aspect of intellectual property protection for computer software, its role in that protection is a major one.

**Goals of U.S. Copyright**

A fundamental goal of U.S. copyright law is to promote the public interest and knowledge through the “Progress of Science and useful Arts.”97 Although

---

92 Ibid.
94 Critics of such an idea note that an improved database of prior art is a common response to criticism of software patents. These critics claim, rather, that such a database would have little practical effect, in part because of the frequency with which techniques were developed in the past and never published, and in part because such a proposal assumes that it is sound policy to decide that the techniques patented today should be unavailable to the programmer provided they were not fact published at an earlier date. Richard Stallman, The League for Programming Freedom, personal communication September 1991.
95 Bernard Galler, Professor of Electrical Engineering and Computer Science, University of Michigan, personal communication, September 1991.
96 Sherman et al., Computer Software Protection Law, op. cit., footnote 67.
97 This material is adapted from U.S. Congress, OTA, Copyright & Home Copying: Technology Challenges the Law, OTA-CIT-422 (Washington, DC: U.S. Government Printing Office, October 1989).
98 The Constitution provides that: Congress shall have Power . . . to Promote the Progress of Science and useful Arts, by securing for limited Times to Authors and Inventors, . . . the exclusive Right to their respective Writings and Discoveries. This provision arguably distinguishes authors from inventors and writings from discoveries, suggesting a fundamental distinction between copyrightable works of authorship and patentable works of utility. For further discussion of this question of scope, see Computer Software Protection Law, op. cit., at footnote 1, Section 204.6(a).
Box 2-E—Analogous Patent Law in Foreign Countries

The Pacific Rim

Patent laws of Japan, Taiwan, Korea and Thailand are all silent on the issue of patentability of computer programs. In theory, patent law does not provide protection for a computer program itself. However, Japan and Taiwan have granted patents for certain computer programs, especially if the computer program is described in conjunction with a method or computer in which the program is used in the specification of an application.1

Western Europe

The European Communities have agreed in their Software Directive that the prescribed protection of computer programs under copyright law does not prejudice the application of other forms of protection where appropriate. Computer software may be protected under patent law in addition to copyright in European Community member nations.

France—French patent law provides that computer programs are not patentable. This rule is narrowly interpreted so that computer program standing alone is not patentable, while a process including software may be patentable. The patent protects the process, but not the software; the software can be used independently or in another process. Hardware may be patented.2

Switzerland—Swiss law does not provide patent protection for computer software.3

Latin America

Argentina—In Argentina software was not known or considered when the patent Law was enacted so that it is not specifically mentioned in the law. The Patent Office may allow patent protection when it is part of the essence of an invention.4

Brazil—While under Brazilian law hardware is subject to patent protection, software is not considered patentable and is expressly excluded from patentable subject matter by the Industrial Property Code.5

Copyright is a property interest, its primary purpose was not conceived of as the collection of royalties or the protection of property; rather, copyright was developed primarily for the promotion of intellectual pursuits and public knowledge. As the Supreme Court has stated:

The economic philosophy behind the clause empowering the Congress to grant patents and copyrights is the conviction that encouragement of individual efforts by personal gain is the best way to advance public welfare through the talents of authors and inventors in Science and the useful Arts.6

Therefore, the congressionally mandated grant of a limited monopoly for authors is based upon a dualism: the belief that the public should benefit from the creativity of authors and the belief that a copyright monopoly is necessary to stimulate the

---

1 Several reviewers have voiced particular concern regarding what they believe to be aspects of the Japanese patent system that are unfair to United States applicants. An investigation of such charges is outside the scope of this report. However, Senator Lloyd Bentsen and Senator John D. Rockefeller IV plan to ask for an investigation into charges that Japanese companies use their patent program to acquire foreign technologies. This request was made in a letter to General Accounting Office Comptroller General Charles Bowsher. “Washington Technology,” October 10, 1991, p. 4.


5 Ibid. at p. CH-3.

6 Ibid. at p. AR-41-42.

7 Ibid. at p. BR-20.

---

Professional copyists have long reproduced famous or popular works to sell to those who could not afford originals. FORgers have copied works of well-known artists, or more commonly have produced works that imitate their styles. Paintings and drawings have been reproduced as prints, sculptures as plaster or bronze casts. With the rise of prints in the early Renaissance came the first measures to protect against copying.

The increased attention given to copies by art theorists in the 17th and 18th centuries reflects the rise of the professional copyist, catering to the expanded art market that resulted from the general public’s rising interest in art. Many young artists of this period, particularly in tourist centers like Rome, worked in the mass production of copies of famous or popular paintings. Given the prevalence of copying, artists often sought ways to protect the authenticity of their works. One such attempt was the liter veritatis, “the book of truth,” of Claude Lorrain, an often imitated artist. The art historian Baldinucci recounts:

Not only was his composition cribbed by some envious persons desirous of unfair earnings, but, through imitation of his manner, copies were sold in Rome as originals by his brush; but this the master was being discredited, the patron for whom the pictures were painted badly served, and the buyers defrauded since they were given copies instead of the originals. . . . Poor Claude did not know from whom to guard himself among the numerous persons who came to his studio nor what decision to take. Everyday similar pictures were brought to him so that he might recognize whether they were by his hand or not. Thereupon he decided to keep a book and began copying the composition of all the pictures which left his studio."

The most famous instance of a complaint by one artist against another for copying his work is recounted by Vasari of Durer and the engraver Marcantonio Raimondi. Marcantonio, visiting Venice, found a set of Durer’s engravings for sale there and was so impressed that he spent almost all of the money he had brought with him to purchase them:

Marc ’Antonio, having considered what honor and profit might be acquired by one who should apply himself to [the art of engraving] in Italy, formed the determination to give his attention to it with all possible assiduity and diligence,

---


the introduction of the printing press in England in the late 1400s, the Crown’s first response was to control what writings were printed or copied. The earliest British copyright laws were enacted in the 1500s to promote censorship by the government in cooperation with a monopolistic group of printers known as the Stationers’ Guild. This system collapsed when the company failed to exercise discretion as censor, but used its monopoly power to set high prices. Parliament’s response in 1695 was to allow the Stationers’ copyrights to expire, but this resulted in a period of anarchical publication. In 1709 Parliament responded to the situation by...
He thus began to copy those engravings by Albrecht Durer, studying the manner of each stroke and every other detail of the prints that he had bought, which were held in such estimation on account of their novelty and their beauty, that everyone sought to have some. Having then counterfeited on copper, with engraving as strong as that of the woodcuts that Albrecht had executed, the whole of the said Life and Passion of Christ in thirty-six parts, he added to these the signature that Albrecht used for all his works, which was “A.D.,” as they proved to be so similar in manner, that, no one knowing that they had been executed by Marc’ Antonio, they were ascribed to Albrecht, and were bought and sold as by his hand. News of this was sent in writing to Albrecht, who was in Flanders, together with one of the counterfeit Passions executed by Marc’ Antonio; at which he flew into such a rage that he left Flanders and went to Venice, where he appeared before the Signoria and laid a complaint against Marc’ Antonio. But he could obtain no other satisfaction but this, that Marc’ Antonio should no longer use the name or the above-mentioned signature of Albrecht on his works.  

Marcantonio continued to produce copies of Durer’s engravings with his own monogram in place of Durer’s. Perhaps as a result of this expedience, when Durer published his wood cuts of the Life of the Virgin in 1511, he prefaced the edition with the warning:  

Woe unto him who ventures to assail us and lay hands on the toil and invention of another!

The next year the Town Council of Nuremberg issued a notice stating that:

... a foreigner is taking the liberty of selling pictures bearing Durer’s mark, but these are counterfeits; he shall be compelled to remove all the marks, or everything shall be confiscated.  

It was in fact in Venice that the first protections akin to modern copyright were issued. The concept of an exclusive right to publish a text or image for a fixed period of time, known as a privilege, originated during the rapid rise of publishing in the 15th century in centers like Venice and Nuremberg. The Venetian Senate issued the first recorded privilege in 1469 and soon began to grant privileges for prints as well.

---


---

enacting legislation known as the Statute of Anne. This statute granted a copyright to authors, as opposed to printers, for a period of 14 years. The copyright was renewable for an additional 14 years if the author was still alive. After the expiration of the copyright, the writing became part of the public domain, available for use by anyone. This first modern copyright law became the model for subsequent copyright laws in English-speaking countries.  

After severing political ties with Great Britain, the former American colonies sought means to secure copyright laws. In 1783, the Continental Congress passed a resolution encouraging the various States to enact copyright legislation. All of the States except Delaware enacted some form of copyright statute, although the various State laws differed greatly. Because of the differences in the State copyright laws and the ensuing difficulties, the Framers of the Constitution, notably James Madison, asserted that the copyright power should be conferred upon the legislative branch. This concept was ultimately adopted, and Congress was granted the right to regulate copyright (art. I, sec. 8, cl. 8). The First Congress in 1790 enacted the first Federal copyright act. This legislation provided for the protection of authors’ rights. Commentators have written that the central concept of this statute is that copyright is a grant made by a government and a statutory privilege, not a right. The statute
was substantially revised in 1831110 to add copyright coverage to musical compositions and to extend the term and scope of copyright. A second general revision of copyright law in 1870[111] designated the Library of Congress as the location for administration of the copyright law, including the deposit and registration requirements. This legislation extended copyright protection to artistic works. The third general revision of American copyright law in 1909[112] permitted copyright registration of certain types of unpublished works. The 1909 legislation also changed the duration of copyright and extended copyright renewal from 14 to 28 years. A 1971 amendment extended copyright protection to certain sound recordings. The fourth and most recent overhaul of American copyright law occurred in 1976, after years of study and legislative activity.114 The 1976 legislation modified the term of copyright and, more significantly, codified the common law fair-use concept as a limitation on the exclusive rights of the copyright holder. In 1980, following recommendations made by the National Commission on New Technological Uses of Copyrighted Works (CONTU), legislation explicitly extended copyright to computer programs.115

The Scope and Nature of Copyright Protection

The copyright statute[116] interprets the Constitutional term “‘writings’ broadly, defining it as:

works of authorship . . . fixed in any tangible medium of expression, now known or later developed, from which they can be perceived, reproduced or otherwise communicated, either directly or with the aid of a machine or device.

Copyright protection is expressly provided for eight categories of works: literary; musical; dramatic; pantomimes and choreographic; pictorial, graphic, and sculptural; motion picture and other audiovisual works; sound recording; and architectural; however, the legislative history indicates that these categories are not meant to be exhaustive. Computer programs are copyrightable as “literary works” as defined in 17 U.S.C. 101.117 The term “‘computer program’” is also defined in section 101 as “‘a set of statements or instructions used directly or indirectly in a computer in order to bring about a certain result.

Copyright protection subsists from the time a work of authorship is created in a fixed form. The copyright in the work becomes the property of the author immediately upon creation. Only the author, or one deriving rights through the author, can rightfully claim copyright.

In the case of works made for hire, the employer rather than the employee is presumptively considered the author. A work made for hire is defined as:

1. a work prepared by an employee within the scope of his or her employment; or
2. a work specially ordered or commissioned for use in a variety of circumstances enumerated by the statute.118

Copyright does not protect ideas, but rather the expression of ideas. Copyright protection does not extend to any:

. . . procedure, process, system, method of operation, concept, principle, or discovery, regardless of the form in which it is described, explained, illustrated or embodied.119

Copyright protects the writings of an author against unauthorized copying, distribution, etc., and protects the form of expression rather than the subject matter of the writing. Unlike patents, it does

---

104 Stat. 436.
115 In the 1976 amendments, a definition of “‘computer program’” was added to section 101 of the Copyright Act of 1976 and a new section 117 was added, limiting computer-program copyright holders’ exclusive rights. The owner of a computer program may make another copy or adaptation of that program if the copy is needed for a specific step in using the computer program or if the copy is for archival purposes.
118 17 U.S.C. 102(b).
not protect against independent creation. Copyright grants the owner the exclusive right to do and to authorize others to do the following:

- reproduce copies of the copyrighted work;
- prepare derivative works based on the copyrighted work;
- distribute copies of the copyrighted work to the public by sale or other transfer of ownership, or by rental, lease, or lending;
- perform the copyrighted work publicly; and
- display the copyrighted work publicly.

The statute does, however, specify certain limitations to the copyright owner’s exclusive rights that are noninfringing uses of the copyrighted works. These limitations include the “fair use” of the work. Certain kinds of reproduction by libraries and archives, educational performances and displays, and certain other uses are noninfringing uses of the copyrighted works.

It is an infringement of the copyright for anyone to engage in any of the above activities without the authorization of the copyright owner. The copyright statute provides that the copyright owner may institute an action for infringement against the alleged infringer. A court may issue an injunction against the copyright infringer to prevent further infringement of the copyright. An infringer of a copyright may be subject to the payment of actual damages and profits to the copyright owner; in certain circumstances, the copyright owner may elect specified statutory damages within specified ranges in lieu of actual damages and profits.

Chapter 2—The Law

The 1976 Copyright Act and Fair Use

The tension between the stimulation of intellectual pursuits and the property interests of the copyright owner has been a central issue in the development, implementation, and interpretation of American copyright laws. Moreover, the concept of copyright presents a seeming paradox or contradiction when considered within the context of the first amendment freedom-of-speech guarantees: while the first amendment guarantees freedom of expression, it can be argued that copyright seems to restrict the use or dissemination of information. It can be argued, however, that copyright, to the degree that it stimulates expression and encourages writing and other efforts, furthers first amendment expression values by encouraging the quantity of speech that is created. In attempting to resolve these conflicting interests, the courts have adopted a test that weighs the interests of freedom of expression and the property interests of the copyright holder to arrive at an acceptable balance.

An extensive body of case law has been developed that weighs and counterbalances first amendment concerns and the rights of the copyright holder.

Hence, the American copyright system is based on dual interests: intellectual promotion and property rights. Combined with these factors is the first amendment freedom-of-expression concern. Courts have balanced and assessed these seemingly con-

---

120 Not all works, however, enjoy all rights. For example, sound recordings have no public performance right, 17 U.S.C. 106(4).
121 17 U.S.C. 106.
122 Before codification of the “fair-use” exception, the 1976 copyright act, the fair-use concept was upheld in a common-law copyright action in Hemingway v. Random House, Inc., 53 Misc. 2d 462, 270 N.Y.S. 2d 51 (Sup. Ct. 1967), aff’d on other grounds, 23 N.Y.2d 341, 296 N.Y.S.2d 771 (1968). The common law concept of “fair use” was developed over many years by the courts of the United States. See, for instance, Folsom v. Marsh, 9 F.Cas. 342 (N. 4901) (C. D. Mass. 1841); and Mathews Conveyor Co. v. Palmer-Bee Co., 135 F.2d 73 (6th Cir. 1943).
123 This material is adapted from Copyright & Home Copying Technology Challenges the Law, op. cit., footnote 97.
124 It also seems that freedom of speech guarantees the speaker the right to speak his own expression, and that does not give him the right to speak (or copy) someone else’s expression. Nor does it prevent a speaker from using the ideas or information in someone else’s ideas, facts, or information. Copyright requires the speaker to arrive at his own expression for the ideas he wishes to express. The resulting conflict or balance between these interests is part of copyright itself—limited protection with the limitations specifically designed to encourage publication and access to information. The remaining conflict, it is argued, may be resolved by fair use. Mary Jensen, University of South Dakota School of Law, personal communication, Sept. 29, 1991.
Box 2-G Copying in Renaissance Art

Copying has appeared in many guises in the history of the visual arts. Artists have produced multiple originals, sometimes identical, sometimes variants of the same composition, with varying degrees of assistance from others in their workshops. Students have copied masterworks as part of their training. Mature artists, even the greatest, have copied the works of other artists as a way of enriching their own styles. Compositions or individual motifs invented by one artist have reappeared in the works of others, transformed to a greater or lesser extent, and questions about the roles of imitation and innovation in art have been among the most frequently debated in the many treatises about art theory written since the Renaissance.¹

The present day tendency to prize originality of form and content, while denigrating art that relies on earlier art as derivative and retrogressive is inconsistent with the practice of art in the past. One scholar writes:

Art into art, the acquisition of style by limitation, is the way almost all artists learned their skills until very recently. Certainly they worked from life, taking inspiration whenever they found it but the fundamental techniques of design, of drawing and modeling, were gained from other art. The study of plaster casts, the visit to the church or, in later centuries, to the museum to copy the works of others, the examination of illustrated woods, these were part of the experience of every Western artist. Copying was the right and logical thing to do. It was the way one learned, and it kept the artist in touch with the wellsprings of the past.

The Paduan painter Cennino Cennini advises the young artist to begin by:

costantly copying the best things which you can find done by the hand of the great masters. . . . You will eventually acquire a style individual to yourself, and it cannot help being good. . . .²

A century later, Leonardo da Vinci prescribed a course of study in which the young artist turned to nature only after copying first from drawings, then from paintings, then from sculpted reliefs.³

Renaissance art theorists prescribed copying as a way of reaching beyond the imperfections of the real world to achieve the ideal. Leonbattista Alberti, the most important theorist of the 15th century, first applied the Aristotelian idea of imitation (mimesis) to painting, defining the goal of art to be the imitation of nature as it ought to be. Models for this perfected nature could be found in the art of antiquity and of modern masters who had themselves learned from antiquity. Over the course of the 16th century art became increasingly self-referential, the fair-use doctrine. It has been said that the doctrine of ‘fair use’ allows the courts to bypass an inflexible application of copyright law, when under certain circumstances it would impede the creative activity that the copyright law was supposed to stimulate.⁴ Indeed, some commentators have viewed the flexibility of the doctrine as the ‘safety valve’ of copyright law, especially in times of rapid

---

² Ibid., p. 1.
³ Ibid., p. 2.

especially in Rome and Florence; the imitation of styles and the quotation of forms from the work of past masters was the basis of the maniera “the correct way of painting.” Later in the century the reform movement led by the Carracci reacted against overreliance on past masters, but advocated not a rejection of the past by greater “invention” in imitating its models. In the 17th century the influential critic Bellori returned to the Aristotelian notion of imitation:

The idea, originating in nature, supersedes its origin and become the origin of art.

The idealized nature found in the great works of art, ancient and modern, was thus the appropriate source of inspiration for the artist.

Such theories of art were codified and put into practice in the art academies that gradually became the principal institutions controlling the production of art: Lorenzo de’ Medici’s informal school for artists in Florence, where Michelangelo studied the antique sculptures in the Medici collection; the Academy of the Carracci in Bologna; the Accademia di San Luca in Rome; the French Academy, founded in 1648; numerous academies in Germany; and eventually the Royal Academy in England. In Vienna, the Empress Maria Theresa opened the Imperial Gallery to students, providing them with a room in which to make their copies. Although copying as a mode of art instruction has gone out of present day fashion, visitors to museums can observe that the practice still has its adherents.

The “translation of images” from artist to artist extends beyond copying to what is generally referred to as “quotation” or “borrowing” —the use of compositions or motifs taken from other works of art. A typical monograph or catalogue on a Renaissance subject lists many instances of this practice. The National Gallery of Art’s 1979 catalogue entry on Tintoretto’s Conversion of Saint Paul identifies motifs in the painting taken from Leonardo, Pordenone, Titian, Schiavone, and Raphael, and notes that the influence of Tintoretto’s painting may be seen in a work by Rubens. One critic states that:

During the Renaissance and long after it, imagery was still largely shared, . . . The sense, to which we attach so much importance, of the personality of the artist with its incumbent personal baggage of imagery and manner was in embryo and the vocabulary of images was datively small. 10

The English artist Fuseli said that he found William Blake “damn good to steal from.” 11 Manet took the basic funeral motifs of two of his most avant-garde paintings, Olympia and Le déjeuner sur l’herbe, from Titian’s Venus of Urbino and a print by Marcantonio Raimondi after Raphael, respectively. Such practices have continued into the 20th century in various forms of paraphrase, parody, quotation, collage, and most recently, “appropriation.”

1. the purpose and character of the use, including whether such use is of a commercial nature or is for nonprofit educational purposes;
2. the nature of the copyrighted work;
3. the amount and substantiality of the portion used in relation to the copyrighted work as a whole; and
4. the effect of the use on the potential market and value of the copyrighted work (17 U.S.C. 107 (1988)).

Congress realized that these factors were “in no case definitive or determinative” but rather “provided
some gauge [sic] for balancing equities.”129 It appears that Congress developed a flexible set of criteria for analyzing the circumstances surrounding each fair-use case, and that each case would be judicially analyzed on an ad hoc basis. Therefore, courts seem to have considerable latitude in applying and evaluating fair-use factors.130 Courts have given different weight and interpretation to the fair-use factors in different judicial determinations. The following illustrations demonstrate how some courts have interpreted certain fair-use factors.

In evaluating the first factor, the purpose and character of the use, courts have not always held that use “of a commercial nature” precludes a fair-use finding,131 nor does a “nonprofit educational” purpose mandate a finding of fair use.132 A defense of fair use on the basis of the first criterion will more often be recognized, however, when a defendant uses the work for educational, scientific, or historical purposes.133

Consideration of the second factor, the nature of the copyrighted work, must be based on the facts and circumstances of each particular case. For instance, courts have interpreted the scope of the fair-use doctrine narrowly for unpublished works held confidential by their authors.134

In examining the third factor, the amount and substantiality of the portion of the work used, courts have looked at both the quantitative aspect—how much of the work is used135—and the qualitative factor—whether the “heart” or essence of the work is used.136 The fair-use doctrine is usually not considered to be applicable when the copying is nearly a complete copy of the copyrighted work, or almost verbatim.137 Prior to the Court of Claims’ decision in Williams & Wilkins’ns Co. v. United States,138 courts as a rule did not allow fair use for copying of entire works or substantial portions of a work. However, the issue of copying entire works was the topic of significant debate prior to passage of the 1976 act. The result of this debate, which allows for this kind of copying under limited circumstances, is found in section 108, which sets out guidelines for classroom copying, and in interpretation of fair use in the legislative reports.139

In assessing the fourth factor, courts have examined the defendant’s alleged conduct to see whether it poses a substantially adverse effect on the potential market for, or value of, the plaintiff’s present work.140 These considerations are used with great care by the courts in applying the fair-use doctrine on a case-by-case basis.

Congress looked to the issue of copyright fair use at some length in 1991, examining whether the fair use doctrine and the First Amendment permit biographers to make unauthorized use of their subject’s unpublished letters and manuscripts. The courts have decided this issue on the basis of the specific facts of each case, but emphasizing the unpublished nature of the work in denying fair use.141

In 1991 the Senate passed S. 1035 to clarify that the unpublished nature of a copyrighted work does
not per se preclude applicability of the fair use defense to infringement. A similar measure was deleted from H.R. 2372 when a district court ruled in favor of a biographer in *Wright v. Warner Books.*

The Copyright Office

The Copyright Office is charged with administration of the copyright law, and is an influential source of legal authority in the field of copyrights. Courts give weight to the Copyright Office’s interpretation of the copyright statute.

The 1976 act authorizes the Copyright Office to issue regulations concerning the requirements for registration of claims for copyright and concerning fixation and placement of copyright notice. These regulations contain authoritative interpretation of the copyright statute, which has been cited with approval by the courts.

The Copyright Office may issue certificates of registration for deposited material only if it determines that it constitutes “copyrightable subject matter.” Thus, the Copyright Office’s decision to register a work is evidence that a work is copyrightable. Likewise, a denial of registration indicates that the work is not eligible for protection. Weight is given by the courts to the Copyright Office’s determination about registrability of a particular category of works. The Copyright Office maintains statistics regarding the rate of issuance of copyrights generally and for computer-related works. (See tables 2-2 and 2-3.)

To facilitate efficient issuance of copyright and to be of assistance to the public, the Copyright Office issues forms and instructions for copyright registration, as well a series of circulars discussing copyright issues. Of particular interest is *Circular R61,*

### Table 2-2—Copyright Registrations, Generally: 1974 to Present

<table>
<thead>
<tr>
<th>Year</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1974</td>
<td>372,832</td>
</tr>
<tr>
<td>1975</td>
<td>401,274</td>
</tr>
<tr>
<td>1976</td>
<td>410,969</td>
</tr>
<tr>
<td>1976*</td>
<td>108,762</td>
</tr>
<tr>
<td>1977</td>
<td>452,702</td>
</tr>
<tr>
<td>1978</td>
<td>331,942</td>
</tr>
<tr>
<td>1979</td>
<td>429,004</td>
</tr>
<tr>
<td>1980</td>
<td>464,743</td>
</tr>
<tr>
<td>1981</td>
<td>471,178</td>
</tr>
<tr>
<td>1982</td>
<td>468,149</td>
</tr>
<tr>
<td>1983</td>
<td>488,256</td>
</tr>
<tr>
<td>1984</td>
<td>502,628</td>
</tr>
<tr>
<td>1985</td>
<td>539,165</td>
</tr>
<tr>
<td>1986</td>
<td>560,212</td>
</tr>
<tr>
<td>1987</td>
<td>581,276</td>
</tr>
<tr>
<td>1988</td>
<td>565,801</td>
</tr>
<tr>
<td>1989</td>
<td>611,328</td>
</tr>
<tr>
<td>1990</td>
<td>617,241</td>
</tr>
<tr>
<td>1991 (January to June only)</td>
<td>332,582</td>
</tr>
</tbody>
</table>

*Transitional quarter—Registrations* made July 1, 1976, through September 30, 1976, reported separately owing to the statutory change making the fiscal years run from October 1 through September 30 instead of July 1 through June 30.

SOURCE: U.S. Copyright Office.

### Table 2-3—Copyright Registration, Computer-Related Works: FY 1986 to Present

<table>
<thead>
<tr>
<th>Year</th>
<th>Textual</th>
<th>Unpublished</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>5,565</td>
<td>4,744</td>
</tr>
<tr>
<td>1987</td>
<td>5,137</td>
<td>4,433</td>
</tr>
<tr>
<td>1988</td>
<td>5,124</td>
<td>6,046</td>
</tr>
<tr>
<td>1989</td>
<td>4,397</td>
<td>5,412</td>
</tr>
<tr>
<td>1990</td>
<td>5,350</td>
<td>5,214</td>
</tr>
<tr>
<td>1991 (1st quarter only)</td>
<td>2,441</td>
<td>4,519</td>
</tr>
</tbody>
</table>

*NOTE:* “Textual works” is a Copyright Office Administrative classification which, in the case of computer-related works, includes such items as user manuals, floppy disks, and program code, i.e., all aspects of computer-related works which are written.

SOURCE: U.S. Copyright Office.

---


142 *The Berne Convention Implementation Act* (now part of Title 17) amended the U.S. copyright notice requirements. See discussion of the Berne Convention in ch. 3.

143 Registration is not a prerequisite for copyright protection, but may be required for court enforcement of the copyright.

144 Such denial is not a conclusive finding of lack of eligibility for protection.
which deals with copyright registration of computer programs, discussing regulations, policy, and practice related to software. In addition, the Copyright Office publishes a more general document, the *Compendium of Copyright Office Practices*, which sets forth guidance of the Office in making registrations and recording documents. While these forms and guidelines reflect practices, policies, and legal interpretations, the positions contained in the documents are not necessarily adopted by the courts.145

**CONTU Recommendations Regarding Registrations and the Rule of Doubt**

CONTU’S Final Report included recommendations for regulations concerning the registration and deposit of databases and other works fixed in computer readable media. These state that the registration and deposit regulations should permit and encourage registration and periodic updating of identifying material rather than the actual databases. With respect to computer programs, the CONTU report suggests that regulations relating to deposit and registration requirements should “promote public access to computer programs while being flexible enough to accommodate future changes in computer technology. Recognizing that repeated deposit of each version of a program would be burdensome to the program proprietor and the Copyright Office, the Commission set forth a variety of options, including a system of temporary deposit, and permanent deposit of complete copies of the original version of the program with subsequent filing of descriptions rather than complete copies of amended versions.

**Rule of Doubt**

The copyright law in general requires that an application for registration be accompanied by the deposit specified in the statute and the regulations issued under the statute.146 The deposit must include “one complete copy” of an unpublished work or “two complete copies” of a published work. The Copyright Office is authorized to issue regulations permitting the deposit of “identifying material” instead of the actual copies.

As discussed, CONTU contemplated that the regulations would permit the deposit of identifying material other than “actual databases,” and asserted that computer databases were appropriate for exemption from the deposit requirement. Further, the legislative history of the optional deposit provision states that the regulations could provide for the deposit of printouts of computer programs under certain circumstances.

The Copyright Office will issue a certificate of registration, even when an applicant for registration of a computer program containing trade secrets is not willing to submit source code and submits object code instead. When it issues such a registration, it does so under a “rule of doubt” procedure.147 The “rule of doubt” is more accurately described as the rule of “the benefit of the doubt” (in favor of the copyright applicant).148 If the application is otherwise proper, the Copyright Office will issue such a registration, which makes it clear that no determination has been made concerning the existence of copyrightable authorship. The Copyright Office issues its registration on this limited basis because of its belief that the object code is “basically unintelligible” to its examiners, so that they cannot make a definitive determination of its copyrightability.149 In order to receive such a rule of doubt registration, the applicant must submit a letter stating that the program does contain original authorship.

While there is no clear case law delineating how the rule of doubt registration affects the status of the registered work in litigation, it is likely that such a registration would not be accorded the same weight as a conventional registration. The Copyright Office has recognized that in making this kind of registration, the burden is placed on the courts to make a determination about the existence of copyrightable authorship. This additional burden is especially important in the case of requests to the court for preliminary relief in the form of temporary restraining orders and preliminary injunctions.

---

146 *However, under the Berne Convention and the Berne Implementation Act*, registration and deposit themselves are not required.
149 Cary Sherman et al., op. cit. footnote 90, at Section 208.2(g)(5).
CONITU and the 1980 Amendment

Congress established the National Commission on New Technological Uses of Copyrighted Works to make recommendations for computer copyright legislation. The Final Report, published in 1978, is generally regarded as quasi-legislative history. While the relevance of the report is somewhat discounted or even ignored by some courts, it is used by many courts as an aid in interpreting the 1980 amendment.

In carrying out its congressional charter, CONTU made specific recommendations for legislation dealing with computer software or programs, databases, and works created by the use of computers.

With respect to computer software or programs, CONTU recommended that the new copyright law should be amended:

1. to make it explicit that computer programs, to the extent that they embody an author’s original creation, are proper subject matter of copyright;
2. to apply to all computer uses of copyrighted works by the deletion of section 117; and
3. to ensure that rightful possessors of copies of computer programs may use or adapt these copies for their use.

CONTU also recommended that the 1976 act be amended to apply to all computer uses of copyrighted databases and other copyrighted works fixed in computer media, and that works created by the use of computers should be afforded copyright protection if they are original works of authorship within the 1976 act.

These recommendations allayed doubts concerning the copyrightability of programs under the 1976 act, as the 1980 act expressly added a definition of “computer program” in section 101.152 Further, the old version of section 117 was repealed and replaced by what is now section 117 of the current statute, which provides a defense to a claim of software copyright infringement if the defendant’s activity falls within its scope. Section 117 insulates from infringement liability certain steps that CONTU considered essential in the utilization of a computer program in conjunction with a computer.

Section 117 of the Copyright Act now provides as follows:

Notwithstanding the provisions of section 106, it is not an infringement for the owner of a copy of a computer program to make or authorize the making of another copy or adaptation of that computer program provided:
1. that such a new copy or adaptation is created as an essential step in the utilization of the computer program in conjunction with a machine and that it is used in no other manner, or
2. that such new copy or adaptation is for archival purposes only and that all archival copies are destroyed in the event that continued possession of the computer program should cease to be rightful.

Any exact copies prepared in accordance with the provisions of this section may be leased, sold or otherwise transferred, along with the copy from which such copies were prepared, only as part of the lease, sale, or other transfer of all rights in the program. Adaptations so prepared may be transferred only with the authorization of the copyright owner.

Only the “owner of a copy of a computer program” may take advantage of the privileges set out in section 117. An owner is one who purchases a disk, diskette, or other medium in which a program is stored. A person who does not own a copy of the plaintiff’s computer program may not take advantage of a section 117 defense. The licensee who acquires possession but not ownership of a disk copy

150 See Whelan Associates Inc. v. Jassow Dental Laboratory, Inc., 797 F.2d 1222, 1241, which commented that the report was non binding and did not consider it authoritative legislative history. See also Lenta v. Paperback Software, 740 F. Supp. 37 (D. Mass. 1990).
151 The House Report of the 1976 act indicates that computer programs are to be considered “literary works” (H.R. Rep. No. 1476, 94th Cong., 2d Sess. 54, reprinted in 1976 U.S. Code Cong. & Ad. News 5659, 5667 (“literary works... includes... computer programs.”))
152 Section 101 defines a computer program as a set of statements or instructions to be used directly or indirectly in a computer in order to bring about a certain result. Some commentators maintain that this amendment merely suggested that writings otherwise copyrightable could be in the form of a computer program. Stephen Y. Chow, personal communication, Cesari and McKenna, Sept. 27, 1991.
153 The original text of Section 117 stated:
Notwithstanding the provisions of sections 106 through 116 and 118, this title does not afford to the owner of copyright in a work any greater or lesser rights with respect to the use of the work in conjunction with automatic systems capable of storing, processing, retrieving, or transferring information, or in conjunction with any similar device, machine, or process, than those afforded to works under the law, whether title 17 or the common law or statutes of a State, in effect on December 31, 1977, as held applicable and construed by a court in an action brought under this title.
of a licensed program is not entitled to exercise these privileges. There must be a transfer of title, as provided for under applicable State law, for the privilege to obtain.

This requirement of ownership in section 117 is a change in the statutory language from the CONTU recommendation. CONTU would have allowed a rightful possessor of a copy of a program to perform or authorize the acts permitted by the section. There appears to be no legislative history on the reasons for this change; however, those who were involved in the congressional hearing on the 1980 amendments say that the change reflected concerns of the Justice Department relating to antitrust considerations.\(^{159}\)

**Evolution of Case Law**

Complete coverage of software copyright case law is beyond the scope of this report. However, protection of software via copyright has involved several key issues. Three of the most important are: 1) whether object as well as source code is protected; 2) whether a program’s structure, sequence, and organization is protected (and what such protection implies); and 3) whether the user interface is protected. A summary of the evolution of cases addressing these three key issues follows.

**Apple v. Franklin**

The case of *Apple v. Franklin*\(^{156}\) specifically addressed the question of whether a copyright can exist in a computer program expressed in object code as well as source code. The court described source code as usually written in a higher-level programming language and object code as the version of the program in which the source code language is converted into (binary or hexadecimal) machine language. The court determined that both the source code and the object code are copyrightable.

In its decision, the court traced the legislative history which, it stated, suggests that computer programs are considered copyrightable as literary works under section 102(a) of the Copyright Act.\(^{157}\) CONTU later recommended that the copyright law be amended “to make it explicit that computer programs, to the extent that they embody an author’s original creation, are proper subject matter of copyright.”\(^{158}\) In accord with the CONTU report recommendations, the 1980 amendments to the Copyright Act included a definition of a computer program:

A “computer program” is a set of statements or instructions to be used directly or indirectly in a computer in order to bring about a certain result. (17 U.S.C. 101.)

The court further noted that language of 17 U.S.C. 117 carves out an exception to normal proscriptions against copying of computer programs, thus indicating that programs are, in fact, copyrightable and are otherwise afforded copyright protection. Indeed, the Third Circuit Court of Appeals had, in the prior case of *Williams Electronics, Inc. v. Artic International Inc.*,\(^{159}\) concluded that “the copyrightability of computer programs is firmly established after the 1980 amendment to the Copyright Act.”

In arriving at its finding that object code as well as source code are copyrightable, the court in *Apple v. Franklin* also stated that, under the statute, copyright extends to works in any tangible means of expression “from which they can be perceived, reproduced, or otherwise communicated, either directly or with the aid of a machine or device.”\(^{160}\) As stated above, the definition of a “computer program” adopted by Congress in the 1980 amendment is a “set of statements or instructions to be used *directly or indirectly* in a computer in order to bring about a certain result.” Since source code instructions must be translated into object code before they can be utilized by the computer, only instructions expressed in object code can be used “directly” by the computer, and as such, object code falls under the definition in the statute. Further, the court emphasized that a computer program in object code could be classified as a literary work, since the category “literary work,” one of the seven copyrightable

---

\(^{155}\) Personal communication, Ronald Laurie, Weil, Gotshal & Manges, September 1991.

\(^{156}\) Apple v. Franklin, 714 F. 2d 1240 (3d Cir. 1983).

\(^{157}\) See H.R. Rep. No. 1476, 94th Cong., 2d Sess. 54, reprinted in 1976 U.S. Code Cong. & Ad. News 5659, 5667 ("literary works...include[s]...computer programs").

\(^{158}\) National Commission on New Ethnological Uses of Copyrighted Works, *Final Report*.

\(^{159}\) Williams Electronics, Inc. v. Artic International Inc., 685 F. 2d 870 (3d Cir. 1983).

\(^{160}\) 17 U.S.C. Section 102(a).

\(^{161}\) 17 U.S.C. Section 101.
midway at 75@751, org sequence, of at 1251. ibid. (1879). of franklin, computer 101 u.s. 99, 25 l.ed. see morton david goldberg, ‘copyright anizatiom 1986), quarterly journal, protected from unauthorized copying. the court only in words but also ‘numbers, or other . . . numerical symbols or indicia.’ thus, the court held that a computer program, whether in object code or source code or whether an operating system or application program, is a ‘literary work’ and is protected from unauthorized copying. the court cited midway mfg. co. v. strohon\textsuperscript{162} and gca corp. v. chance\textsuperscript{163} as in accord with its holding.

apple v. franklin addressed the issue of copyrightability of operating and application systems. while franklin conceded that application programs are an appropriate subject of copyright, it contended that operating systems are not the proper subject of copyright regardless of the language or medium in which they are fired, and that operating system programs are per se excluded from copyright protection under the express copyright terms of section 102(b) of the copyright act and under the precedent and underlying principles of baker v. selden.\textsuperscript{164} according to the court, ‘an application program usually performs a specific task for the computer user’ (e.g., word processing, checkbook balance function) while ‘operating system programs generally manage the internal function of a computer or facilitate the use of an application program’ (e.g., translates an application program from source code to object code.) franklin based its argument on the grounds that an operating system program is either a ‘process, ‘ ‘system,’ or ‘method of operation’ and hence uncopyrightable, since section 102(b) specifically precludes copyright protection for these.

in apple v. franklin, the court found that operating system programs are copyrightable. the court pointed to prior courts which rejected the distinction between application programs and operating system programs. the court also cited the contu majority and the congress, neither of which distinguished between operating system and application programs. the court reasoned that, since both operating system programs and application programs instruct the computer to do something, it should make no difference under section 102(b) whether these instructions tell the computer to prepare an income tax return or translate high level language from source to binary object code. the court stated that, ‘since it is only the instructions which are protected, a process is no more involved because the instructions in an operating system program may be used to activate the operation of the computer than it would be if instructions were written in ordinary english in a manual which described the necessary steps to activate an intricate complicated machine.’\textsuperscript{165} the court found no reason to afford any less copyright protection to the instructions in an operating system program than to the instructions in an application program.

structure, sequence and organization\textsuperscript{166}

the concept of ‘structure, sequence, and organization’ is found outside the area of computer software in elements such as the plot, subplot, sequence of scenes, setting characterization and patterns of dialogue in works of fiction or drama; or in the detailed outline and organization and selection, coordination and arrangement of information in textbooks or other nonfiction works. in computer software, structure, sequence, and organization include the arrangement of computer program modules in relation to each other, as opposed to the literal text of the program.\textsuperscript{167} the cases addressing the issue of the protectability of the structure, sequence, and organization of a program have found that courts must look beyond the literal text of the defendant’s program to determine whether there is substantial similarity to the plaintiff’s program.

whelan assocs., inc. v. jaslow dental laboratory, inc.\textsuperscript{168} presented the issue of whether there can be ‘substantial similarity’ of computer programs when the similarity exists in the structure, sequence, and organization of the program and there is no line-for-line copying. the case involved a program designed by the plaintiff to run a dental laboratory
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\textsuperscript{164} baker v. selden, 101 u.s. 99, 25 l.ed. 841 (1879).
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business, written for the IBM Series 1 computer in Event Driven Language (EDL). The defendant's program was written in BASIC for the IBM PC computer. The evidence demonstrated the defendant's access to the plaintiff's source code.

The court found that computer programs were protected under copyright against "comprehensive nonliteral similarity," and held that "copyright protection of computer programs may extend beyond a program's literal code to its structure, sequence and organization. In the particular case of Whelan, copyright did protect the structure, sequence, and organization. The court defined the protectable expression in the structure, sequence, and organization to include everything about the program's construction and design except its basic purpose or function (i.e., 'efficient operation of a dental laboratory')." Thus, it was possible to infringe the copyright of a computer program without verbatim copying of the computer code. In a significant footnote, the court stated that it did not intend to imply by this characterization of copyrightable expression that the idea or purpose behind every utilitarian or functional work will be exactly what it accomplishes, so that structure and organization would therefore always be part of the expression of those works. It drew the distinction between the situation in Whelan, and instances where the idea or purpose behind a utilitarian work is to accomplish a certain function in a certain way, such that the structure or function of a program is essential to that task.

Other cases reflect the court's reasoning in Whelan. In SAS Institute, Inc. v. S&H Computer Systems, Inc. the court found that S&H infringed the copyright held in a program called SAS 79.5, which was written to run on IBM and IBM-compatible computers by converting it to run on Digital computers. The court cited instances of "literal, near literal and organizational copying, of structural detail and nearly exact duplication of the SAS structure and organization. The court also discussed the idea of merger of idea and expression, stating:

... throughout the preparation of a complicated computer program such as SAS, the author is faced with a virtually endless series of decisions as to how to carry out the assigned task. At every level, the process is characterized by choice, often made arbitrarily, and only occasionally dictated by necessity. Even in the case of simple statistical calculations, there is room for variation, such as the order in which arithmetic operations are performed... As the sophistication of the calculation increases, so does the opportunity for variation of expression.

Finding that the processes of SAS could be expressed in a variety of ways, the Court stated that:

... to the extent that similarities between the SAS and the S&H product have existed, they represent unnecessary, intentional duplication of expression.

Q-Co. Industries, Inc. v. Hoffman reflected the idea/expression merger concept. The defendants' program was written to run on an IBM PC in Pascal and IBM Assembler language. The court found that the defendants' program did not infringe plaintiff's program, written in Basic and Atari to run on an Atari 800-XL, "in spite of similarities in the structure, sequence, and organization of the program, in addition to similarities in the program text between plaintiff and defendants' programs. In making this finding, the court stated that the similarities between the two programs were similarities in ideas rather than in expression. The use of functionally similar modules in the same sequence in the two programs was an inherent part of any program of the type developed by the plaintiff.
In Healthcare Affiliated Services, Inc. v. Lippany, the court held that the result of very general creative decisions were not protectable structure, sequence, and organization. Basing its findings upon plaintiff comparison of the first 50 lines of the two programs, the court stated:

The evidence merely documents that certain choices were made among factors at a gross level, e.g., the scope of the system, the number of variables to be used or the portions of the work force to be included in calculations of labor hours. The result of these choices, however, do [not] constitute the programs' structure, sequence and organization within the meaning of Whelan.

The Fifth Circuit Court of Appeals did not follow Whelan in Plains Cotton Cooperative Ass'n v. Goodpasture Computer Serv., Inc. Relying on expert testimony, the court found no copying when an allegedly infringing program, designed to run on a personal computer rather than a mainframe computer, was found very similar to the plaintiff's program on the functional specification. Even though the court found the two programs very similar with respect to programming and documentation levels, and that portions of the design appeared to be direct copies, the court looked to other evidence and found no copying. The court did not adopt the Whelan holding that the structure, sequence, and organization of a computer program is copyrightable. The court held that similarities in the two programs--each of which was designed to perform the same particular task within the agricultural cotton market--were dictated by the "externalities of the market. The record indicated that the market significantly affected the determination of the sequence and organization of cotton marketing software, since both programs attempted to provide the same information to the user. The court did not hold that such patterns could not constitute an idea in the context of computers. Thus, the decision in Plains Cotton narrowed Whelan such that the defendant can show that similarities in structure and organization may be dictated by market factors--

externalities so that the same information must be presented to the user.

NEC Corp. v. Intel Corp. involved two parties whose microprocessors both utilized the Intel 8086/88 instruction set. NEC'S V-series microprocessors contained similarities to the hardware of the 8086/88 microprocessor, but also had additional hardware. Intel claimed that NEC'S microcode violated its 8086/88 microcode copyrights, but not that the hardware similarities or use of the microinstruction set violated its copyright. The court found no infringement, basing its holding on the following findings:

1. no substantial similarity of the works 'considered as a whole;
2. insufficient evidence that NEC copied important parts of Intel's microcode;
3. programming "constraints" accounting for similarities between the two microcodes; and
4. the limited number of ways in which to express the ideas underlying some of Intel's more basic microroutines.

The findings of the court were particularly well supported through the evidence of "Clean Room" microcode presented to the court. NEC had contended that many of Intel's micro sequences were not copyrightable because they were made up of only a few obvious steps and thus lacked the originality necessary for copyright protection. NEC focused on cases cited by Melville Nimmer, in which copyright protection was denied to fragmentary words or phrases, noncreative variations of musical compositions, and forms of expression dictated solely by functional considerations. The court looked to Clean Room microcode, developed by a third party, as compelling evidence that the similarities between the NEC microcode and the Intel microcode resulted from constraints. It found that the Clean Room microcode was governed by the same constraints of hardware, architecture, and specifications as applied to the NEC microcode, and that copying was not involved. The developer of the 8086 microcode for Intel acknowledged that the microarchitecture of the
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8086 microprocessor affected the manner in which he created his microcode, and that he would expect that another independently created microcode for the 8086 would have some similarities to his. The court found that the similarities between the Clean Room microcode and the Intel microcode must be attributed in large part to these constraints.

With respect to the issues of copying and the limited number of ways in which to express ideas underlying basic microroutines, the court cited testimony that independently created microcode for the 8086 would have fewer similarities in the longer sequences than in the shorter sequences, because more opportunities exist for longer sequences to be expressed differently. The court found that this was borne out: the longer sequences in NEC'S code and in Intel’s microcode were not nearly so much alike as the shorter sequences.

The court in Computer Associates International, Inc. v. Altai, Inc. [177] rejects the Whelan test of “structure, sequence and organization” to determine similarities in computer programs. Instead, the court applied the “levels of abstractions test” articulated by Learned Hand in Nichols v. Universal Pictures, [178] which, they stated, was the law of the Second Circuit Court of Appeals. The “levels of abstractions test” of Nichol’s reads:

> Upon any work... a great number of patterns of increasing generality will fit equally well, as more and more of the incident is left out. The last may perhaps be no more than the most general statement of what the [work] is about and at times might consist only of its title; but there is a point in this series of abstractions where they are no longer protected, since otherwise the [author] could prevent the use of his “ideas” to which, apart from their expression, his property is never extended. [179]

Applying this test, the court found no infringement of Computer Associates’ copyright.

User Interface (the Screen Display Cases)

Courts have also addressed copyright issues in disputes relating to computer program screen displays, distinguishing copyrightable expression from unprotected elements in the text, menu hierarchies, command structures, key sequences, and other aspects of a program’s “interface” with the user.

The court in Broderbund Software, Inc. v. Unison World, Inc. [180] held that the structure, sequence and organization of screen displays in defendant’s ‘Print Master” infringed the copyright on the audiovisual displays of the plaintiff’s program, “The Print Shop.” Citing Whelan, the court upheld protection for the “overall structure of a program, including its audiovisual displays” (emphasis added). According to the court, the idea of creating printed materials (which may vary infinitely in their combination of text and graphics) is the concept behind “The Print Shop” and “Print Master.” The created printed materials may vary indefinitely in their combination of text and graphics, and thus the idea is separable from the expression in the screens.

Broderbund differs from the earlier case of Synercom Technology, Inc. v. University Computing Co., [181] in which the court considered the issue of whether the sequence and ordering of plaintiff’s input formats used in a structural analysis program was protected expression or an unprotected idea. Synercom supplied its customers with instructions describing the order in which data should be entered in the analysis program. University Computing, providing its users with similar printed input instructions, filed suit. The court held that the sequence and ordering of data was inseparable from the idea underlying the formats. These were not, therefore, copyrightable.

In the case of Digital Communications Associates v. Softklone Distributing Corporation [182] the court was confronted with the question of what elements in a single menu screen constituted an idea and what elements constituted expression. The court concluded that the copied elements of the defendant’s program that were nonessential to program operation constituted expression and therefore were infringements. It rejected Softklone’s arguments that:
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1) the idea and expression of the Crosstalk screen merged because the screen was a “necessary expression of its idea,” and 2) the status screen was nothing more than an unprotectable “blank form” designed to record the user’s choices of parameter values.

This issue was most recently addressed in *Lotus Development Corporation v. Paperback Software International*. The Lotus decision extended the copyrightability of the nonliteral elements of computer programs to menu command structures. The structure, sequence, and organization of the menu command system were all found copyrightable—including the overall structure, the choice of letters, words, or symbolic tokens used to represent each command, the structure and order of the command terms in each menu line, the presentation of the command terms on the screen, and the long prompts.

Lotus brought suit in 1987 against Paperback Software International for copyright infringement of Lotus 1-2-3 by Paperback’s VP-Planner, which was advertised by Paperback to be a “workalike” of Lotus 1-2-3. The programs were similar in appearance, and knowledge of Lotus 1-2-3 could be transferred to VP Planner without retraining. Although Paperback had not copied the literal elements of Lotus 1-2-3 (the source code or object code), the court found Paperback had copied the copyrightable nonliteral elements of the program.

The Lotus court established a three-part test for determination of the copyrightability of a particular nonliteral element. Applying this test, the court held that the idea of an electronic spreadsheet was not copyrightable. The rotated “L” at the top of the screen used by Lotus to represent the headings and columns normally found on a paper spreadsheet the court found, was a format used by most other electronic spreadsheet computer programs. For these reasons, the court held that the rotated “L” was not copyrightable. The court also held that the use of the slash key to evade the menu, the “enter” key to invoke a command, and the arithmetic symbol keys were not copyrightable, because of the limited number of keys remaining on the computer keyboard which had not already been assigned some specific purpose (such as an alphabetical or numerical value.

The court in *Lotus* also concluded that the menu command structure is not essential to the idea of an electronic spreadsheet and that, as a result, Lotus 1-2-3’s menu command structure was copyrightable expression and infringed by VP-Planner. The court emphasized that each nonliteral element of the user interface may or may not be protectable and that the computer program must be viewed as a whole. “The fact that some of these specific command terms are not quite obvious or merge with the idea of such a particular command term does not preclude copyrightability for the command structure taken as a whole.” To determine if illegal copying had occurred, the court found that it need only identify copyrightable elements and decide if those elements considered as a whole had been copied.

In the recent case of *Engineering Dynamics, Inc. v. Structural Software, Inc. and S. Rao Guntur,* the court, in spite of plaintiff’s urgings, did not follow the reasoning of *Lotus,* looking instead to the Fifth Circuit for guidance. Citing *Plains Cotton,* the court held that formats are not copyrightable. Engineering Dynamics claimed defendants infringed several of its manuals in the development and marketing of defendant’s product StruCAD. It also claimed the defendants infringed its copyright in the “user interface,” comprised mainly of input and output reports. The court found that the scope of infringed materials included the text, pictures, diagrams, illustrative examples and flow charts depicted in the manuals, but not the input and output formats since the law of the Fifth Circuit provides that a user interface in the form of input and output reports is not copyrightable.

**Databases**

Databases are protected under copyright law as compilations. Under the copyright law, a compilation is:

A work formed by the collection and assembling of preexisting materials or of data that are selected, coordinated, or arranged in such a way that the resulting work as a whole constitutes an original work of authorship (17 U.S.C. Section 101).

Copyright protection in a compilation does not provide protection for every element of the compilation. Section 103(b) of the Copyright Act provides that:

The copyright in the compilation... extends only to the material contributed by the author of such work.
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as distinguished from the preexisting material employed in the work, and does not imply any exclusive right in the preexisting material. The copyright in such work is independent of, and does not affect or enlarge the scope, duration, ownership or subsistence of, any copyright protection in the preexisting material.

Circuit courts of appeal have been inconsistent in their treatment of compilations. The Ninth Circuit Court of Appeals has consistently held that the discovery of a fact, regardless of the necessary input of labor and expense, is not the work of an author, so that verbatim repetition of certain words in order to use the nonprotectible facts is also noninfringing. To hold otherwise, according to the Ninth Circuit, would extend copyright protection to facts. It is well established that copyright law never protects the facts and ideas contained in published works. Indeed, the Ninth Circuit in *Cooling Systems & Flexibles Inc. v. Stuart Radiator, Inc.* stressed the narrow range of protectable expression in factual works, acknowledging that to whatever extent the arrangement and expression of facts is original, an author is protected against its copying. 188 Similarly, the Second Circuit requires that selection, coordination or arrangement is necessary to form copyrightable compilation.

The Eighth Circuit case of *West Publishing Co. v. Mead Data Central* expands the scope of what is protectable as a compilation. West publishes texts of cases decided in State and Federal Courts and has developed a citation system in which cases can be found by reference to the volume number of the West volume and the page number on which that case appears. Mead Data publishes Lexis, a computer database of cases published by West as well as other Federal and State Court decisions. Mead Data uses the West citation system to locate cases, placing in its databases the first page on which a case appears and also the “jump pages” for each case. West claimed that the page numbering system of its reporters was copyrightable and the court agreed, holding that the compiling and arranging of the cases meets the originality requirement of the copyright law. Mead Data’s infringement consisted of taking the arrangement of the cases, not the numbers themselves. However, by using the citation system Mead had infringed West’s copyright in the arrangement and selection of cases.

The Seventh Circuit, on the other hand, took into consideration the author’s industry, or “sweat of the brow” in producing a compilation. In *Schroeder v. William Morrow & Company,* an action for infringement of a copyright on a gardening directory, the court stated that copyright protects not individual names and addresses but compilation, the product of the compiler’s industry. In making its finding of infringement, the court stated:

[i]t is clear . . . that the bulk of compilations in plaintiff’s directory were made with substantial independent effort and not by merely copying from other sources. The use of another copyrighted directory to obtain sources of information or for verification and checking, to the extent it occurred, was not wrongful and did not put plaintiff’s compilation beyond the protection of the statute.

The Supreme Court finally addressed this issue in *Feist Publications Inc. v. Rural Telephone Service Co., Inc.* in which it rejected the “sweat of the brow” basis for copyrightability in fact-based works such as compilations. The court concluded instead that the Copyright Act of 1976 indicated that originality is the proper test in such cases. The *Feist* case involved the suit by Rural Telephone against Feist for copyright infringement, on grounds that Feist had illegally copied Rural Telephone’s phone listings.
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The Court noted that the case involved two propositions of law which are traditionally in tension: first, that facts are not copyrightable and second, that compilations of facts generally are. The court concluded that while Feist clearly appropriated a significant amount of factual information from Rural Telephone’s directory, Rural Telephone’s selection, coordination and arrangement of its white pages did not satisfy requirements for copyright protection. The Court, therefore, held that Feist’s taking of the listing could not constitute an infringement.

Two new cases flow from Feist and appear to establish an emerging line of authority regarding the treatment of spreadsheets. The Second Circuit, in Kregos v. Associated Press, found baseball pitching forms to be sufficiently original in the selection for copyright protection of nine categories out of the universe of pitching statistics. In Key Publications Inc. v. Chinatown Today Publishing Enterprises Inc., the Second Circuit upheld the copyright in the yellow pages of a Chinese-American community directory. The copyright was based upon the compiler’s original selection and arrangement of business listings. At the same time, the court found the copyrighted directory not infringed by a competing directory that used a different arrangement of categories and principles of selection for included listings. This finding of non-infringement suggests that thin protection exists in a compilation.

Other Concerns About Copying

Software developers, especially packaged-software developers, have also been concerned about two issues related to unauthorized copying: software rental and States’ sovereign immunity from money damages for copyright infringement. These concerns have received congressional attention resulting in new legislation in the 101st Congress: Title VIII of Public Law 101-650 makes it an infringement of copyright to rent computer software without the copyright holder’s permission; Public Law 101-553 allows Federal courts to hold the States and their agencies and employees liable for copyright infringement. Before the latter was enacted, Federal courts had refused to hold the States or their agencies (e.g., State universities) liable for money damages for copyright infringement, on the grounds that the copyright law does not clearly show the intent of Congress to abrogate the States’ sovereign immunity under the 11th Amendment.

The rental legislation was motivated by software industry concerns that most software rentals would be motivated by the desire to copy, rather than to “try before buying,” and that software rental to potential copiers would displace sales. Similar concerns had previously resulted in the record-rental provisions of the current copyright law.

The Semiconductor Chip Act—The Semiconductor Chip Protection Act of 1984 was enacted to extend legal protection to a new form of statutory subject matter, semiconductor chip products and mask works. According to the legislative history, the Semiconductor Chip Protection Act is intended to combat the problem of chip piracy, as Congress perceived that the existing law failed to address that problem. In effecting this purpose, Congress attempted to incorporate the goals of the U.S. Constitution regarding copyrights and patents: to reward authors and inventors for their labors, to provide them with an incentive for future creativity, so as to ultimately benefit the public.

The Chip Act is a special or sui generis law, creating a statutory scheme to provide proprietary protection for chip products separate from and
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independent of the Copyright Act. Protection for domestic products attaches upon fixation and commercial exploitation. Registration with the copyright Office is a condition of mask work protection. Protection is forfeited if the mask work is not registered within 2 years after the date of first commercial exploitation. The Copyright Office makes provisions for registration. The act provides for a 10 year term. Owners of a protected mask work are granted the right to bar reproduction of the mask work by any means and the right to import or distribute a semiconductor chip product in which the mask work is embodied. The Act establishes reverse engineering as a defense to a claim of infringement. The reverse engineering provisions provide an exemption from infringement liability in spite of proof of unauthorized copying and striking similarity, as long as the resulting chip product was the result of study and analysis and contained technological improvement. The act also provides remedies similar to those associated with copyright protection. However, criminal penalties are not available, and the limit on statutory damages is higher than that provided for by the Copyright Act.

Design Patent Protection-Design patents provide protection for designs for an article of manufacture that are new, original, and ornamental. The design may be surface ornamentation, configuration or a combination of both. Courts have defined a patentable ornamental design as one that must "appeal to the eye as a thing of beauty." As with other inventions granted patent protection, the subject of design patent protection must undergo an examination process in the Patent and Trademark Office and meet the standards of novelty and nonobviousness. The configuration of a useful object may constitute a patentable design, so that the elements of a design may be functional. However, a design dictated by considerations of function is not a proper subject for a design patent. A design is not patentable if the only points of novelty or nonobviousness over prior designs are dictated by fictional improvement or alteration. Once a patent is granted for a design, the term of protection is 14 years. For infringement of a design patent to exist, the accused article must be so similar to the protected one "as to deceive an observer, inducing him to purchase one supposing it to be the other."

Industrial Design Bills in the United States—Industrial design protection is crafted to protect designs inadequately protected under patent, trademark and copyright law. The history of proposals in the Congress of this method of protection is long.

Several proposals to protect industrial designs were presented to the 100th Congress. These proposals use a similar modified copyright approach. All three would have amended Title 17 to protect designs that are "original." The bills provided for copyrightlike registration process, rather than a patentlike examination process. Commonplace designs, those "dictated solely by utilitarian function" were excluded from protection. All provided for a term of protection of 10 years. Design rights, under the statute, would not affect any rights under patent, trademark, or copyright law. The bills required that notice of protection appear on the article. Copying an article without knowing that it was a protected design would not constitute an infringement.
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Opponents of the industrial design bills have argued that there is already sufficient incentive for production of articles of industrial design. Other critics of the bills maintain that industrial design bill might, by virtue of its characterization as ‘industrial,’ cover functional designs, such as automobile windshields, replacement parts, and product packaging, thus favoring original equipment manufacturers and brand name marketers over the makers of less-expensive after-market auto parts and store brand consumer products. Publishers are concerned about liability for publishing books that contain typeface designs protected under the legislation.

H.R. 1790, the Design Innovation and Technology Act of 1991, was introduced in the 102d Congress. This bill would amend the copyright law to provide for the protection of industrial designs of useful articles, including typefonts. The bill sets the term of protection at 10 years and provides for requirements for marking, application, and fees. The bill specifies criteria for determination of infringement of a protected design and grants the owner of a protected design the exclusive right to make, import, or distribute for sale or use in trade any useful article embodying the design.

H.R. 1790 addresses concerns raised during hearings on design legislation held in 1990. As a result, it requires that protected designs meet a standard of ‘originality’ if they are to be protected, such that the design must be the result of a designer’s creative endeavor that provides a ‘distinguishable variation over prior work pertaining to similar articles.’ This variation must be more than trivial and must not have been copied from another source. The bill also expands an exemption for certain replacement parts for automotive and other products. The bill protects distributors and retailers who innocently trade in infringing products. Publishers are not subject to infringement actions under the legislation for reproducing, modifying or distributing printed materials even if these contain an infringing typeface. The aggrieved party must seek a remedy from the actual infringer. Finally, the legislation requires that the registrant for design protection forego simultaneous protection under the patent and copyright laws.

Design protection granting the designer or other owner of the design exclusive rights in the use of his creation has been enacted in foreign countries including Canada, France, the Federal Republic of Germany, India, Italy, Japan, the Netherlands, and the United Kingdom. Such legislation in the United Kingdom and Canada has been recently enacted. Other laws, such as those of Germany and Italy, have been amended in recent years. The definition of industrial design may vary from country to country. However, it appears that generally design protection involves elements such as configuration, shape, pattern, and combinations of lines and colors which provide a product with a new or aesthetically improved appearance. Novelty and the industrial application of the design are generally required to obtain protection. In the countries listed above, the term of protection ranges from 8 to 15 years. The laws in these countries are enforced and provide for civil remedies in cases of infringement of exclusive rights. In some cases, the law provides for imposition of sanctions for criminal offenses.

Hybrid Design Protection

One intellectual property scholar, Professor Jerome Reichman, has suggested that software is, like industrial design, an example of a ‘legal hybrid’ falling between the patent and copyright systems. Other examples are biotechnology and medical processes. These hybrids are characterized by the fact that considerable investment is required to...
achieve incremental innovation, and the “know-how” is vulnerable to rapid duplication by competitors who bear no part of the development expenditure. However, these products have fallen outside the copyright regime, and patent protection would not be available because the innovation is incremental, not “non-obvious.”

Reichman believes that a *sui generis* know-how law built on modified copyright principles could provide adequate protection to this kind of legal hybrid without embracing the full copyright paradigm. He believes that this approach would eventually unify the treatment of innovations such as computer software and industrial design.

Reichman has written that:

> [t]he fundamental problem remains that of rewarding or simply recompensing large expenditure for incremental innovations that fall chronically short of the current legal threshold for patentable inventions. 215

These technologies are not adequately protected because they deviate from the assumptions underlying the classical forms of intellectual property. 216 The solution, in Reichman’s view, is a new intellectual property paradigm that provides this incremental innovation with artificial lead time in which investors can recoup their investment and turn a profit. 217

Other commentators have also argued that the patent and copyright laws are not appropriate for computer software, and that a *sui generis* law based on a modified copyright approach would be better. 218 However, while Professor Reichman argues that software belongs to a larger class of “legal hybrids” requiring a new intellectual property regime, these commentators favor the creation of a law specifically directed at computer software. One of the arguments which has been advanced against a *sui generis* regime for software is that it risks being obsoleted by changing technology.

Other arguments have been advanced for continuing to work within the existing patent and copyright regimes. First, it is argued that the present regimes are working well, and their economic effects are appropriate. 219 The CONTU report concluded that copyright law was an appropriate mechanism for protecting computer programs and, they claim, the case law has been evolving properly. 220 Further arguments against *sui generis* protection are that a new regime would create uncertainty, and that international copyright agreements provide a framework for the protection of computer programs in other countries. 221 (See box 2-H for discussion of Analogous Copyright Law in Foreign Countries.)

**Trade Secret Law**

*Introduction*

Trade secret law protects certain types of confidential technical or business information against unauthorized use or disclosure. Some believe that the object of the trade secret law is to protect *confidential relationships*, 222 and promote ethical standards of competitive behavior while others subscribe to the theory that its purpose is to protect the secret *information itself*. As with copyright and patent, the proprietary interest in the information

215 Ibid., at p. 653.
216 Ibid., at p. 661.
218 See Pamela Samuelson, *“Benson Revisited: The Case Against Patent Protection for Algorithms and Other Computer Program-Related Inventions,”* Emory Law Journal, vol. 39, No. 4, p. 1025, p. 1150; Richard H. Stem, *“The Bundle of Rights Suited to New Technology,”* University of Pittsburgh Law Review, vol. 47, No. 4, p. 1229. Professor Paul Goldstein argues that copyright law runs the risk of providing too much protection to functional aspects of works belonging in the domain of patents. He further perceives problems with patent protection for software (prior art problems, problems of patenting obvious subject matter, etc.) so that, he asserts, subject matter is being protected which is not appropriately covered by patent or copyright law. He believes that, if improperly applied, the law will result in consumers paying higher prices for software than warranted, among other dislocations. See generally, Paul Goldstein, *“Infringement of Copyright in Computer Programs,”* University of Pittsburgh Law Review, vol. 47, No. 4, Summer 1986.
220 Morton David Goldberg, op. cit. at footnote 166.
221 Ronald T. Reiling, op. cit. at footnote 218.
222 See *Rockwell Graphic Systems, Inc. v. DEV Industries, Inc.*, 925 F.2d 174 (7th Cir. 1991).
may differ from a proprietary interest in the physical object embodying the trade secret.\footnote{For example, even if people own certain cards on which information is printed, they do not necessarily have a right to use the confidential information on those cards. American Republic Ins. Co. v. Union Fidelity Life Ins. Co., 470 F.2d 820, 825 n. 3 (9th Cir. 1972).}

Trade secret law is generally based on common law and contractual provisions. State law addresses all trade secret claims, even when a trade secret claim is tried in Federal court. As a result, the fine points of trade secret law may vary from state to state. However, a Uniform Trade Secrets Act (UTSA) has been adopted in about half the States.\footnote{Ronald Abramson, “Trade Secret Protection for Computer Software-Procedures for Protection: Recent Decision On Its Scope,” Computer Software 1990: Protection and Marketing (New York, NY: Practicing Law Institute, July 1990) p. 479.} In States where it has been adopted, the UTSA operates as a statute and is part of the State civil code. In spite of this state to state variation of trade secret law, one accepted definition of a “trade secret” is that of the Restatement of Torts:

A trade secret may consist of any formula, pattern, device or compilation of information which is used in one’s business and which gives him an opportunity to obtain an advantage over competitors who do not know or use it. It may be a formula for a chemical compound, a process for manufacturing, treating or preserving materials, a pattern for a machine or other device, or a list of customers.\footnote{Restatement of Torts, section 757, comment b, at 5 (1939).}

The UTSA sets out a simpler definition of trade secret than that contained in the Restatement. According to the UTSA, a trade secret may be any kind of information, including but not limited to, “a formula, pattern, compilation, program, device, method, technique or process. . . .” A trade secret must derive independent economic value, actual or potential, from the fact that it is not generally known to the public or competitors. The UTSA does not require absolute secrecy; the information may derive actual or potential economic value from relative secrecy. However, the information must be “the subject of efforts that are reasonable under the circumstances to maintain its secrecy.” Thus, even if information is not leaked, protection may be lost if it is not treated as secret.

The law of trade secret generally focuses on inequitable use of the information, whether by abuse or breach of confidence or trust, impropriety in obtaining or using the information, or breach of contract or other express obligation not to disclose the information. The indicia for establishing a claim of misappropriation of a trade secret or confidential information set forth by the Restatement of Torts are:

1. There must be a protectable interest i.e. a trade secret;
2. The plaintiff must have a proprietary interest in the trade secret or information;
3. The trade secret must be disclosed to the defendant in confidence or it must be wrongfully acquired by the defendant through improper means;
4. There must be a duty not to use or disclose the information; and
5. There must be a likely or past disclosure or use of the information, if in a different form, which is unfair or inequitable to the plaintiff.

Under the UTSA, two major types of trade secret misappropriation are prohibited:

1. Simple acquisition of trade secrets, regardless of whether the information is used, by a person who knows or has reason to know that the trade secret was acquired by improper means.
2. Misappropriation based on use or disclosure:
   • use of improper means to obtain a trade secret;
   • use or disclosure of a trade secret knowing or having reason to know that the secret was improperly obtained;
   • use of information acquired by accident or mistake after learning, and before materially changing position, that the information is a trade secret.

Characteristics of a “Trade Secret”

In order to qualify as a trade secret, information must possess certain characteristics. First, the information that is the subject of trade secret protection must be of some minimal competitive value or advantage to the owner or his business. Trade secrets can include technical information, customer lists, suppliers, or accumulated business wisdom. The information must also be the result of some minimal investment or expense, and must not be generally known to the public. Courts also consider the amount of effort that is invested in creating a
Box 2-H—Analogous Copyright Law in Foreign Countries

The Pacific Rim

Japan—To ensure inclusion of computer programs as protectable subject matter of copyright, Japanese revised copyright law defines computer programs as “a set of instructions for a computer which are combined in order to function [sic] the computer so that one result can be obtained.” This definition establishes four requirements for a copyrightable computer program. First, the set of instructions must function to operate a computer. Second, the minimum requirement for a copyrightable program is a set of instructions which can effect one result. Third, a program consists of a set of instructions to be input into a computer. Fourth, a program must be an expression; to be the subject matter of copyright law, a program must be the expression of an idea.

Under Japanese law, both source code and object code are copyrightable. Translation from source code to object code constitutes a reproduction of the source code. A report prepared by the Japan Copyright Committee in January 1984 defines a set of instructions stored in read only memory to operate a preselected operation as a microprogram, making them subject to Japanese copyright. This definition is not widely accepted, leaving some doubt as to the copyrightability of microprograms.

Japanese Copyright Law further provides that the author shall have the exclusive right to reproduce his work. The law provides that the author shall have the exclusive right to translate, arrange, transform, dramatize, cinemitize, or otherwise adapt his work. In principal, a person who possesses a copy of a program is prohibited from making another copy or adapting the original copy without the copyright owner’s consent. However, like U.S. law, Japanese Copyright Law limits the scope of the author’s exclusive right of reproduction regarding a program work, by allowing copies or adaptation to the extent deemed necessary for the purpose of using the work in a computer to be made by the owner of a program for his own use.’

The period of protection for computer software in Japan is life of the creator plus 50 years. For unpublished software, the copyright endures 50 years after the creation of the work.’

Korea—In Korea computer programs are defined as a set of instructions and commands, expressed in a specific manner, to be used directly or indirectly in a computer to bring about a certain result. The scope of protection afforded software by Korean law is similar to that granted to software in Japan.

The term of protection for software in Korea is 50 years from the time at which the program is created.

Taiwan—Taiwan law defines a computer program as a set of instructions to be used in a computer in order to bring about a certain result. The Ministry of the Interior published a document in 1986 clarifying the coverage of software by the copyright law. Prior to release of that document, software registrations were accepted but no explicit provision provided for software.

Taiwanese copyright law provides protection for the life of the author plus 30 years. If the work is created by an employee, 30 years of protection are provided.’


2 ‘One result’ is the final result of one data processing function. For example, if a whole program includes a set of subroutines, each subroutine is protectable as a copyrightable program.

3 Thus, material written in language other than machine-readable language, such as a flow chart, is not a computer program under Japanese copyright law.

4 Liu, op. cit. footnote 1, citing 14 (3) Mutaizaisank en Kankai Minji Gyosei Saiban Reishu 7% (Tokyo District Ct., Dec. 6, 1982).

5 Japanese Copyright Law, art. 47(b).

6 Ibid., art. 53, para. 1.

7 Ibid., art. 53, para. 3.


9 Ibid.
Western Europe

The European Communities have adopted a directive on the legal protection for computer software, which must be implemented by each of the EC member states. This directive requires that software be protected by copyright as a literary work within the meaning of the Berne Convention.10

Each of the member states must adopt legislation necessary to comply with the directive by January 1, 1993. However the following are examples of copyright protection for software as it now exists in the EC member states of France and in Switzerland, which is not a signatory to the EC treaty.

France—The French legal system, based on statutory law rather than case law, did not address the question of copyright in its Civil Code Law of March 11, 1957. The law of July 3, 1985 modifies the copyright law to take into account modern technologies such as computers. The July 3, 1985 law expressly provides that software is copyrightable, but leaves to the courts the task of defining software (referred to in France as “logiciel’’). The law of July 3, 1985 differs in several respects from the normal rules of copyright. A decree of December 22, 1981 proposes a definition of software as:

the combination of programs, processes and rules, and possibly the documentation, relevant to the functioning of a system for the treatment of information.

This text is not strictly regarded by the courts.

Copyright protects not the idea of a creation but the form or expression of the creation. French law has no requirements for registration, deposit or notice. While there is no value requirement for protection, the creation must be original; i.e., it must reflect the personality of the creator.

The owner of a copyright has rights of reproduction and adaptation. While the buyer of software is entitled to make one backup copy of software, any other unauthorized copy or unauthorized utilization is an infringement.

The term of protection under copyright in France is 25 years from the date of creation of the software.

Switzerland—Opinion as to whether computer programs are copyrightable in Switzerland is mixed. However, generally, in order to be protected under Swiss law, a work: 1) must be a creation, 2) must be in the literary or artistic field, and 3) must have an original character. Swiss law lists explicitly the exclusive and absolute rights of copyright holders. Among these are the right to reproduce a protected work, and the right to sell, offer for sale, or put into circulation copies of the work. Protection extends for the life of the author plus 50 years. Switzerland has no formality requirements.

Latin America

Brazil—Copyright law in Brazil pertains to all “creations of the mind. . . regardless of their form of expression.”11 Software programs are not included in an enumerated list of creations subject to protection, and are not registered by the National Copyright Council of the Ministry of Culture.

A work is protected by copyright in Brazil for the life of the author plus 60 years after the author’s death. Registration is not required for copyright protection.

Argentina—Argentine law protects all traditional forms of creative expression. Source code programs may have copyright protection. While the Argentine National Copyright Registry allows for registration of source code programs and object code programs, the courts have not made a specific ruling on this practice. Draft laws grant protection to both object code programs and source code programs, as well as to the operating system software and application software.12

Mexico—Mexican law now includes computer programs as a category of protected works under the copyright law. Mexican law includes no private use or “fair use” type of limitation.

---


program when determining whether a trade secret exists. Finally, the owner of a trade secret must affirmatively maintain the secret.

**The Need to Maintain the Trade Secret**

A critical requirement for establishing the existence of a protectable trade secret is that the proprietor has exercised a substantial effort to retain secrecy that was reasonable under the given circumstances. While the trade secret owner must take affirmative, concerted and continuing action to protect his trade secret, the requisite level of secrecy is characterized by relative secrecy:

"The owner of the secret need only take reasonable precautions to ensure that it would be difficult for others to discover the secret without using improper means." 222

There are several widely recognized indicia as to whether the information is entitled to protection as a trade secret:

1. the extent to which the information is known outside the company;
2. the extent to which it is known by employees and others involved in the business;
3. the extent to which the owner has gone to assure its secrecy;
4. the value of the information to the owner and his competitors;
5. the cost of developing the information; and
6. the ease with which the information could be properly duplicated or acquired by others. 223

General disclosure of protected information will entail permanent loss of its character as a secret. However, the "necessary element of secrecy is not lost if the holder of the trade secret reveals the trade secret to another in confidence, and under an implied obligation not to use or disclose it," or under a similar express obligation. 224 Thus, licensing of software or its disclosure to an employee will not void the secrecy of the information embodied in it, provided that the recipient is subject to an implied or express obligation to maintain confidentiality. While one court has held that secrecy remains when software is distributed in object code only, 225 the question remains how wide a distribution vitiates requisite secrecy.

Employment contracts through which employees are placed under an obligation to maintain secrecy are governed by State law and are an important tool in implementing trade secret protection. It is suggested that the prevalence of such contracts is one argument against a Federal trade secret law, since to attempt to regulate such contracts on the federal level would impose upon the power of the States to govern employer/employee relations.

**Software and Trade Secret Law**

Trade secret law is one of the most widely used forms of legal protection for intellectual property interests in computer software. Numerous courts of a variety of U.S. jurisdictions have ruled that trade secret properly protects computer software. 226

When software is distributed to relatively few customers, licenses establishing the confidential relationship and obligations necessary for trade secret can be obtained through signed written agreements. 227 Developers of computer software have attempted to address the more difficult problem of maintaining trade secrecy in mass marketed

---


227 Henry Hope x-Ray Prods., Inc. v. MarronCarrell, Inc., 674 F.2d 1336, 1340 (9th Cir. 1982), Jostens, Inc. v. National Computer Sys., Inc. 318 N.W.2d 691,700 (Minn. 1982). Similarly, the UTSA provides that the information as discussed earlier in this section, must be "the subject of efforts that are reasonable under the circumstances to maintain its secrecy." Information must be consistently treated as a secret, as otherwise it may lose its trade secret status even if it does not leak out.


232 Considerable Scholarships exist on and beyond the protection provided by the traditional intellectual property laws. Such modes of providing protection for software and software related inventions are of importance, given the European Community’s Directive on legal protection for computer software, which in article 9 specifically provides that contractual provisions contrary to article 6 or to the exceptions provided for in article 5(2) and (3) are nullified by article 9. For further discussion of contracts in this area, see box 2-1.
Box 2-1—Contract Law Protection of Electronic and Computer Technology

Apart from the provisions of the intellectual property law, contractual agreements are used to provide the terms for the distribution of computer goods and services. These agreements have allowed the vendor or licensor to define its relationship with the user or licensee concerning the goods and services. Traditionally, a considerable amount of service and maintenance was required in connection with computer goods. Contracts covered this aspect of the relationship and defined certain obligations which existed on the part of the vendor/licensee and the user/licensee, including warranties, limitation on liability, risk of loss and damages.

As computer technology evolved, both in terms of its cost-effectiveness and the extent of its distribution, the nature and breadth of contractual agreements also developed. In the area of mass-marketed software for microcomputers, the industry adapted the contractual relationship and developed the so-called shrink-wrap license agreement. The shrink-wrap license does not necessarily require that the user/licensee formally execute the agreement and return it to the vendor/licensee. Instead the contract may become binding upon use of the licensed program by the user/licensee.

According to some sources, the distinction between hardware, software, and data is beginning to blur significantly at the same time that more and more resources are being invested in their development. Typically, the relationships between the buyers and sellers regarding their rights in these are set forth between parties in written agreements.1

The Interface Between State Contract Law and Federal Patent Law

While Federal patent law preempts State-based protection that provides patentlike protection,2 Federal patent law does not preclude State-based protection of trade secrets3 and does not prohibit States from enforcing valid contracts that provide protection for unpatented products.4 In the case of Aronson v. Quick Point Pencil Co. the Supreme Court stated:

Commercial agreements traditionally are the domain of state law. State law is not displaced merely because the contract relates to intellectual property which may or may not be patentable, the states are free to regulate the use of such intellectual property in any manner not inconsistent with federal law. [citations omitted In this as in other fields, the question of whether federal law preempts state law ‘‘involves a consideration of whether that law ‘stands as an obstacle to the accomplishment and execution of the full purposes and objectives of Congress.’’ [citations omitted].”

If it does not, state law governs.5

The Court of Appeals for the Federal Circuit has adopted the principles expressed by the Supreme Court in Aronson in a number of decisions.

In Universal Gym Equipment v. ERWA Exercise Equipment, the Federal Circuit held that parties to a contract may limit their rights to take action they previously had been free to take. For example, a licensee or licensor may contract to prohibit the licensee from reverse engineering or manufacturing any features of a licensor’s product—even after the agreement is terminated. Before contracting, the licensee may have reverse engineered and manufactured the licensor’s unpatented products without violating the licensor’s rights.6

In PowerLift, Inc. v. Watherford Nipple-Up Systems, Inc., the Federal Circuit, in deciding a preemption issue, stated:

---

1. The shrink-wrap license is discussed in further detail in this chapter, and in box 2-3.
3. Indeed, not all forms of State-based protection are preempted by Federal patent law. For example, Bonito Boats did not prohibit States from protecting trade dress, Bonito Boats, Inc. v. Thunder Craft, Inc., 489 U.S. 141 (1989); 376 U.S. 225 (1964); and Compco Corp. v. Day-Brite Lighting Inc., 376 U.S. 234 (1964).
8. Universal Gym Equipment v. ERWA Exercise Equipment, 827 F.2d at 1542 (Fed. Cir., 1989), which held that where parties contract to limit the use by the recipient of features, designs, technical information or know-how disclosed under the contract, such a contractual arrangement is not incompatible with the patent law.

Continued on next page
software, extensive distribution of which might otherwise destroy requisite secrecy, by use of what is known as a “shrink wrap” license. (See box 2-J.) Theoretically, such a license is used in conjunction with the practice of publishing program code in object code form. Object code is understandable to people only after extensive effort, and would ordinarily require intermediate steps to recover a higher level language representation of the program (see ch. 4). Distributing the code in such a form is intended to maintain the secret nature of the information. In addition, it invokes the provisions of the copyright law, since recovering a high-level language version may involve the making of a copy or derivative work.
Box 2-J—The Shrink-Wrap License Controversy

Considerable controversy surrounds the practice of using shrink-wrap licenses to maintain trade secret status for mass-distributed software. Questions arise both from the perspective of the trade secret and the copyright law.

The decision in Bonito Boats would indicate that for products sold on the mass market there is a Federal policy that favors allowing the buyers to examine a distributed product and use any unpatented and noncopyrightable aspects of that product. But it is argued that copyright protection limits this buyer right by preventing reverse engineering.

From the perspective of the trade secret law (which requires reasonable efforts to maintain secrecy for trade secret protection to exist), some observers believe that the degree of difference in the level of secrecy maintained in limited distribution products and in mass-marketed products is so great that a shrink-wrap license alone does not qualify as the requisite effort to establish trade secret status. These observers also question whether any form contract can establish the kind of contract or confidential relationship that would enable the publisher to sue the end user who simply reverse engineers the work.1

From the perspective of the copyright law, some hold that copyright does not prevent reverse engineering of software. They believe that fair use may well permit the copying of an entire work where the sole purpose of the copying is that it is a necessary part of making the work perceptible to humans so that they can perceive and use the underlying ideas which are not protected by copyright. Further, there is concern that a shrink-wrap license allows a licensor to extend his or her right beyond the underlying property right on which the license is based; i.e. the license is based on copyright and yet attempts to prevent the licensee from copying the noncopyrightable expression in the work.

In keeping with the requirement that effort be made to maintain secrecy for trade secret protection to exist, these observers believe that a trade secret is only enforceable to the extent that mass marketing can be determined to be a reasonable action for someone attempting to keep the idea secret. Some would argue that any trade secret status would be lost when a program was put on the market, because the secret could be obtained through recompilation. The copyright law’s prohibition on copying, they assert, would not prevent a court from finding that information related to computer program, e.g., how a particular step in the program is configured or the sequence of steps used to obtain a particular result, was readily accessible because the program in question was mass marketed without copy protection. A shrink-wrap license, they believe, might be enforceable as a contract, but likely would not be found adequate to show the proprietor of the secret information in a mass-marketed computer program had taken reasonable steps under the circumstances to maintain the secrecy of the information.2

1 Raymond Nimmer, Professor of Law, University of Houston Law Center, personal communication, Aug. 9, 1991.
2 Mary Jensen, University of South Dakota School of Law, personal communication, Sept. 29, 1991.

on product updates or extended warranty, thus securing the user’s consent to the terms of the license. The more traditional shrink wrap procedure allows the user to either agree to the contract terms or to return the product.

The enforceability of shrink wrap licenses remains in question, and has not been tested specifically by any courts. In the case of Vault Corp. v. Quaid Software Ltd.,\textsuperscript{234} the district court ruled on the enforceability of the shrink wrap license, stating that the contract was an unenforceable contract of adhesion under state law, so that it could only be enforced through special statute. The Fifth Circuit held that certain provisions of the shrink-wrap license at issue were unenforceable because they conflicted with the Copyright Act by attempting to avoid the provisions of the first sale doctrine and to extend the term of copyright protection indefinitely. The court did not address the issue of the enforceability of the shrink-wrap license itself. Other cases raising this issue have been filed and settled, so that they do not provide guidance on the issue.\textsuperscript{235}

Other arguments cited as grounds for a finding that such licenses are not enforceable are that shrink-wrap licenses do not provide for proper offer and acceptance, the agreement is unconscionable, the agreement violates State consumer protection legislation, or the agreement is a sham intended to circumvent the provisions of the Copyright Act of 1976, particularly the restrictions of the first sale doctrine.\textsuperscript{236}

Some believe that while the issue has not been addressed from the standpoint of trade secret law, it is unlikely that a court would find that a shrink-wrap license constituted reasonable efforts on the part of the trade secret proprietor, under the circumstances of mass marketing, to keep the information secret.\textsuperscript{237} Still others assert that section 117’s adaptation right permits the copying necessary to disassemble and recover higher level code than object code for purposes of fixing a bug or adapting a program to the user’s specific needs or even to determine the ideas embodied in the program and not protected by copyright.\textsuperscript{238}

Relationships Among Patent/Trade Secret/ Copyright Laws

In the Kewanee Oil case, the Supreme Court expressly ruled that State law may protect trade secrets and that trade secret law is compatible with patent law. However, the Supreme Court also ruled recently that State law may not prohibit copying of utilitarian and design ideas that the patent laws have otherwise left unprotected.\textsuperscript{239} State law further may not provide protection akin to the patent laws and may not set down a rule in favor of legal protection where Congress has “struck a balance” in favor of nonprotection.\textsuperscript{240}

When a patent is granted, the patent itself, which must disclose the “best mode” for practicing the invention, becomes a public document and the file wrapper, consisting of supporting materials on file (specifically, the prosecution history of the application), becomes available for public inspection. As a result, the trade secret status of the matter disclosed in the patent or related PTO file is destroyed. These submitted materials remain secret unless and until the patent is granted, so if the patent is not granted or is withdrawn by the applicant prior to issuance, the secret is maintained. This is the case only in the United States; in foreign countries applications are published after 18 months, whether or not the patent ultimately issues. Some believe that with harmonization under WIPO, the confidential system in the United States is likely to change.\textsuperscript{241}

\begin{footnotesize}
\textsuperscript{234} Vault Corp. v. Quaid Software Ltd., 847 F.2d 255 (5th Cir. 1988).


\textsuperscript{236} In this context, see StepSaver DataSys. v. Wyse Technology, 939 F.2d 91 (3d Cir. 1991), which holds that a “package license” did not become part of the contract between two merchants. In effect, there was an oral contract for sale followed by the packaged form. Applying standard Uniform Commercial Code analyses, the court stated that this does not alter the primary contract. The new terms in the form do not become part of the agreement unless the vendor makes clear through its actions that it will not proceed with the transaction unless the buyer consents to the new terms.


\textsuperscript{238} Mary Jensen, University of South Dakota School of Law, personal communication, Sept. 29, 1991.


\textsuperscript{241} Jan@ American Bar Association, personal communication Sept. 22, 1991.
\end{footnotesize}
Because of the ‘‘secret’’ nature of the protected subject matter, inventions maintained as trade secret are not made of public record and necessarily do not function as prior art for purposes of the patent system (although earlier filed, secret, patent applications are prior art). As a result, inventions maintained as a trade secret cannot, for the most part, preclude issuance of a patent on the basis of lack of novelty or obviousness unless the invention is described in an earlier filed patent application. Thus, while a patent requires complete disclosure, it allows the rightholder to exclude everyone else from practicing that invention, even if independently invented. Conversely, while trade secret law allows, and indeed requires, that an idea be held in secrecy, the fact that the trade secret cannot be used as prior art against a third party patent application precludes protection from independent invention by another, who may then obtain patent protection. Some, however, maintain that, because the requisite level of secrecy required for trade secret protection is not total, i.e., the information which constitutes a trade secret must only nor be generally available or readily ascertainable, situations exist in which a trade secret may be available as prior art. In any case, once a U.S. patent is granted, it can be used as prior art from the filing date of the corresponding patent application notwithstanding the secret status of the application during prosecution.

In contrast to the mutually exclusive effect of the patent and trade secret law, and despite the arguments of some commentators that the benefits of copyright protection should not be granted except in exchange for full disclosure of a work, copyright and trade secret protection are simultaneously available for computer software. The legislative history of 17 U.S.C. 301 (the preemption section) under the Copyright Act of 1976 and the software amendments of 1980 make this clear. When it enacted the Copyright Act of 1976, Congress stated that the evolving common law rights of, among others, trade secrets,

would remain unaffected as long as the causes of action contain elements . . . that are different in kind from copyright infringement. Nothing in the bill derogates from the rights of parties to contract with each other and to sue for breaches of contract. . . however, to the extent that the unfair competition concept known as ‘‘interference with contract relations’’ is merely the equivalent of copyright protection, it would be preempted.

Congress reaffirmed its position on the limited scope of preemption of ‘‘remedies for protection of computer software under State law’’ when it passed the software amendments of 1980. Trade secret law provides protection for the underlying ideas, concepts, processes and algorithms (as well as the form in which expressed), while copyright law protects only the form of expression. Thus, some observers believe that the simultaneous protection of software by copyright and trade secret arguably affords coverage for both idea and the expression and avoids the idea-expression dichotomy of copyright law.

By contrast, others assert that this is seldom the case, and that few ideas, concepts, processes, and algorithms underlying mass-marketed computer programs would not be generally available or readily

---

324 One commentator observed that in many cases a software ‘‘invention’’ is not published for reasons other than maintenance of a trade secret. He cited among the common reasons why programmers do not publish the techniques they develop the following: techniques maybe circulated informally among programmers, techniques may be ‘‘so obvious that scholarly credit is impossible;’’ the developer may lack the motivation and writing skill to write a paper suitable for magazine publication, and may not see the purpose in any other kind of publication; the developer may keep the source code of a program secret to prevent the software from being pirated, however, it could be cited as prior art to show lack of novelty.

325 In any case, once a U.S. patent is granted, it can be used as prior art from the filing date of the corresponding patent application notwithstanding the secret status of the application during prosecution.

---

326 See, e.g., Pamela Samuelson, ‘‘CONTU Revisited: The Case Against Copyright Protection of Computer programs in Machine-Readable Form,’’ 1984 Duke Law Journal, 663, 705-27. By contrast, the actions of Congress and the courts would indicate that that these bodies have rejected this point of view. The grant of copyright to unpublished works in the 1976 act and provisions for registering unpublished works under the 1909 acts are evidence that Congress did not intend to require full disclosure for copyright protection. Some observers comment that the limitation in the copyright law and the idea-expression dichotomy as opposed to the fuller protection granted by patent are the reasons why Congress might not have seen fit to require full disclosure for more limited protection.

327 Office of Technology Assessment Workshop on June 20, 1991.
ascertainable to those in the industry. Further, as discussed above, this dual protection potentially addresses the problem of loss of trade secret protection through mass distribution of software. If the extensive marketing of the software arguably destroys the secrecy requisite for trade secret protection, some believe that copyright law may be invoked to protect the unpublished source code of the program, with its relatively easily understandable ideas by prohibiting illegal copying of the published object code which must be copied or transformed to allow for easy understanding of the underlying idea. Indeed, copyright law also provides a safety net in the event that trade secret protection is lost by accidental or public disclosure.

Foreign countries grant trade secret protection under a variety of provisions and to differing extents. While some countries provide specifically for trade secret protection, others allow for similar protection under unfair competition law and the law of contracts (see box 2-K).

__Office of Technology Assessment Workshop__ on June 20, 1991. However, one observer believes that the exclusive reproduction right can never be used to preclude indirect access to nonprotectable matter excluded by section 102(b) merely because use of the unprotected matter entails an unauthorized reproduction. He believes that this was the holding of __Baker v. Selden__, which he asserts, already guaranteed "reverse engineering" if the utilitarian feature of a functional work can only be used by making a copy. Jerome Reichman, Vanderbilt University, personal communication September 1991.
Box 2-K—Analogous Trade Secret Law in Foreign Countries

The Pacific Rim

Japan—Japan is the only Pacific Rim nation whose law provides for trade secret protection. The Japanese law defines a trade secret as technological or business information useful for business activities, controlled as a secret, which is not publicly known art. Under the law, if a computer program properly qualifies as a trade secret, the owner of a computer program who is damaged or is likely to suffer damage by unauthorized use or disclosure of his program may require the offending party to stop the unauthorized use or disclosure of the program. The owner of a trade secret may request that the media on which the program is stored be destroyed (However, since there are no “protective orders” in court proceedings, the secret may be lost as a result of bringing the litigation.) Unfair activity includes acquisition of a trade secret by stealing, deception, or threats, or acquisition from a third party while aware that the trade secret was originally acquired by an unfair activity.1

Korea—The Republic of Korea has committed itself to the future adoption of a law of trade secrets. Presently there is some recognition that trade secrets should be protected from unlawful encroachment or misappropriation under tort theory. There is also some recognition of a law of trade secrets in the criminal code.2

Taiwan—There is no specific law protecting trade secrets in Taiwan.3 Taiwan’s criminal code enables an employer to obtain criminal sanctions against an employee in violation of a secrecy agreement made with the employer. However, there is no current provision of the law allowing one company to take action against another for misappropriation of a trade secret.4 A district court in Taiwan determined that know-how is not an intellectual property right nor a property right recognized in the civil code, and that there is no legal obligation to keep such knowledge secret.5

Thailand—Thailand has no specific law covering, nor a clear definition of, trade secrets. Protection of this kind comes from the Penal Code or Consumer Protection Law. The Penal Code covers only industrial secrets, scientific discoveries, and scientific inventions which may include industrial know-how. The Consumer Protection Act prohibits unauthorized disclosure of business secrets.6

Western Europe

The European Communities have agreed in their long debated Software Directive that the prescribed protection of computer programs under copyright does not prejudice the application of other forms of protection where appropriate. Thus, computer software is properly protected by trade secret in addition to copyright in European Communities member nations.7

---

2 Ibid., pp. 38-39.
4 Ibid., pp. 374-375.
5 Liu, op. cit., footnote 1, p. 39 (footnote 16).
6 Ibid.

Continued on next page
Box 2-K—Analogous Trade Secret Law in Foreign Countries—Continued

France—French law presents two independent aspects of trade secret protection. In the first instance, divulgence of a trade secret is a criminal offense under the Penal Code. The circumstances giving rise to such a criminal offense are narrowly drawn, making prosecution under this provision difficult. Unauthorized disclosure of a trade secret may also be actionable under the law of tort or contract. For the most part, however, in the absence of contractual agreement, divulgence of a trade secret will not give rise to liability. Under French law an invention not protected by copyright or patent is considered an idea only, which is believed to be in the public domain. An action brought in tort must rely on theories of unfair competition, which requires proof of misconduct beyond theft of ideas.8

Switzerland—Trade secret protection in Switzerland is derived from three major sources. The Swiss Penal Code provides that a person who discloses an industrial or commercial secret which he is under a duty to keep secret, and the person who benefits from the disclosure, will be punished by fine or imprisonment. The Swiss Code of Obligations provides that employees and agents are bound to secrecy with respect to confidential business information obtained in the course of the contractual relationship. The 1986 Federal Act makes it an offense for a competitor to entice employees or agents to discover a secret, and another offense to use or disclose trade secrets which have been improperly revealed. In addition to these statutory provisions, a body of case law exists in Switzerland in which a trade secret holder is protected on the basis of contract law and by the fact that the other party is bound by a nondisclosure agreement.9

Latin America

Brazil—Brazil has no specific law of trade secret protection. Case law and Brazilian scholarship have concluded that three identifiable elements of trade secret law exist. First, a trade secret must give its owner a competitive advantage and must have commercial value. Second, a trade secret involves an element of innovation. Third, parties must sign contracts in which the confidentiality requirement is set forth.10 Brazilian courts have dismissed the majority of trade secret cases brought under this law, usually because the original trade secret holder was found not to have taken proper measures to protect his trade secret. Thus, scholars have maintained that article 178 of the Code of Industrial Property provides protection for trade secrets. Under this provision a company may sue an employee for disclosure of trade secrets and may take action against a third party for acquiring secrets by unfair means.11

Argentina—There is no Argentine law directed specifically toward protection of trade secrets. Disputes about unauthorized divulgence of confidential information are addressed by enforcement of secrecy agreements between employers and employees.12

Mexico—Mexican law protects generally industrial secrets, or industrial application information kept confidentially by an individual or corporation when sufficient measures or systems have been adopted to preserve the secrecy and restricted access. No specific provisions are made for trade secrets in computer software.

9 Ibid., p. 16.
10 Ibid., p. 17.
11 Ibid., et al., op. cit., footnote 3, p. 141 (footnote 17).
12 Ibid., p. 141.
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The international nature of the software industry and market is mirrored in the global significance of national intellectual property laws and international treaties and agreements. This ‘‘globalization’’ of the law reflects the reality that the laws of a country are affected by, and in turn, affect, the laws of other countries. Influenced by politics, trade agreements, and the reality that similarly trained professionals, the same companies, and the same technology issues exist throughout the world, there is an increasing tendency for countries to make at least somewhat similar policy choices. This chapter examines the nature of the global software industry and the issue of piracy, multilateral and bilateral negotiations and treaties entered into to provide protection for intellectual property rights, ongoing efforts at harmonization of international intellectual property law, and the United States’ participation in those negotiations and efforts.

The Global Software Industry

only 15 years ago, computers and software were not mass-marketed. Retail items. The mainframe and minicomputers of the day were few in number, compared to the number of microcomputers (personal computers) in use today. Those machines were operated by expert staff using expensive, often custom-developed (almost certainly customized) software; some relatively sophisticated users (e.g., in universities, large corporations and research organizations) developed and maintained their own programs. An independent software vendor community had begun to develop in the mid-1950s,4 nevertheless, much of the application software for specific tasks like inventory control, payroll, or ‘‘number crunching’’ was provided by hardware manufacturers, or custom-developed under contract. Where software packages were available, they almost always required custom-tailoring to meet users’ needs and operating requirements. Although there were some independent software vendors in the systems-software marketplace, almost all operating-system software to run the computer and control its input, output, and logic functions was provided by computer-hardware manufacturers. In the late 1960s, this changed as the ‘‘independent’’ software industry began to flourish. By 1990, there were thousands of independent software developers of various sizes in the United States, comprising a $35-billion industry.

What Do We Mean by the ‘‘Software Industry’’

Accurate data on software industry revenues and market shares are difficult to compile. Indeed, there are many types of ‘‘software industry data being

---

4 Ronald Pease, ADAPSO (The Computer Software and Services Industry Association), personal communication, July 10, 1991, ‘‘Independent’’ developers are not part of a hardware manufacturer.

5 Ibid

6 While this is still prevalent, there is an industry move away from computer manufacturers providing operating-system software in the personal computer market (e.g., MS/DOS, DR/DOS) and in workstations and mainframes. (e.g., Unix.) Ibid

7 Input data provided by ADAPSO (performance of ‘‘software’’ sector), total for ‘‘Information Technology’’ products and services for $990 billion.
Table 3-1—Top 10 Software Companies in North American Market

<table>
<thead>
<tr>
<th>Company</th>
<th>Estimated revenues ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM</td>
<td>8,424</td>
</tr>
<tr>
<td>Microsoft</td>
<td>1,323</td>
</tr>
<tr>
<td>Computer Associates</td>
<td>1,290</td>
</tr>
<tr>
<td>Digital</td>
<td>825</td>
</tr>
<tr>
<td>Oracle</td>
<td>554</td>
</tr>
<tr>
<td>Lotus</td>
<td>516</td>
</tr>
<tr>
<td>Unisys</td>
<td>875</td>
</tr>
<tr>
<td>D&amp;B Software</td>
<td>450</td>
</tr>
<tr>
<td>WordPerfect</td>
<td>281</td>
</tr>
<tr>
<td>Novell</td>
<td>288</td>
</tr>
</tbody>
</table>


Table 3-2—Top 10 Personal-Computer Software Companies in 1990

<table>
<thead>
<tr>
<th>Company</th>
<th>Revenues ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft</td>
<td>953</td>
</tr>
<tr>
<td>Lotus</td>
<td>556</td>
</tr>
<tr>
<td>WordPerfect</td>
<td>281</td>
</tr>
<tr>
<td>Ashton-Tate</td>
<td>265</td>
</tr>
<tr>
<td>Autodesk</td>
<td>177</td>
</tr>
<tr>
<td>Adobe</td>
<td>121</td>
</tr>
<tr>
<td>Logitech</td>
<td>112</td>
</tr>
<tr>
<td>Software Publishing</td>
<td>110</td>
</tr>
<tr>
<td>Borland International</td>
<td>104</td>
</tr>
<tr>
<td>Aldus</td>
<td>88</td>
</tr>
</tbody>
</table>

NOTE: Network software companies not included.


In this report for a given year may not 'add up' and different data sources may not be comparable. With market figures drawn from various sources, box 3-A provides a snapshot of the U.S. software market in the late 1980s. In 1987, the largest U.S. software vendor was IBM, followed by Digital Equipment Corp. (DEC), Unisys, Computer Associates International (CAI), and Lotus Development Corp. For comparison, table 3-1 shows 1989 and 1990 revenues for the largest software companies in the North American market and table 3-2 shows 1990 revenues for the largest personal computer software companies.

Global Markets, Global Technology

By almost any measure, the United States has a premier role, both as producer and consumer of software:

- According to one industry estimate, U.S. demand accounted for 52 percent of world software consumption in the late 1980s.
- According to estimates by the U.S. Department of Commerce, global revenues from sales of software were more than $65 billion in 1989 and U.S. software suppliers accounted for more than 60 percent of global software sales.

1989 1990 applications may have at least some of its revenues included in

In these include data about:

- software and services, including processing and professional services, as well as software products;
- application and systems software, including applications software and systems software, whether packaged or custom-developed;
- packaged software, including applications and systems software;
- custom software, professionally developed or extensively tailored to meet a customer's specific needs;
- personal computer (PC) software, usually sold as packaged software (although not all packaged software is for personal computers); and
- software from 'independent' developers, who are not part of a hardware manufacturer.

This variety of data, collected by different organizations, makes comparison and synthesis difficult. Consistency across types of data and years is usually not possible when drawing from these published figures. Wherever possible, OTA will specify the type and source of market data (e.g., 'software,' 'independent software,' 'software and services and estimates. Therefore, estimates

1 For example, the Software Publishers Association collects data on packaged PC software; ADAPSO reports data on software and services, usually (but not always) from independent mainframe and minicomputer software houses; CBEMA reports data on the information technology industry, including office equipment, telecommunications, electronic data processing equipment, and software and services (including software produced by hardware manufacturers). Moreover, "hardware" companies also are software producers-sometimes, like IBM, the largest in the world.

2 For instance, a firm whose products include PC applications may have at least some of its revenues included in 'PC-application software,' or 'packaged software' if it may be included in 'software and services, and may or may not be an 'independent software house. But a firm whose main products are PC networking software is likely not to be included in data on 'PC-application software.'


Box 3-A—A Snapshot of the Domestic Software Market in the Late 1980s

According to the Computer and Business Equipment Manufacturers’ Association (CBEMA), the U.S. software and services industry earned some $54 billion in domestic revenues in 1987 and about $68 billion in 1988. Of these figures, revenues from software products (as opposed to processing and professional services) amounted to about 34 percent of the total in 1987 and 40 percent in 1988.

According to the Association of Data Processing Service Organizations (ADAPSO), and systems software from independent software houses comprised a $20.6 billion U.S. market in 1987 and a $25.1 billion market in 1988, split roughly 50-50 between application and systems revenues. If the value of software developed ‘in-house’ by businesses and other organizations is taken into account (measured by salaries and other costs), some estimate that the total domestic U.S. software ‘market’ may be as much as $150 to $200 billion larger.

According to the market-research firm, Input, application and systems software revenues in the United States totaled $20.6 billion in 1987. The largest U.S. software vendor overall that year was IBM, with 15 percent of the U.S. market and $3.1 billion in revenues; next were DEC ($935 million), Unisys ($585 million), Computer Associates International ($415 million), and Lotus ($396 million). The leading applications software vendors in 1987 were IBM ($775 million in applications software), followed by Lotus ($396 million), DEC ($195 million in applications software), Dun & Bradstreet Corp. ($170 million), and Management Sciences America ($169 million). The leading systems software vendors in 1987 were IBM ($2.3 billion in systems software), DEC ($740 million in systems software), Unisys ($420 million), Computer Associates International ($250 million), and Hewlett-Packard ($190 million).

The largest independent U.S. software vendor in 1987 was Computer Associates International ($415 million); next were Lotus ($396 million), Microsoft ($240 million), Ashton-Tate ($170 million), and Management Sciences America, Inc. ($169 million).

---

2 Ibid.
3 Marketresearch data from Input reported by ADAPSO, 1989. [OTA note: “Independent” software houses are those that are not part of a hardware manufacturer. For example, as of 1990 Microsoft was the largest U.S. “independent” software developer, but IBM was the largest software vendor in the world.]
6 Ibid.
7 Ibid.
8 Ibid.
9 According to the International Trade Commission, by 1988, U.S. independent software developers’ revenues exceeded $25 billion, up from $20 billion in 1987; about 40 percent of these revenues were from foreign sales.
10 According to the Business Software Alliance (BSA), in 1989 the computer programming and software industry comprised 1.18 percent of GNP (gross national product), generated $61.6 billion, and generated $12.1 billion in foreign sales by U.S. firms.
11 Sentry Market Research has estimated that 1990 worldwide sales of U.S. packaged software approach $25 billion.
According to the Software Publishers’ Association (SPA), North American revenues from packaged software for microcomputers (personal computers) were $4.5 billion in 1990, up 22 percent from 1989.16

Taking a different tack and looking at the market for software and services:17

- The Computer and Business Equipment Manufacturers Association (CBEMA) estimates that North American demand has accounted for a substantial and steady share of world consumption—about 50 percent of software and services between 1973 and 1988. During this period, the world market for software and services as estimated by CBEMA grew from $4.7 billion in 1973 to $63.1 billion in 1988 (a compound growth rate of almost 19 percent).18

- According to International Data Corp. (IDC) estimates, the worldwide market for software and services was about $110 billion at the end of the 1980s, with 57 percent ($63 billion) held by U.S. companies. The next largest share, according to IDC, was held by Japan ($14 billion, 13 percent), followed by France ($9 billion, 8 percent), Germany ($8 billion, 7 percent) and Britain ($7 billion, 6 percent).19

- According to CBEMA, the U.S. software and services industry had domestic revenues of some $93 billion in 1990, about a 16 percent increase from 1989 revenues of about $80 billion. Of these domestic revenues, CBEMA estimates that software products accounted for about 45 percent of the total—$42.5 billion in 1990 and $35 billion in 1989.20

Although its share of the world software market has declined over the past decade or so, the United States is still the world’s leading innovator and producer of computer software. U.S. producers are increasingly challenged by competition from developing software industries abroad, particularly in Europe. Europe has been a very important market for U.S. firms, which dominated their European rivals. In the late 1980s, U.S. software producers held almost half of the European software market, with IBM being the largest single software vendor in the European market.21 (See table 3-3.) In 1990, according to SPA, U.S. companies had more than 70 percent of the European PC-software market.22

Growth in the U.S. software market had slowed from the 50 percent per year (or better) rates of the early 1980s to about 15 percent per year by 1989, according to the SPA. But markets in Europe and Japan are booming. Industrywide, international sales account for some 34 percent of software publishers’ revenues, according to the SPA. But many companies (like Microsoft) report international sales closer to half their overall revenues. U.S. software is so pervasive, in part, because of the head start the U.S. industry enjoyed and the large size of the domestic U.S. market.23 Our large domestic market has given the U.S. industry significant advantages: a nation’s software market is an important base for developing the expertise and experience that are necessary to compete successfully (through exports)

17 "OTA Note: Revenue reported for ‘software and services’ includes revenues from processing and professional services, as well as from custom and packaged software products.
19 CBEMA, 1989, table 4-22.
in the international marketplace.\footnote{See Schware (1992), op. cit., footnote 21. Schware’s analysis concludes that countries without a fairly robust software industry will find it increasingly difficult to “catch up” and that the learning curves for domestic and export market activities are quite different, with the domestic market providing an important foundation for subsequent export activities. Schware examines software-industry strategies used in India and Brazil and concludes that both industries are trying to “walk on one leg—the domestic leg in the case of Brazil and the export leg in the case of India” (p. 1).}


With the prospect of a unified market and standards in Europe in 1993, U.S. firms are facing new competition from Japanese software producers who are establishing themselves in Europe through acquisitions, as well as invigorated competition from European vendors. The United States faces growing competition in Asia from Japanese producers; at the same time, software industries in other Asian nations are developing rapidly. And in the United States, U.S. firms face new competition in the domestic market from foreign competitors like the Sony Corp. The selected examples of computer hardware and software initiatives in Europe, Japan, Taiwan, and Singapore found in appendix A are intended to give a flavor of the varying stages of maturity and areas of emphasis in some of the overseas industries that are competing with the United States in the global marketplace.

**The Issue of Piracy**

Creators of commercial software are concerned about their profitability; an important rationale for creation and enforcement of intellectual property rights is to give commercial software developers adequate market incentives to invest the time and resources needed to produce and disseminate innovative products. Illegal copying of software results in financial losses to U.S. software firms both directly, through loss of sales and/or royalties, and indirectly, through loss of investment opportunities.\footnote{For discussion of revenue losses due to piracy, see U.S. International Trade Commission, “Foreign Protection of Intellectual Property Rights and the Effect on U.S. Industry and Trade,” February 1988, ch. 4.}

Retail piracy—duplication of an entire program for sale by “pirate” competitors—and counterfeiting are major concerns of most software companies.\footnote{IOTA note: This text uses the phrase “retail piracy” (suggested by BSA) to mean unauthorized copying for the purposes of selling the illegal copies or close derivatives; “counterfeiting” to mean passing off illegal copies as the real thing; “end-user piracy” to mean copying by users but not to sell the copies.)} These concerns 
\emph{can be dealt with fairly straightforwardly, at least in theory, by copyright law.}\footnote{Jerome Reichman notes that Anglo-American law tends to use copyright to redress “piracy” (i.e., slavish imitation) because these countries lack a general-purpose unfair competition law based on the European model. Reichman considers that more attention needs to be paid to repression of piracy through international norms of unfair competition law. (Personal communication, Sept. 17, 1991.) See Jerome H. Reichman, *Proprietary/ Rights in Computer-Generated Productions,* paper presented at the WIPO Worldwide Symposium on the Intellectual Property Aspects of Artificial Intelligence, Stanford University, April 1991.} Unauthorized end-user copying may be of more concern to some segments of the software industry than to others. For example, noncommercial, private copying by one’s current or prospective customers (e.g., making an unauthorized copy of a spreadsheet program for a friend or family member) is a priority concern for developers of packaged software, especially personal computer software.\footnote{This type of unauthorized copying is difficult to detect and enforce against—copying software at home is relatively easy and inexpensive. Estimates of losses vary and reports of losses may be somewhat overstated because it is not clear that each unauthorized copy displaces a sale.}

Unauthorized end-user copying by businesses and other organizations (e.g., making multiple copies of packaged software instead of obtaining additional legitimate copies or arranging for a site license) is a major concern currently receiving vigorous attention.

<table>
<thead>
<tr>
<th>Company</th>
<th>1989 sales ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM</td>
<td>2,120</td>
</tr>
<tr>
<td>Siemens AG</td>
<td>388</td>
</tr>
<tr>
<td>Nixdorf AG</td>
<td>374</td>
</tr>
<tr>
<td>ICL</td>
<td>318</td>
</tr>
<tr>
<td>Bull HN</td>
<td>314</td>
</tr>
<tr>
<td>DEC</td>
<td>279</td>
</tr>
<tr>
<td>Olivetti</td>
<td>236</td>
</tr>
<tr>
<td>Unisys</td>
<td>183</td>
</tr>
<tr>
<td>Microsoft</td>
<td>152</td>
</tr>
<tr>
<td>CAI</td>
<td>152</td>
</tr>
</tbody>
</table>

from software publishers. By contrast, developers are unlikely to worry about end users making copies of ‘hard-wired’ microprocessor instruction sets at home or at the office, at least with currently available technology.

Estimates of Financial Losses From Piracy

Estimates of financial losses due to piracy vary. ADAPSO (The Computer Software and Services Industry Association) has, estimated that one of every two copies of personal computer software used by corporations in the United States is an illegal copy. In introducing legislation (S.893) to institute strong penalties for violation of software copyright, Senator Orrin Hatch noted that estimates of 1989 losses to the software industry from illegal copying in the United States amounted to $1.6 billion. In 1990, the Software Publishers Association estimated that developers of packaged PC software lost $2.2 billion to piracy within the United States, up from an estimate of $1 billion in 1986.

Industry estimates of losses from piracy showed marked increases. In 1988, the International Intellectual Property Alliance (IIPA) estimated that the U.S. software industry lost $5547 million to piracy in 12 “problem” countries; by 1990, the IIPA estimated that software piracy in 22 “problem” countries caused software-industry losses of over $2.7 billion. Other estimates of the extent of piracy worldwide are much higher: the Business Software Alliance estimates that looking at all types of software—software piracy worldwide causes the U.S. industry to lose $10 to $12 billion annually, compared to the $12 billion generated by foreign sales of U.S. software.

Redress of piracy abroad is often difficult and is intertwined with issues of technology transfer and assistance to developing countries. A complete treatment of issues involved in North-South or East-West technology transfer and/or international assistance is beyond the scope of this report. The following points are intended to suggest some of the complexities in international agreements on intellectual property standards and enforcement. Most of the industrialized, developed countries have strong intellectual property protections, whereas many of the lesser developed countries, where software development itself is much younger, either do not have strong intellectual property laws or do not enforce them. In terms of North-South trade and technology transfer issues, the views of the self-interest of the more industrially advanced nations often conflict with those of the lesser-developed nations. Industrialized countries want to protect industries that are

31 The Business Software Association (BSA) notes that site licenses are not the packaged-software industry norm. (Robert W. Holleyman and Lori Forte, BSA, personal communication, July 12, 1991.)
34 The SPA’s estimate is based on “average” software prices and an “expected ratio” of software applications to new personal computers purchased in 1990. SPA obtained hardware sales numbers for DOS-based and Apple computers from Dataquest. SPA obtained expected ratios of software to hardware from Apple, Microsoft, and Lotus; the expected ratios were 3 software applications per DOS machine and 5 per Apple machine, actual ratios, based on software sales, were 1.78 for DOS machines and 2.55 for Apple machines. (Nicole Field, SPA, personal communication, Aug. 14, 1991.)
35 The BSA estimated that microcomputer software producers lost about $1 billion in sales to piracy (defined by BSA as including both copying for personal use and copying for commercial profit) in 1986. (SPA estimate cited in Anne W. Beacom, “Who Owns Creativity? Property Rights in the Information Age,” Technology Review, vol. 91, No. 4, May/June 1988, pp. 39-45.)
37 The 1990 IIPA estimate considered 22 “problem” countries; estimate provided by Robert W. Holleyman and Lori Forte of the BSA (personal communication, July 12, 1991).
strong sectors in their economies and want to promote free trade to benefit from these investments. Lesser-developed countries want low-cost access to technology in order to promote and modernize business; many (e.g., Brazil) also want to encourage fledgling domestic industries.\(^{39}\)

The industrialized countries want international agreement with high minimum standards and long periods of protection for intellectual property (for example, 20-year terms for patents, 50-year terms for copyright, 10-year terms for semiconductor chip layouts).\(^{40}\) Many of these nations also are interested in pursuing harmonization of laws among countries. Industrialized countries argue that, in the long term, ‘strong’ intellectual property regimes will encourage both domestic innovation and foreign investment by reducing fears of piracy. According to this view, without an acceptable intellectual property regime, technology transfer to lesser-developed countries will suffer because foreign firms will be unwilling to sell goods there or invest in production facilities, absent intellectual property protections. Moreover, proponents consider that adequate protection will also help foster the emergence and development of a domestic software industry and facilitate access to world-class technology.\(^{41}\)

In some newly industrializing countries these long-term arguments may be well received but in other countries, where domestic high-technology development is far from a reality, there maybe more urgency for nearer-term considerations. These nations argue that tighter protection for intellectual property will harm development by reducing technology transfer and diffusion in the near term, will strengthen multinational corporations at the expense of domestic industries, and will raise prices of goods (e.g., for patented pharmaceuticals, copyrighted software, etc.) for consumers who are already poor by Western standards.\(^{42}\) Therefore, near-term U.S. threats of trade retaliation against piracy have been more persuasive than long-term arguments about foreign investment and technology transfer in encouraging countries in Southeast Asia and Latin America to strengthen the terms and enforcement of their intellectual property systems.\(^{43}\)

**Examples of Retail Piracy and Counterfeiting**

In 1984, Apple Computer, Inc. filed civil suit against Franklin Computer Corp. for copying Apple’s operating system and other software; Franklin subsequently paid Apple $2.5 million to settle the case. Since then, Apple has filed criminal complaints against manufacturers producing “clones” of its popular Macintosh line of personal computers. In 1990, Apple filed criminal complaints against two Taiwanese manufacturers, Flive Computer Corp. and Akkord Technology, Inc., for producing and selling copies of the Macintosh Plus.\(^{44}\)

Also in 1990, Novell began concerted efforts to find and file suit against dealers selling or distributing illegal copies of Novell’s Netware network software. In announcing these efforts, an attorney representing Novell stated that many instances of Netware piracy involve dealers and resellers who give away illegal copies of Netware to make a hardware sale or install illegally copied Netware under value-added applications.\(^{45}\) Novell estimated

---

40 Minimum copyright standards are key to the Beme Convention’s minimum standards.
41 Robert Schwere notes that in India software piracy has forced some companies out of the domestic packaged software market and is likely to force others out soon. In Brazil, lack of protection for software prior to the 1987 Software Law (No. 7646) was a serious concern for U.S. companies and the U.S. Department of Commerce. (Schwae (1992), op. cit., footnote 21.)
43 For further discussion of the conflicting self-interest of industrialized and less developed nations, see, for example, “Thought Control: GATT and Intellectual Property,” The Economist, July 7, 1990, p. 68 and Robert Schaffer, “Trading Away the Planet,” Greenpeace, September/October 1990, pp. 13-16. Sherwood (1990), op. cit., footnote 42, offers a different perspective, looking at cases from Brazil and Mexico.
44 Robert Sherwood notes that “Mexico’s recent enactment of a comprehensive patent and trademark law reflects the long-term argument more than the near-term threat of retaliation.” (Personal communication, Aug. 13, 1991.)
that each illegal copy of Netware represented from $1,000 to $8,000 in lost sales.\textsuperscript{47}

According to Microsoft Corp., software counterfeiting—where pirated programs are sold as legitimate copies—is on the rise in the United States. Microsoft has gathered evidence that its popular microcomputer operating system, MS/DOS, has been hard hit by counterfeiters.\textsuperscript{48} (By contrast, copyright infringement of Microsoft’s other software products usually takes the form of “end-user piracy” by individuals or businesses.) A Microsoft market-sampling effort uncovered evidence for lawsuits alleging that counterfeit MS/DOS sales displaced more than $1.5 million in legitimate sales.\textsuperscript{49} In June 1991, a Federal jury awarded Microsoft and the Everex Corp. (a personal computer manufacturer and systems integrator) $1.4 million in damages in a suit against eight defendants accused of counterfeiting Microsoft software.\textsuperscript{50}

**End-User Piracy in Businesses**

*In 1988*, a group of six major U.S. software publishers formed the Business Software Alliance (BSA) to pursue corporate customers abroad who distribute unauthorized copies of programs to employees (rather than obtaining legitimate copies or abiding by license agreements) and to educate users in the commercial and educational markets about the copyright laws. BSA’S worldwide activities focus on: 1) litigation on behalf of its members against infringers of software copyrights; 2) public awareness (encouraging organizations to ensure legitimate and ethical software use); and 3) government relations (working with the U.S. and foreign governments to strengthen intellectual property legislation and enforcement).\textsuperscript{51} The BSA, currently comprised of eight corporate members, has become an “international policing arm” for the software industry and works closely with SPA.\textsuperscript{52}

Even prior to 1988, software industry groups such as SPA and ADAPSO have been addressing the issues of retail piracy (OTA term: copying to sell the copies) and end-user piracy (OTA term: to avoid buying more copies but not to sell copies) by businesses and other organizations. SPA continues to fight domestic piracy by filing lawsuits and conducting audits of corporations, computer dealers, bulletin boards, and individuals who allegedly have illegal copies of software. Over the last 3 years, SPA has filed over 100 lawsuits for unauthorized copying; in mid-1991 SPA filed suits at a rate of two per week.\textsuperscript{53}

The SPA estimates that unauthorized corporate copying of business PC software in the United States costs software publishers $2.2 billion a year in lost sales\textsuperscript{44} and that, for every legal software package in use in the United States, an unauthorized copy is also in use.\textsuperscript{55} According to Ken Wasch, executive director of SPA, “It is most unfortunate that the software industry, which is a leading international competitor, is faced with enormous losses every year from individuals unwilling to purchase software legitimately.\textsuperscript{56} Although each unauthorized copy does not necessarily constitute a lost sale for the industry, some industry spokespersons judge that the overall piracy rate is high enough to damage the software industry by limiting funds available for research and development and by driving up retail prices.”

\textsuperscript{47} Ibid.

\textsuperscript{48} “Counterfeiting” refers to illegal copies passed off as “the real thing.”


\textsuperscript{51} BSA Profile,” Business Software Alliance, July 1991.


\textsuperscript{53} Ken Wasch, Nicole Field, and Sarah Brown, SPA, personal communication, July 30, 1991.

\textsuperscript{54} Ibid.

\textsuperscript{55} According	extsuperscript{4} SPA, others have estimated that the ratio is as high as five unauthorized copies for every legal one. (Janet Mason, “Crackdown on Software Pirates,” Computer-world, vol. 24, No. 6, Feb. 5, 1990, pp. 110-115, quoting Peter Beruk of SPA, pp. 110-111.)

\textsuperscript{56} Ken Wasch, Nicole Field, and Sarah Brown, SPA, personal communication, July 30, 1991.

\textsuperscript{57} Janet Mason, “Warning: Here Come the Software Police,” Across the Board, October 1990, p. 42, quoting Mary Jane Saunders, then-general counsel of SPA.
In 1989, SPA helped five software publishers file the first multivendor suit against a corporation for copying their programs. The suit, against a New York-based publishing company, reportedly reached a six-figure, out-of-court settlement. SPA reportedly also settled four other business piracy cases out of court, with the proviso that the corporations' names would not be released. As part of their education and enforcement efforts, SPA and BSA maintain toll-free piracy hot lines for reporting of cases of suspected piracy and assist firms in conducting voluntary software audits and formulating organizational software-ethics policies. SPA provides a free auditing kit, which comes with diskettes and a license for "SPAudit," SPA’s software-auditing program, a list of suggested procedures for a corporate self-audit, sample corporate memoranda on illegal software use, and educational brochures about copying and the law.

In January 1991, SPA announced a $75,000 settlement against a sports management and marketing group based in Northridge, Illinois. In addition to the settlement, the organization was required to destroy its unauthorized copies of software. The SPA, accompanied by a U.S. marshal, had staged a raid in November 1990 and found 80 unauthorized copies of WordPerfect and Lotus 1-2-3. SPA publicized the raid and settlement to remind the public that software piracy is illegal: one SPA advertisement pictured handcuffed wrists with the caption, "Copy software illegally and you could get this hardware absolutely free." In February 1991, SPA announced a $300,000 settlement with a large construction engineering firm, its largest settlement at that time. The firm agreed to destroy all unauthorized copies of software published by Lotus, WordPerfect, and Software Publishing, institute formal internal control procedures in all its offices, and allow SPA to perform annual audits over the next 2 years. In May 1991, SPA announced a $350,000 settlement with a Seattle-based environmental and engineering consulting firm. The firm agreed to destroy the illegal software and institute formal control procedures.

Some software publishers have offered “amnesty” programs allowing unauthorized users to register their copies of software and become eligible for support and future upgrades. In November 1989, one publisher of software utilities announced that it had signed up some 5,000 previously unauthorized users under the amnesty program; users of unauthorized copies paid $20 and received a registered copy of the latest version of the program and a user manual. The firm also signed up an additional $100,000 in corporate site licenses.

Examples of Piracy Overseas

The BSA anti-piracy program operates outside the United States and Canada. For example, in early 1990, BSA identified a major New Zealand bank, an oil company, and an entertainment group as being among firms allegedly pirating software in New Zealand, and announced plans to prosecute one of these organizations. As a result of BSA activities in New Zealand, many firms reportedly began requesting software audits and reevaluating their software acquisition policies.

BSA estimates the level of unauthorized PC-software copying in foreign countries using ratios of the total numbers of legitimate application software packages and hardware units shipped and comparing them to the U.S. ratio. In the United States, approximately 1.66 legitimate software packages were shipped for every hardware unit shipped in 1989; by contrast, there is only one software package

---

59 Learly 1990, SPA reported that more than 20 people a day were calling SPA’s hot line to report piracy in their companies. (Ibid., quoting Mary Jane Saunders of SPA, p. 113.)
60 Michael Fitzgerald, “SPA Offers Free (Audit) Software,” _Computer-world_, Dec. 10, 1990, p. 41. The free software kit is available by writing or calling SPA’s offices in Washington DC.
66 The New Zealand distributor for Lotus software, a member of the BSA, had estimated that, based on the number of requests for product updates and service it received, it had probably supplied only 20 percent of all the Lotus software in use in New Zealand. (Randall Jackson, “Software Group Charges Major Firms With Piracy,” _Computer-world_, vol. 24, No. 13, Mar. 26, 1990.)
shipped for every three computers shipped in Italy or Spain and less than one for every computer shipped in France. Comparing each country’s ratio with the U.S. ratio and using an “average unit value” for software, BSA estimated that lost revenues from PC-software piracy in 1989 amounted to $628 million in France and $439 million a year in the United Kingdom—roughly equivalent to the amount of software sales revenues in each of these two countries. This method yielded estimated losses in Italy and Spain of $768 million and $792 million, respectively; the largest estimated losses ($1.44 billion) were in what was then West Germany.  

(See table 3-4.)

In December 1990, three members of BSA (Microsoft Corp., Ashton-Tate, and Lotus Development Corp.) filed suits for piracy against Rhone-Poulenc Films of France and Marconi Instruments, a division of General Electric Co. PLC of the United Kingdom. These suits were filed following court-ordered searches following tip-offs to the BSA.  

The three software houses also announced settlements of similar copyright suits against units of three French companies: Banque Parabas S.A., Telediffusion de France, and France Distribution Systems. Another suit was filed against Italy’s Montedison S.p.A. after a 1988 investigation found that 50 personal computers were running Lotus 1-2-3 with only 1 copy purchased and 20 were running dBase software with 1 copy purchased. Montedison contended that Italian law permits copying for personal use and that this provision applied to corporations.  

Using the “ratio” method and assuming that on average one would expect to find at least two application programs on each personal computer, BSA has prepared estimates of PC-software piracy in selected Asian countries. For example, BSA estimates that 75 percent of the software in use in South Korea in 1990 was pirated. Individual companies’ estimates of the extent of piracy in South Korea are higher: Lotus estimates that 90 percent of the Lotus 1-2-3 software used in South Korea is pirated; Ashton-Tate estimates that 85 percent of its database software in use in South Korea is pirated; and Microsoft estimates that about 65 percent of its MS/DOS software in use in South Korea is pirated. 

In countries encompassing the former Soviet Union, unauthorized copying of software has been rampant. The market research firm IDC estimated that by 1990, U.S. software producers had lost revenues on the order of $1 billion due to illegal copying. In June 1990, the United States and the then Soviet Union signed an agreement that included reaffirmation of both nations’ commitments to adhere to the Berne Convention, to provide copyright protection for software, and to provide

<table>
<thead>
<tr>
<th>Country</th>
<th>Software sales in 1989 ($ millions)</th>
<th>Value of pirated software ($ millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>$605</td>
<td>628</td>
</tr>
<tr>
<td>Italy</td>
<td>190</td>
<td>768</td>
</tr>
<tr>
<td>Sweden</td>
<td>188</td>
<td>151</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>795</td>
<td>439</td>
</tr>
<tr>
<td>W. Germany</td>
<td>581</td>
<td>1,440</td>
</tr>
</tbody>
</table>


70 Ibid., p. B6. By the close of 1991, the Montedison case had been settled. (Lori Forte, BSA, personal communication, Feb. 14, 1992.)

71 In its report “BSA Software Piracy Fact Sheet: Asian Countries, 1990,” BSA estimates that only 3 percent of the software in Thailand is legitimate. By contrast, BSA’s method produces a “135 percent” legitimacy figure for Singapore, so the method is somewhat inexact.


73 “Soviet Software Pirates Are Plaguing Microsoft,” Business Week, May 5, 1990, p. 84A. According to press accounts, the most widely used program in the Soviet Government was Alpha-DOS, a copy of Microsoft’s MS-DOS; the MS-DOS code was copied even down to Microsoft’s copyright notice.

comprehensive protection for trade secrets. A new law was in process, with a set of principles for software copyrights, but many considered them deficient in that authors were not given enforceable protections against piracy. Copyright enforcement is still problematic in this area of the world— even before the breakup of the Soviet Union the more traditional types of works were widely copied, often for commercial use. For example, unauthorized copying of motion pictures on videocassettes— often, to be shown to paying audiences— has been so widespread that in June 1991, the major U.S. film studios decided as a matter of principle to stop licensing films for showings in what was then the Soviet Union.  

_Piracy and Trade Issues_

On February 15, 1991, the International Intellectual Property Alliance submitted a response to the United States Trade Representative’s (USTR) January 11, 1991 _Federal Register_ notice requesting comments under the Special 301 provisions of the 1988 Trade Act. (For a discussion of “Special 301,” see box 3-B.) The IIPA supplemented its filing on April 18, 1991. In its filing, the IIPA requested that 22 countries (the People’s Republic of China, India, Thailand, Indonesia, Mexico, Brazil, Greece, Philippines, Poland, Turkey, United Arab Emirates, Cyprus, Egypt, El Salvador, Germany, Italy, South Korea, Pakistan, Saudi Arabia, Taiwan, the then U.S.S.R., and Yugoslavia) be identified for their failure to protect U.S. intellectual property or for denying market access. The IIPA estimated that 1990 trade losses to the software industry due to software piracy in these countries exceeded $2.7 billion.  

In April 1991, the U.S. Economic Policy Council recommended to President George Bush that the United States formally cite the People’s Republic of China (PRC), India, and Thailand under the Special 301 measure for tolerating violations of U.S. copyrights and patents in a number of industries, including pharmaceuticals, agricultural chemicals, sound recordings, motion pictures, book publishing, and software. The PRC was singled out for software-copyright violations. In its 1991 annual review of foreign trade barriers, the USTR found that PRC lacked a copyright law and that its proposed new law did not meet international standards.  

The new regulations for software copyright, made public by the PRC’S Ministry of Machine Building and Electronics on June 13, 1991, took effect on October 1, 1991. However, according to the Office of the USTR, the new regulations have too many loopholes to be adequate from the perspective of foreign software developers. In particular, according to the Office of the USTR, the new regulations appear not to provide copyright protection for software developed prior to October 1, 1991.  

In late 1990, the United States opened a formal investigation of Thailand’s enforcement of the Thai copyright law. The Special 301 investigation was prompted by a petition from the IIPA, Recording Industry Association of America, and Motion Picture Association of America, alleging massive piracy. The groups estimated that losses to U.S. industry from piracy of U.S. videos, audio cassettes, books, and computer software in Thailand was between $70 and $100 million in 1990. The BSA has charged that 97 percent of the software in use in Thailand is pirated.  

---

78Article 4 of the All Union Fundamentals of Civil Legislation deals with software copyright; the Fundamentals provide the framework for all commercial law in the U.S.S.R. (“Soviets Recognize Copyrights,” _Computerworld_ (News Shorts), July 1, 1991, p. 80.)  

79Review comments indicated that these provisions are considered inadequate and are being protested by the U.S. copyright industries and the USTR (Oliver Smoot, CBEMA, personal communication, June 28, 1991; Ronald Paleniski, ADAPSO, personal communication July 10, 1991; Robert W. Holleyman and Lori Forte, BSA, personal communication, July 12, 1991).  


78Information on IIPA filing and estimated piracy provided by Robert W. Holleyman and Lori Forte, BSA, personal communication, July 12, 1991.  


Box 3-B—The Omnibus Trade Act and “Special” 301

Under section 301 of the Trade Act of 1974, the United States Trade Representative (USTR) is authorized to identify, investigate, and retaliate against foreign countries engaged in unfair trade practices. The USTR may initiate a section 301 investigation if a foreign country’s act, policy, or practice is unreasonable or discriminatory and burdens or restricts U.S. commerce. The statute enumerates trade practices that are unreasonable, citing as an example those which deny “fair and equitable provision of adequate and effective protection of intellectual property rights. “Any interested party may file a petition with the USTR requesting that action be taken under Section 301.

Subject to the direction of the President, the USTR is authorized to take action after the investigation. The USTR may: 1) suspend, withdraw, or prevent the application of, or refrain from proclaiming benefits of, trade agreement concessions; 2) impose duties or other import restrictions on the products of the foreign country under investigation; and/or 3) restrict, in the manner and to the extent appropriate, access to U.S. markets for services by denying or limiting licenses or other authority to provide services. The USTR must publish in the Federal Register its decision whether to investigate under section 301 and any contemplated action at the conclusion of an investigation. The USTR must hold public hearings on issues raised by petitions resulting in investigations and must consult with appropriate congressional committees on the decision to investigate or sanction a foreign country under section 301.

The Omnibus Trade and Competitiveness Act of 1988 (Public law 100-418) treats a wide range of subjects including granting negotiating authority to the President for the current world trade talks, giving a legal mandate for coordinating economic policies and exchange-rate strategies. It also grants the USTR increased surveillance of intellectual property protection in foreign countries. This measure, commonly referred to as “Special 301, directs the USTR to identify:

1) those countries that deny adequate and effective protection of intellectual property rights or deny fair and equitable market access to United States persons that rely upon intellectual property protection, and

2) those foreign countries identified under paragraph 1 that are determined by the Trade Representative to be priority foreign countries.

The Berne Convention

The Berne Convention for the Protection of Literary and Artistic Works is a multilateral, international copyright treaty. The purpose of the Berne Convention is to bring nations together in an effort:

... to protect, in as effective and uniform manner as possible, the rights of authors in their literary and artistic works.

The Convention attempts to achieve this objective through the principal of national treatment, which underlies the workings of the Convention. Under the principle of national treatment, each member nation must give the same treatment to the nationals of the other member nations as it gives to its own nationals.

Several secondary exceptions play a role in the Berne system. These exceptions include recip-
A priority country is defined in the amendments as one maintaining a large number and wide pervasiveness of practices which constitute significant barriers to U.S. exports and to foreign investment by U.S. persons.

The provisions of Special 301 requires the USTR to identify only those foreign countries with the most egregious practices of denying adequate and effective intellectual property rights or fair market access to U.S. persons relying upon intellectual property protection. The USTR must identify those foreign countries not entering into good faith negotiations or not progressing in ongoing negotiations whose practices have the greatest impact on relevant U.S. products. If the USTR determines that the investigation would harm U.S. economic interests, no investigation is required. The USTR must take into account information submitted by interested parties, so that a U.S. patentee may bring a complaint against a foreign country before the USTR and possibly involve the U.S. Government into negotiations for better protection.

The USTR must enter into consultations with the foreign country to negotiate a resolution to the trade dispute once an investigation is initiated. If the investigation involves a trade agreement, the USTR, under certain circumstances, must request formal dispute resolution under the agreement.

On the basis of these activities, the USTR must decide whether a U.S. right under any trade agreement is being denied or any act, policy or practice comes under section 301. If such an action is appropriate, the USTR must determine what action it should take. This determination must be made within 12 months after the date on which the investigation is initiated, within 18 months if the investigation involves a trade agreement’s dispute resolution process. USTR has 30 days to implement its chosen course of action. The actions must be monitored and may be modified. USTR may terminate actions after 4 years if members of industry do not ask that they be continued. If such continuation is requested, USTR must study its potential effect.

A section 301 investigation into Korea’s laws protecting intellectual property was instituted in 1985. Korea’s law did not provide copyright protection for the works of U.S. authors and provided only limited patent protection for U.S. inventions. After discussions with the USTR, the Korean Government agreed to submit legislation to its National Assembly providing for comprehensive copyright protection for written works, sound recordings, and computer software. The Korean Government agreed to seek stronger patent laws and to join the Universal Copyright Convention. India, the People’s Republic of China, and Thailand were name “priority foreign countries” by the USTR in May 1991. An investigation was not conducted into the intellectual property laws and practices of Thailand, as that country was already the subject of two separate investigations based on complaints filed by the International Intellectual Property Alliance and the Pharmaceutical Manufacturer’s Association.


8 Ibid.


Reciprocity, establishment of minimum rights in the substantive clauses of the Convention, the principle of automatic protection, and the provision for making reservations.

Reciprocity alters the working of national treatment somewhat. The principle of reciprocity provides that a nation may limit the protection granted to a foreign national to that level bestowed upon its own citizens in the foreign nation of the person seeking its domestic protection. Thus, a member nation may treat foreigners as the foreigners’ own governments would have treated them under similar circumstances. Reciprocity often results from political pressure from domestic interest groups who are receiving substandard protection in the foreign nation.

The establishment of minimum rights in the substantive clauses of the Berne Convention and the principle of automatic protection work in tandem, giving authors and artists substantive protections

85 Damischroder, op. cit., footnote83.
without a requirement of compliance with formalities. 86

The provision for the making of reservations in article 27 of the Berne Convention allows member nations to make reservations to the introduction of new rights where such reservations are required by the domestic laws. The reservations may later be withdrawn when domestic law is brought into line with Berne. 87

Article 2 of the Berne Convention defines what is included within the subject matter of protection under the Convention. Certain categories of works, among them books, pamphlets, addresses, choreographic works and sculpture: are explicitly included subject matter. Berne specifies that the scope of protection of other works should be defined by domestic law of each individual member country of the Berne Union. The Berne Convention does not address computer programs and databases, largely because the Convention was most recently revised in 1971, when computer technology was not so prevalent. It has been suggested that because computers are not mentioned, much confusion exists as to the interpretation of the current text with respect to these works of new technology. However, under Berne, there appears to be no written obligation to protect computer programs. 88

The United States acceded to the Convention on March 1, 1989. At that time, the United States was already a member of the Universal Copyright Convention (UCC). Both groups are administered by United Nations agencies: Berne by the World Intellectual Property Organization (WIPO), and the UCC by the United Nations Educational, Scientific and Cultural organization (UNESCO) (to which it had already been a party for many years). To implement its accession, it was necessary for the United States to pass domestic legislation that created the most significant changes to the U.S. copyright law since 1976. 89 The Berne Convention was originally adopted to apply to works traditionally subject to copyright. Since then, new advances in technology required that copyright protect works in addition to art and literature. New technologies such as software and databases, international in nature because of the ease with which they can be copied and disseminated across national boundaries, have made international copyright protection and the changes rendered by U.S. adherence in Berne at least as important as domestic copyright protection. 90

As required by article 36 of Berne, the United States made changes in its copyright law to make its law compatible with the treaty by passing the Berne Convention Implementation Act of 1988. Some of these changes bear on Congress’ options to treat software differently from other kinds of copyrighted works. Among these changes are the following:

1. Abolition of mandatory notice of copyright—Notice of copyright, traditionally indicated in the United States by the symbol ©, the year of publication, and the author’s name, is no longer required for works first published on or after March 1, 1989. Failure to place a notice of copyright on copies or phonorecords of such works can no longer result in loss of copyright. This abolition of the notice requirement is not retroactive, and voluntary use of the notice is still encouraged. If notice does appear, it limits a defense of innocent infringement. 91

---

86 Ibid. Some concern has been expressed that adoption by the United States of the Berne Convention, which has eliminated the need even to place copyright notices on published material, has raised the issue of whether and to what extent a public disclosure system should be required for software copyright protection. Some assert that under existing copyright law and practice it is impossible for a legitimate software developer to conduct a due diligence process, as the scope of existing protection is not available in any public form since a copyright notice is no longer required for works first published on or after an alleged infringement has occurred. This contrasts with current patent law and practice, whereby an applicant for a patent is required to specifically claim the elements to be protected. Those claims, if allowed, become of public record. Subsequent inventors can use those records as part of their due diligence to determine whether a proposed development will infringe existing rights. These observers raise the question whether, and to what extent, a similar practice should be required of software copyright claimants. Thomas E. Kirkland, Vice President and General Counsel, Microelectronics and Computer Technology Corporation, personal communication, Sept. 24, 1991.

87 Ibid.


89 The Berne Implementation Act expressly states that the Berne Convention is not self-executing in the United States and that it is not an independent source of right in the United States, though it is in other countries. Thus, copyrighted works receive protection under domestic U.S. copyright law as amended by the Berne Act, rather than by direct enforcement of the provisions of the Berne Convention itself.

90 Motyka, op. cit., footnote 88 at p. 195.

2. **Mandatory** deposit—Copyright owners must deposit in the Copyright Office two complete copies or phonorecords of the work subject to copyright that are publicly distributed in the United States, whether or not the work exhibits a notice.\(^{92}\)

3. **Registration-Berne** brought about a two-tier registration system that differentiates between works of U.S. origin and works of foreign origin with regard to registration.\(^{93}\) Under 17 U.S.C. 41 l(a), authors or works whose origin is not the United States are exempt from the requirement to register in order to bring an infringement action. However, works of U.S. origin must be submitted to the Copyright Office for registration before suit can be brought. This domestic requirement for registration can be problematic for databases, which are copyrightable under limited circumstances. Registration requirements for active databases are complex because such databases are being revised continually.

4. **Compulsory** licenses—Article 1l(l)(i-ii) of Berne grants authors of literary works the exclusive right of authorizing public recitation of their works and communication to the public of the recitation of their works. This provision had an immediate effect upon U.S. law in 17 U.S.C. 116, wherein the right to publicly perform music by means of a jukebox was the subject of a compulsory license. The Berne Implementation Act amended the law to provide for negotiated licenses between jukebox operators and copyright owners, so that such negotiated licenses take precedence over compulsory licenses.\(^{94}\) From a broader perspective, this provision precludes the use of compulsory license for any literary works. Thus, compulsory licenses cannot be applied to computer programs, as these are considered under U.S. law to be literary works.

5. **Duration of protection**—The Berne Convention establishes the minimum terms of protection that must be provided by member countries. The general term of protection is life of the author plus 50 years following the author’s death.\(^{95}\) Special minimum terms are indicated for certain categories of works. As a result, a term of protection for computer software less than the life of the author plus 50 years is precluded by U.S. adherence to Berne.

### The General Agreement on Tariffs and Trade

The General Agreement on Tariffs and Trade (GATT) is a multilateral trade agreement, entered into force in 1948, intended to promote freer trade among member countries. The GATT is the main instrument regulating trade among market economy nations of the world. The obligations contained in the the original text of the GATT\(^{96}\) have been augmented and changed periodically at the prompting of its signatories, most recently during the Tokyo Round of negotiations from 1973 to 1979. Procedures under the GATT “provide for extensive exchanges of information, regular review of key subject areas and ad hoc consultations on particular concerns. ” The GATT’s dispute settlement procedure is the last resort for governments involved in a trade dispute. This procedure is termed the “panel procedure,” and consists of third-party adjudication of claims.\(^{96}\)

A new round of negotiations under the GATT was begun in 1986, and was originally scheduled to end in December of 1990 (see box 3-C). Because the agenda for the talks was set at Punta del Este, Uruguay, this round of negotiations is referred to as the Uruguay Round. During the round, negotiators undertook to improve and strengthen the existing GATT structure and to extend the rules of the GATT to aspects of international trade that remain largely outside the discipline of the GATT. The United States was successful in making intellectual property rights, as well as other matters, a part of the negotiations.\(^{97}\) Currently the GATT contains no specific express provisions for protection of intellectual property rights. While an important U.S. goal

\(^{92}\) Ibid.

\(^{93}\) Ibid.

\(^{94}\) The United States Joins the Berne Union, op. cit., footnote 9, pp. 4-5.


\(^{96}\) Damschroder (1988), op. cit., p. 384.

\(^{97}\) Ibid., p. 372.
Box 3-C—History of the Uruguay Round

The Uruguay Round of the General Agreement on Tariffs and Trade (GATT) negotiations is the eighth round of multilateral trade negotiations and may be the most comprehensive and significant in the GATT’s history. In addition to improvement of existing GATT articles and inclusion of trade-related aspects of intellectual property rights, the United States succeeded in including the following subjects in the Uruguay Round negotiations: 1) greater liberalization of the agriculture policies of member nations; 2) trade-related investment measures; 3) trade in services; and 4) modification and strengthening of the GATT’s dispute settlement mechanisms.

In December 1988, a mid-term review began in Montreal to assess progress made during the first half of the Uruguay Round and to arrive at framework agreements on work over the remaining 2 years. Disagreement on agriculture delayed the conclusion of the mid-term review until April 1989, when negotiators met in Geneva to approve the set of mid-term agreements.

Negotiators set July 1990 as the deadline for final draft framework agreements. These agreements were expected to show the broad shape of the final package. Instead, in July negotiators remained far apart on most major issues. The absence of consensus correctly indicated that the final months of negotiations would be intense and difficult. Since the breakdown of the talks in early December 1990, the European Community put forward proposals for reforming the common agricultural policy. As discussed previously, talks held in Geneva January 31 through February 2, 1991 were aimed at producing a platform for restarting the round, according to GATT Director General Arthur Dunkel.

The Congress oversees the negotiations and the Bush administration is required to consult with Congress during negotiations and prior to entering into an agreement. The President will submit the eventual agreement package and implementing legislation to the Congress when it is “agreed upon by negotiators. Under the fast-track approval procedure, Congress must take an up-or-down vote on the legislation within 60 days after the President submits the legislation (90 days in the case of an implementing revenue bill).

4Ibid., at p. 4.
6Ilona B. Nickels, Trade Agreement Legislation on a “Fast Track,” CRS Report, May-June, 1990, pp. 11-12; see also Sek, op. cit., footnote 251 at p. 11.


during the Uruguay Round is to develop better international standards for protection of intellectual property rights and to establish dispute settlement and enforcement procedures in the GATT, there is a significant portion of the membership of the GATT, particularly the Third World, that opposes the inclusion of intellectual property rights into the instrument. Certain developing countries, led by India and Brazil, question whether the GATT is an appropriate forum and prefers that such discussion take place in the World Intellectual Property Organization, a treaty administered by the United Nations that lacks any dispute settlement provision. Some believe that the effectiveness of the intellectual property provisions in the GATT will depend in large part upon the enforcement provisions of the GATT treaty.

The talks collapsed on December 7, 1990, when the United States, along with most of the other participating countries, and the European Community failed to agree at a ministerial meeting in Brussels on ways to revamp agricultural trade. After the breakdown in negotiations, the Uruguay Round was originally extended into the first few months of 1991. GATT Director General Arthur Dunkel met separately with representatives of the EC, the United States, Japan, and the Cairns Group of agricultural

98Danschroder, op. cit., footnote 83, at 390.
producing countries January 31 through February 1, 1991 in an effort to find some common ground for resuming the formal Uruguay Round in February.

In light of the lack of results of these consultations, most delegates expected that the Uruguay Round would continue through the summer, if the U.S. administration could obtain from Congress an extension of its “fast-track” negotiating authority (see box 3-D). Indeed, the Bureau of National Affairs reported that Dunkel obtained the agreement of most major players in the Uruguay Round of trade negotiations to have the talks extended at least through the end of 1991. U.S. Trade Representative Carla Hills had stated that she was hopeful that Congress would approve an extension of the administration’s fast-track authority beyond June 1, while some lawmakers, including Senator Max Baucus, chairman of the Senate Finance Subcommittee on International Trade, indicated that the subcommittee would oppose extending the authority for the Uruguay Round without some evidence of significant progress toward successful completion of the round. President Bush formally requested an extension of the fast-track implementation legislation on March 1, 1991. Following the lead of the House of Representatives, the Senate voted to extend the fast-track negotiating authority for 2 years.  

The U.S. Trade Representative  

The Office of the U.S. Trade Representative, an agency of the Executive Office of the President, is the body involved in the GATT negotiations on behalf of the United States. The process by which the USTR arrives at treaty proposals such as those for the GATT is not a highly visible one. The statutory basis for the process is set out in 19 U.S.C. 2155, which provides that the president must seek information and advice from representative elements of the private sector and the nonfederal government with respect to negotiating objectives and bargaining positions before entering into a trade agreement. To effect such communication between the executive branch and the private sector, the statute provides for the establishment of an Advisory Committee for Trade Policy and Negotiations to provide overall policy advice on these matters. This broadly based committee is made up of representatives of nonfederal governments, labor, industry, agriculture, small business, service industries, retailers, and consumer groups. The committee is to be representative of the key sectors and groups of the economy, especially those affected by trade. Members are recommended by the USTR and appointed by the President.

The statute also provides for the establishment of individual general policy advisory committees for these same interest groups to provide general policy advice. These committees are organized by the USTR and the Secretaries of various executive departments, and are to meet at the request of the USTR and the Secretaries of the executive departments to provide policy advice, technical advice, and information.

Negotiators at USTR meet with parties concerned with the negotiations, including the White House and pertinent government agencies (in this case the Copyright Office, the Department of Commerce, the Department of State, or the Patent and Trademark Office, inter alia), as well as with industry representatives, on both a formal and informal basis. In some cases a specific call is made for public comment, in other instances the USTR seeks out key players it believes to have a stake in the negotiations. ‘Congress’ role, as discussed above, is to monitor USTR’S activities, to act as a source of advice and consultation, and to hold public hearings on issues critical to the negotiations. Some sources assert that the treaty implementing legislation is essentially written by the Congress and the
Box 3-D—Role of the Congress in Trade Negotiations and the Fast-Track Implementation Procedure

The Administration and Congress have interactive roles in the negotiation of trade agreements. Under his constitutional powers to negotiate international agreements and to conduct international relations, the President has certain power to negotiate on trade matters. Congress has constitutional authority to regulate foreign commerce. The President may negotiate trade agreements, but if those agreements require a change in the law, the Congress must approve the statutory changes.

Congress has traditionally delegated some of its authority to the President for past rounds of multilateral trade negotiations. The Trade Act of 1974 (Public Law 93-618) authorized the President to agree to certain matters during the Tokyo Round. The U.S. Government implemented the Tokyo Round agreements by enacting the Trade Agreements Act of 1979 (Public Law 96-39).

The President began negotiations in the Uruguay Round without congressionally delegated authority. At the time, however, the Congress was considering legislation to extend negotiating authority to the President and subsequently approved authority under Public Law 100-418, the Omnibus Trade and Competitiveness Act of 1988 (1988 Trade Act).

The 1988 Trade Act designated negotiating objectives, which gave congressional direction to the U.S. negotiator. It listed specific objectives on 16 subjects, including intellectual property. The 1988 Trade Act also extended the President’s authority to enter and proclaim certain tariff and nontariff agreements, imposed limits on tariff reductions, and provided for fast-track approval procedures for certain agreements, as well as congressional withdrawal of fast-track consideration (“reverse fast-track”).

The fast-track approval procedure ensures that as long as the Administration has consulted adequately with Congress prior to and during negotiations and has negotiated an agreement consistent with congressional directives, then Congress quickly and without amendment will consider and vote on the agreement and implementing legislation as submitted by the Administration. This fast-track procedure is an exercise of the constitutional rulemaking power of the House and the Senate. Either House of the Congress may change these procedures in the same way that it may change any of its rules. The 1988 Trade Act provides that Congress may also terminate the fast-track procedure. Such a change or termination of the fast-track procedure would signal a lack of congressional support for the agreement.

effective branch, including the USTR, together. The perception exists, however, that the USTR has not involved the Congress as fully as would be considered appropriate. Indeed, the fast-track procedure for passage of implementing legislation relies upon congressional awareness and participation throughout the negotiation and drafting process.

Trade-Related Aspects of Intellectual Property Rights and the U.S. Proposal to the GATT

That portion of the GATT negotiations concerned with intellectual property is referred to as TRIPs, Trade Related Aspects of Intellectual Property Rights. Part Two of the U.S. Trade Representative’s Draft Agreement on TRIPs, entitled “Standards in the Field of Intellectual Property,” provides specifically for protection of computer software as a literary work under its copyright provisions. The Berne Convention forms the basis for protection set forth in the GATT proposal. Article 1 of these standards establishes that the Berne Convention provides the minimum economic rights to be granted to authors by contracting parties to the GATT”. Articles 2 through 7 set forth the additional protections provided specifically for computer software and databases in the TRIPs. The more controversial aspects of the U.S. draft agreement are discussed below.

104 Ginger Leu, Ernst & Young, Washington, DC, personal communication, Aug. 9, 1990.
106 Patterson, op. cit., footnote 1101.
Chapter 3—The International Arena

As part of the required consultation with Congress, the President must meet and consult with the appropriate committees during negotiations and prior to entering into an agreement. At least 90 days before entering into an agreement, the President must notify the House and the Senate of the intention to enter into the agreement and must publish notice of such intention in the Federal Register.

After entering into an agreement, the President must submit a document to the House and the Senate containing a copy of the final legal text of the agreement. The document also must contain: 1) a draft of the implementing bill, 2) a statement of any administrative action proposed to implement the agreement, and 3) supporting information as described by law.

Under the fast-track approval procedure, Congress must take an up-or-down vote on the implementing legislation within 60 days of session after the President submits the legislation (within 90 days in the case of an implementing revenue bill):

- The implementing bill submitted by the President must be introduced in each House of the Congress on the same day that a trade agreement is submitted to the House and the Senate. The bill is referred jointly to the appropriate committees.
- The committees have 45 days to report the implementing bill. At the end of the 45 days, if the committees have not reported the bill, they are discharged from further consideration. The bill is placed on the appropriate calendar.
- Within 15 days of session after the committees report the bill or are discharged from further consideration of the bill, a floor vote must be taken in each House of Congress. No amendments may be made and debate is limited.
- If it is an implementing revenue bill, the bill must originate in the House of Representatives. After the bill is received in the Senate from the House, it is referred to the appropriate Senate committees. The Senate committees have 15 days in which to report the bill, otherwise the committees are discharged from further consideration. A vote in the Senate shall be taken within 15 days after the committees report the bill or after the committees are discharged from further consideration of the bill.


Article 2

Article 2 attempts to define the scope of protection for computer-related works. Section (l)(a) provides for protection of computer programs, which, under the provisions, include “application programs and operating systems.” Section (l)(a) further provides that computer programs may be expressed in any language, including source and object code, and that these are to be protected as literary works. Section (l)(a) also provides for protection of works created by or with the use of computers.

Protection of computer programs in source and object code are the subject of article 2, section (l)(a). This provision essentially incorporates the provision of section 101 of the U.S. Copyright Act, Title 17, U.S.C. 101 regarding the treatment of computer programs and databases as literary works and codifies the outcome of litigation in the American courts dealing with these issues. It provides that both the source and object code of computer programs, as well as operating and application systems, are the subject of protection.

It has also been suggested that the language of article 2, section (l)(a) that states that “all types of computer programs . . . expressed in any language . . .” should be noted as being potentially construable to include algorithms and source code languages. This

---

108 Title 17, sec. 101 provides in pertinent part that “literary works” are:
- works, other than audiovisual works, expressed in words, numbers, or other verbal or numerical symbols or indicia, regardless of the nature of material objects, such as tapes, disks, or cards, in which they are embodied.

109 For further discussion of U.S. case law pertinent to the protection of computer programs, see the discussion of Apple v. Franklin, as well as other relevant cases. ch. 2.
is especially pertinent in light of the recently adopted European Community software directive, which may not specifically preclude protection of algorithms and computer languages. Works created by or with the use of computers are granted protection under article 2, section (l)(a) of the U.S. TRIPs proposal.

The compendium of the U.S. Copyright Office explains that the term ‘authorship’ in the copyright law:

implies that, for a work to be copyrighted, it must own its origin to a human being.

To determine whether works created by computers are works of authorship within the meaning of the 1976 Copyright Act, a distinction must be made between computer-aided works and computer-generated works. Computer-aided works, works generated with the aid of a computer, are entitled to the same copyright treatment as other works created with the more traditional implements of human authorship. However, if and when artificial intelligence makes it possible for new works to be generated by a computer alone and not merely with its assistance, new questions will be presented. To date, there are no cases on computer-aided or computer-generated works. When the National Commission on New Uses of Technological Works (CONTU) considered the question, it believed that there was ‘no reasonable basis for considering that a computer in any way contributes authorship to a work produced through its use.’ CONTU concluded that:

no special problem exists with respect to the 'creation of new works by the application or intervention of such automatic systems or machine reproduction'; that existing statute and case law adequately cover any questions involved; and that no action by Congress is necessary at this time.

This finding by CONTU effectively deferred consideration of the problem of computer-generated works, and focused exclusively on the question of computer-aided works. CONTU examined a number of issues with respect to the issue of computer-aided works.

First, it asked whether a computer-aided work is an ‘original work of authorship’ within the meaning of the Constitution and the current statute. CONTU expressed the view that the intervention of a computer should not affect the copyrightability of any work, noting that the quantum of originality needed to support a claim of authorship in a work is small. Although computers may be used to:

produce writings that lack the degree of originality held necessary to copyright, [still] the criteria that determine if a work is sufficiently original to qualify for copyright are already well established, and the intervention of the computer should not affect them,

CONTU compared a computer to a camera in its ability to extend human power rather than substitute for it. A computer-aided work is no less a work of human authorship than a work created by the aid of a camera, a typewriter, or any other ‘inert instru-

---

110 The European Economic Community Treaty and the European Community Council directive on the legal protection of computer programs are discussed later in this chapter.

Protection in accordance with this Directive shall apply to the expression in any form of a computer program, ideas and principles which underlie any aspect of a program including its interfaces, shall not be protected by copyright under the Directive. (Emphasis added.)

This section differs from a prior iteration, which provided:

protection in accordance with this Directive shall apply to the expression in any form of a computer program but shall not extend to the ideas, principles, logic, algorithms or programming languages, underlying the program. Where the specification of interfaces constitutes ideas and principles which underlie the program, those ideas and principles are not copyrightable subject matter.

Other commentators are uneasy with such a conclusion that the EC directive does not, as a result of this language, include an express exclusion of ‘algoritium’ from copyright. It should be noted in light of the language of the directive that Japan, as well as several other countries, have adopted express exclusions for algorithms from copyright protection, Raymond Nimmer, Professor of Law, University of Houston Law Center, personal communication, Sept. 23, 1991.

112 For further discussion of treatment of works created by or with the use of computers, see Pamela Samuelson, "Allocating Ownership Rights In Computer-Generated Works," University of Pittsburgh Law Review, vol. 47, p. 1185.
113 For further discussion of CONTU and its activities, see ch. 2.
115 Ibid.
ment’ which is ‘“capable of functioning only when activated either directly or indirectly by a human.”

Second, CONTU addressed the question of who is the author of a computer-aided work. CONTU determined that ‘the obvious answer is that the author is one who employs the computer.’ Where a number of people have been involved in using the computer to prepare a complex program or database the author may be a common employer of the programmer under the work-made-for-hire doctrine. On the other hand, a team of independent programmers might be joint authors, and they can define their relative rights by agreement.

Some commentators believe that this provision reflects the status of the law in the United States, and that foreign jurisdictions generally agree that such protection is appropriate. Others believe that the area has not yet been examined by the courts, and is therefore not yet ripe for negotiation in the GATT.

Databases are protected under section (1)(b) of article 2:

... if they constitute intellectual creation by reason of the selection, coordination, or arrangement of their contents.

While this issue has also been addressed in the U.S. courts, little consensus on the issue had been reached until a recent decision by the U.S. Supreme Court.

Section 2 (a) of article 2 of the TRIPs proposal delineates economic rights provided to contracting parties that are over and above those minimum rights provided for in Berne. The rights provided in this section closely mirror those rights set forth in section 337 of the Trade Act of 1974 and section 602 of the Copyright Act. These include the right to import into the territory of the contracting party lawfully made copies of the copyrighted work, and the right to prevent the importation of unauthorized copies.

Article 2, section 2(b) of TRIPs deals with the issue of rental rights in computer programs, an issue recently considered by the U.S. Congress, which passed legislation in November 1990 (Public Law 101-650, section 801-805). Section 2(b) states that the first sale of the original or a copy of a computer program shall not exhaust the rental or importation right in the computer program. The provision defines ‘rental right’ as the right to authorize or prohibit the disposal of the possession of the original or copies for commercial advantage. This provision reflects the substance of legislation recently passed.

This TRIPS provision, like the U.S. legislation, limits the first sale doctrine, embodied in 17 U.S.C. 109. The first sale doctrine permits the owner of a lawfully made copy of a copyrighted work to sell or otherwise dispose of the possession of that copy without the permission of the copyright owner. The provision and the legislation are a response to the computer software industry’s concern about the rental of its works and the ease with which they can be copied.

Among the justifications for this limitation of the first sale doctrine is the argument that computer programs, unlike movie videos, cannot realistically be rented for an evening’s entertainment and then returned. It is argued that the various commands and features require study and understanding of users manuals, and many programs have no real value until the user enters their own database. The industry asserts that unchecked rental of software and its unauthorized copying feeds on itself, since copying drives the price of software up and makes the incentive to pirate greater. It has been asserted, however, that rental restrictions could interfere with the practice of ‘“trial rentals,’’ which would limit consumer information and potentially reduce sales.

The issue of software rental has garnered significant attention internationally. The directive of the Council of the European Economic Community on the legal protection of computer programs includes...
a provision to allow authors to retain rental rights in their software after its first sale.\textsuperscript{123}

\textbf{Draft Final Act Embodying the Results of the Uruguay Round and Trade-Related Intellectual Property}

On December 20, 1991, GATT Director General Arthur Dunkel tabled the “Draft Final Act Embodying the Results of the Uruguay Round of Multilateral Trade Negotiations.” This draft was issued with the understanding that it offered a concrete and comprehensive representation of the final global package of the results of the Uruguay Round, that no single element of the draft could be considered as agreed upon until the total package is agreed, and that final agreement on the draft act would depend upon achievement of meaningful results for all parties in ongoing negotiations pertaining to access to markets and in liberalization commitments in the area of services. The draft discussed copyright and related rights, including provisions for computer programs and compilation of data.

According to article 9 of the draft, parties to the agreement are required to comply with articles 1 to 21 and the Appendix of the Berne Convention, with the exception of article 6bis of the Convention which deals with moral rights of authors. Further, the draft states that copyright protection shall extend to expression and not to ideas, procedures, methods of operation or mathematical concepts.

Article 10 provides that computer programs, whether in source or object code, shall be protected as literary works under the Berne Convention. Compilations of data or other material, whether in machine readable or other form, which are intellectual creations because of the selection or arrangement of their contents are entitled to protection, without prejudice to any copyright subsisting in the data or material itself.

Article 11 provides that with respect to computer programs, authors shall be provided the right to authorize or prohibit the commercial rental to the public of originals or copies of their copyrighted works. This obligation does not apply to rentals where the program itself is not the primary purpose of the rental.

Article 12 provides for a term of protection for computer programs of 50 years from the end of the calendar year of authorized publication, or absent such authorized publication within fifty years from the making of the work, fifty years from the end of the calendar year of the making.

Article 13 of the draft agreement provides that parties to the agreement “shall confine limitations or exceptions to exclusive rights to certain special cases which do not conflict with a normal exploitation of the work and do not unreasonably prejudice the legitimate interest of the right holder.”

Earlier in the text, the Draft also sets forth “Measures in Favor of Least-Developed Countries,” which would affect the application of the computer software provisions to least-developed countries that are signatories to the GATT. Under these provisions, parties to the agreement recognize the plight of the least developed countries and their special needs with respect to effective participation in the world trading system, especially in the area of market access. It states that least-developed countries, recognized as such by the United Nations, will be required to apply the terms of the agreement only to the extent consistent with their individual development and capabilities.

This portion of the draft also states that parties to the agreement agree that expeditious implementation of measures taken in favor of least-developed countries shall be ensured through regular reviews, and that least-developed countries are to be accorded increased technical assistance in the development, strengthening and diversification of their production and export bases to enable them to maximize the benefits from liberalized access to markets. They further agree to keep the problems of these countries under review and adopt positive measures which facilitate the expansion of trading opportunities in favor of these countries.

\textbf{Participation by the United States in Other International Treaties}

In addition to its participation in such multilateral treaties as the Berne Convention, and the General Agreement on Tariffs and Trade,\textsuperscript{124} the United States is a party as well to many bilateral treaties


\textsuperscript{124} The GATT and U.S. proposals for trade-related intellectual property rights are discussed earlier in this chapter.
with individual nations in which provisions for intellectual property protection for computer software are specifically laid out. In large part, the bases for these bilateral treaties are the provisions of the Berne Convention. Most recently, the United States has established such bilateral treaties with the then Soviet Union, Romania, Czechoslovakia and other emerging Eastern European countries.

Also, as discussed above, the United States is a party to the Universal Copyright Convention (UCC), which was created in 1952 by UNESCO to provide an alternative multilateral agreement to Berne which would not require the United States and other Western countries to forfeit copyright notice requirements. While the UCC prohibits member states from requiring formalities as a prerequisite for copyright protection, the UCC differs from Berne by dispensing with those formalities only upon use of a prescribed copyright notice. The UCC grants priority to the Berne Convention, making it the premier multilateral copyright treaty with the highest standards of protection, followed by the UCC.

The European Economic Community’s Directive on Legal Protection for Computer Software


Preamble

The preamble of the Council Directive asserts the varying nature and scope of protection afforded to computer software among member states and the negative consequences of these differences on the functioning of the European Common Market. This section emphasizes the investment of human, technical and financial resources in development of computer programs, the increasingly important role played by computer programs in a broad range of industries and the resulting fundamental importance of computer software to the European Community’s industrial development. It also asserts that differences in protection which have negative effects on the operation of the Common Market must be eliminated, and sets forth copyright law as the European Community’s legal framework for the protection of computer programs. The European Community’s commitment to the promotion of international standardization is emphasized.

The prologue initially makes reference to the issues of idea/expression dichotomy, reverse engineering, limited rights of the owner of software to copy, and the copyrightability of logic, algorithms and programming languages (see discussion above). The prologue establishes the term of protection for computer programs as the life of the author and 50 years from the authors’ death.

Article 1—Object of Protection

Under article 1, computer programs are protected as literary works within the meaning of the Berne Convention for the Protection of Literary and Artistic Works. Protection applies to the expression of a computer program. Underlying ideas and principles, including those that underlie its interfaces, are not protected by copyright under the directive. According to the directive, a computer program is eligible for protection if it is original in the sense that it is the author’s own intellectual creation. No other criteria are to be applied.

---
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Box 3-E—The Green Paper on Copyright and the Challenge of Technology: Copyright Issues Requiring Immediate Action

On June 7, 1988, the Commission of the European Communities issued a “Green Paper on Copyright and the Challenge of Technology—copyright Issues Requiring Immediate Action.” This paper analyzes various issues concerning the copyright law, suggests legislative and technical solutions, and invites comments on the subjects discussed. Chapter 1 of the Green Paper considers the emergence of important copyright issues at the European Community level, the Community’s general concerns about the state of copyright protection, and the Community’s powers under the European Economic Community Treaty in relation to copyright goods and services.

The Green Paper then addresses six focus areas:
1. piracy,
2. audio-visual home copying,
3. distribution and rental rights,
4. the legal protection of computer programs,
5. the legal problems and protection of databases and their operation, and
6. the role of the European Community in multilateral and bilateral external relations.

This box highlights those sections relevant to the computer software industry.

Chapter 1: Copyright and the European Community

Chapter 1 considers the emergence of important copyright issues at the Community level. The Commission expresses its concern that intellectual property has so far been dealt with by national law and has been neglected at the EEC level. In the opinion of the Commission, the Community must provide for proper functioning of the Common Market to provide creators and suppliers of copyrighted goods and services with a single internal market. The paper highlights the need to reconcile protection of the economic interests of the author and other creators, the promotion of ready access to information, and the pursuit of cultural goals. Copyright law and policy are believed by the Commission to be means to pursue and accomplish these goals. The Green Paper also outlines the growing importance of copyright to industry and commerce, as well as the importance of the market for goods and services protected by copyright to the health of the European Community economy.

The paper focuses on four fundamental concerns regarding copyright protection. First, the Commission states that it is important that the Community ensure the proper functioning of the Common Market, so that creators and providers of copyright goods and services are able to treat the Community as a single internal market. This would require elimination of obstacles and legal differences that disrupt the functioning of the market by obstructing trade and distorting competition. Second, the Community should, according to the Commission, develop policies to improve the competitiveness of its economy in relation to its trading partners. In addition to product-oriented measures, the paper suggests that the Community take legislative measures regarding intellectual property to ensure that European creators and firms can rely on legal protection for their products that is at least as favorable to their development as that granted by their principal competitors in their home markets. Third, steps must be taken to ensure that intellectual property resulting from creative effort and substantial investment with the Community is not misappropriated by non-EEC countries. The Commission believes that action should be taken by the Community to ensure a fair return from the exploitation of intellectual property by nonmember states. Finally, the interests of third parties and the public must be considered.

---
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Chapter 5: Computer Programs

In Chapter 5 the Commission outlines the importance of the computer software industry to the Community’s economy and industrial and technological future, and examines the present status of the computer industry in the Community. Chapter 5 also addresses many problems encountered under the existing law applied to computer programs and urges that action be taken to provide for more consistent and effective protection. In its conclusion, the Commission states its intention to submit a proposal and directive addressing the following issues:

1. whether copyright protection should apply to computer programs fixed in any form;
2. whether programs should be protected where they are original in the sense that they are the result of their creator’s own intellectual efforts and are not commonplace in the software industry;
3. whether access protocols, interfaces, and methods essential for their development should be excluded from protection;
4. how broadly the use right should be formulated;
5. whether the adaptation of a program by a legitimate user exclusively for the users own purposes and within the basic scope of a license should be permitted;
6. whether reproduction, without authorization, of programs should be permitted for private purposes;
7. what the term of protection should be;
8. how authorship should be defined, including authorship of computer-generated programs;
9. whether protection should be available for creators who are nationals of States adhering to the Berne Convention or the Universal Copyright Convention or enterprises of such countries, or whether protection should be extended to all persons regardless of origin or domicile; and
10. upon which party the burden of proof should lie in infringement cases.

Chapter 6: Databases

The Green Paper defines databases as “collections of information stored and accessed by electronic means.” The paper points out that under certain conditions, ‘compilations’ are, at least in part, protected under the copyright laws, but electronic databases raise a number of technical and legal problems.

The paper discusses two alternative solutions. First, it suggests legal action to protect the compilation of works within a database where those works are themselves the object of copyright protection. The second alternative would be protection of databases composed of material which is not itself protected by copyright. The Commission suggests that the second option would only be exercised if it were felt that the considerable investment which a compilation of a database presents could best be served by copyright protection rather than by other means.

Thus, the Commission considered the following issues:

1. whether the mode of compilation within a database of work should be protected by copyright; and
2. whether the right to protect the mode of compilation, in addition to possible contractual arrangements to that effect, should be extended to databases containing material not itself protected by copyright and whether this protection should be copyright or a right in general.

Chapter 7: External Relations

One goal of the Commission is to improve the existing protection of intellectual property rights recognized by existing national legislation through the application of some of the general principles of the GATT (General Agreement on Tariffs and Trade).
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Continued on the next page
Box 3-E—The Green Paper on Copyright and the Challenge of Technology: Copyright Issues Requiring Immediate Action—Continued

The Commission suggests that all GATT member countries adhere to international conventions on intellectual property, e.g., the Paris Convention for the Protection of Industrial Property and the Berne Convention for the Protection of Literary and Artistic Works. Further, the Commission has proposed, inter alia, that computer programmers should have exclusive rights to the use of their programs. It has also proposed that semiconductor manufacturers should be given exclusive rights to the topography of the semiconductor.

The Commission also states that the application of “national treatment” and “most favoured nations treatment” would ensure that discrimination between national and foreign right holders and among foreign right holders themselves is avoided, both with regard to the substantive standards applied and the enforcement procedures and remedies.

The Commission invited comments on:

1. the priorities to be given to the different aspects of reinforcement of intellectual property protection in the international context;
2. the development by (MIT of new disciplines as regards the effective enforcement of intellectual property laws, in particular, copyright and/or adoption of improved substantive standards; and
3. the more systematic use of bilateral relations, to ensure better protection in nonmember states of the intellectual and industrial property of Community right holders, particularly in the copyright field.


Article 2—Authorship of Programs

Article 2 establishes the criteria for authorship under the Directive. This article specifies the criteria to determine authorship in works created by individuals or groups and in collective works. With respect to works-made-for-hire, the directive states that where a computer program is created in the course of employment, the employer is entitled to exercise all economic rights in the program, unless otherwise provided by contract.

Article 3—Beneficiaries of Protection

Article 3 provides protection to all natural or legal persons eligible under national copyright legislation as applied to literary works.

Article 4—Restricted Acts

Subject to the provisions of article 5 and 6, the author has the exclusive right to do or to authorize the permanent or temporary reproduction of a computer program by any means, in any form, in part or whole. Insofar as loading, displaying, running, transmission or storage of the computer program requires a permanent or temporary reproduction of the program, such activities are subject to authorization by the right holder. The author also has exclusive rights to translation, adaptation, arrangement, and any other alteration of a computer program and the reproduction of the results of these without prejudice to the rights of the person who alters the program. The distribution of a computer program, etc.
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program to the public, whether a copy or the original, is to be subject to right holder authorization. This distribution right is exhausted, under the provisions of article 4, following the first sale of the program in the EC by the right holder or with his or her consent, with the exception of the subsequent rental of the software.

Article 5—Exceptions to the Restricted Acts

Article 5 provides that, in the absence of specific contractual provisions, the restricted acts of article 4 (a) and (b) will not require the authorization by the right holder where they are necessary for the use of the program by the person who lawfully acquired it in accordance with its intended purpose, including correction of errors. Article 5 also provides that the right to make a backup copy by a person having a right to use a program cannot be contracted away. Further, the person having a right to use a copy of a program shall be entitled, without authorization of the right holder, to observe, study, or test the functioning of the program in order to determine the ideas and principles which underlie the program, even if this is accomplished while loading, displaying, running, transmitting, or storing the program as provided for in article 5 or by the terms of his license. Read in conduction with the preamble, article 5 provides that if there is no license agreement, or if the license agreement is silent on the point, error correction is permitted. The license may also deal with error correction to regulate it, i.e., make an offer to provide correction service but not prohibit it entirely.

Article 6— Decompilation

Article 6 deals with the issue of recompilation. Article 6 allows for reproduction of the code and translation of its form without the authorization of the owner (notwithstanding contractual provision to the contrary) when these activities are indispensable to achieve the interoperability of an independently created computer program, provided that certain conditions are met. These conditions are that: 1) these acts are performed by the licensee or by another person who has the right to use a copy of a program, or on their behalf by a person authorized to decompile the program; 2) the information necessary to achieve interoperability has not been made readily available to these persons; 151 and 3) these activities are confined to the parts of the original

---
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147 Ibid., sect. 2.
148 Ibid., sect. 3.
149 Ibid., art. 6. The term ‘decompilation’ is a matter of some debate within the EC. Some observers view decompilation as one aspect of the larger process of reverse engineering, and assert that the directive broadly allows ‘recompilation.’ Representatives of Bull S.A., and the European Committee for Interoperable Systems, personal communication, June-July 1991.

Others believe that the word ‘recompilation’ is inappropriately used, that since the term ‘recompilation’ is not defined in the Directive no meaning can be attributed to it other than that it covers only those acts covered specifically in article 6 of the directive, irrespective of whether the word is used with other broader meaning in other contexts. These observers argue that the term ‘recompilation’ might well be eliminated, as member states are required only to transpose the substance of the directive to create the same legal effect in national legislation as that intended in the directive in order to fulfill the implementation requirement. Indeed, member nations are not required to adopt any particular terminology and, in particular, not obliged to take any particular topic heading. Representatives of IBM Europe, personal communication, June-July 1991. For further discussion of the question of decompilation, see ch. 4.
150 Ibid., sect. 1.
151 The language “made readily available” is interpreted differently by different stakeholders. Some parties would assert that the language was initially included to preclude publication of the code in an obscure language and location and to then maintain that the code was therefore “available” or “public.” However, debate continues whether code that is made available for a negotiated price is considered “readily available.” Further, observers question whether code is “readily available” when parties wishing to decompile must first consult with software developers to obtain code, disclosing the purpose and nature of their request. Still others assert that it was made clear by the Commission to the Council in December 1990 that the right holder and the would-be decompiler could enter in to a dialog on the possible supply of information with or without payment. Representatives of IBM Europe, Bull S.A., the European Committee for Interoperable Systems, personal communications, June-July 1991.
program which are necessary to achieve interoperability.\footnote{152}{Ibid., subsec. (a).}

Information gained through reproduction of the code under article 6 may not be used for goals other than to achieve interoperability of the independently created program.\footnote{153}{Ibid., subsec. (a).} It may not be given to others, except when necessary for interoperability of the independently created program.\footnote{154}{Ibid., subsec. (b).} It may not be used for the creation or marketing of a program which infringes the copyright of the original program.\footnote{155}{Ibid., subsec. (c).}

Article 6 also recognizes that the article, in accordance with the provisions of the Berne Convention, may not be interpreted so as to allow its application to be used in a manner which unreasonably prejudices the right holder’s legitimate interests and conflicts with a normal exploitation of the computer program.\footnote{156}{Ibid., sec. 3.}

Article 7--Special Measures of Protection

Under article 7, member states are required to provide, without prejudice to articles 4, 5, and 6, appropriate remedies against persons committing any of the following acts:

1. placing in circulation a copy of a computer program, knowing, or having reason to believe, that it is an infringing copy;
2. possessing a copy of a computer program for commercial purposes, knowing, or having reason to believe, that it is an infringing copy;
3. putting into circulation or possessing for commercial purposes any means, the sole intended purpose of which is to facilitate the unauthorized removal or circumvention of any technical device which may have been applied to protect a computer program.\footnote{157}{Ibid., art. 7.}

An infringing copy of a computer program is liable to be seized pursuant to the individual member state’s legislation.\footnote{158}{Ibid., sec. 2.} Member states may provide for seizure of any means described above.\footnote{159}{Ibid., art. 3.}

Article 8 Term of Protection

Article 8 establishes the term of protection as the life of the author plus 50 years after the author’s death. Where the computer is an anonymous or pseudonymous work, the term of protection shall be 50 years from the time that the computer program is first lawfully made available to the public. The term of protection is deemed to begin on the first of January of the year following these events.\footnote{160}{Ibid., art. 7.} Member states, which presently have a term of protection longer than this may maintain that term.
until the term of protection for copyrighted works generally is harmonized by EC law.\textsuperscript{161}

Article 9—Continued Application of Other Legal Provisions

Article 9 ensures that the provisions of the software directive do not prejudice any other legal provisions,\textsuperscript{162} and provides that the provisions of the directive are applicable to programs created prior to January 1, 1993 without prejudice to any acts concluded and rights acquired before that date.\textsuperscript{163} Contractual provisions contrary to article 6 or to the exceptions provided for in article 5(2) and (3) are nullified by this provision.\textsuperscript{164}

Article 10—Final Provisions

Under article 10, member states are required to bring into force the laws, regulations, or administrative provisions needed to transpose the directive by January 1, 1993.\textsuperscript{165} Member states are to inform the Commission of the provision of national law which they adopt pursuant to the directive.\textsuperscript{166}

Article 11

Article 11 addresses the directive to the member states.\textsuperscript{167}

\textsuperscript{161}Ibid., art. 8, sec. 2.
\textsuperscript{162}Ibid., ch. II, art. 8, sec. 1.
\textsuperscript{163}Ibid., sec. 2.
\textsuperscript{164}Ibid., sec. 1. For discussion of U.S. law dealing with use of contractual agreements to protect intellectual property, sec. 2.
\textsuperscript{165}Ibid., art. 9, sec. 1.
\textsuperscript{166}Ibid., art. 9, sec. 2.
\textsuperscript{167}Ibid., art. 10.
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Introduction

There are intellectual property issues associated with four elements of a program: the program function, the external design, the user interface design, and the program code. The first section of this chapter describes the technology behind each of these elements. The second section outlines the application of existing intellectual property laws to each element, and discusses the policy issues associated with the current level of protection. There have been various policy positions advanced for maintaining or changing the scope of protection, and most of these policy positions have been supported by legal arguments; the final section of the chapter briefly summarizes these legal arguments.

Technology

Introduction

One way to think about computers and programs is to look at the hardware. The core parts of the computer are the processor and memory. Both the processor and memory usually consist of one or more integrated circuits, which are semiconductor chips that manipulate digital electronic information. The processor and memory work together to perform logical and arithmetic operations on data; the program is stored in memory and specifies the order in which the operations are to be performed.

A program consists of a list of instructions. Each type of processor has an instruction set—a set of operations that it is capable of performing. Most of these operations are simple; for example, a typical instruction set would include an instruction for operations such as moving data from memory to the processor, logical operations such as checking if two pieces of data have the same value, and arithmetic operations such as adding two numbers. A program is executed when the instructions are transferred to the processor and the processor performs the specified operations.

Inside the computer, “instructions” and “data” are both patterns of electronic signals. These signals can take one of two values; to make it easier to comprehend what is happening inside the computer, programmers represent one of the values with the symbol “1,” and the other with the symbol “0.” For example, the addition instruction for the processor that is used in most microcomputers may be represented as “00000100.” In the same way, in most computers the letter “A” is represented by the pattern of signals corresponding to “01000001.” The complex functions that programmed computers perform for users often seem far removed from the patterns of electronic signals and very simple operations that characterize the computer at the hardware level. Computers perform complex tasks by performing a large number of simple operations in sequence—typically millions of operations per second.

The processor and memory are usually part of a larger system. Data to be used in a computation may be read from a disk or tape drive. Data can also be exchanged or shared with other computers using a network. The data is exchanged using communications protocols, which specify the format and sequence in which data is sent. It is also possible for part of a computation to be carried out on a distant computer. Sometimes specialized computers are used for different parts of a task; for example, a supercomputer may carry out the computationally intensive portions of a task, while a workstation is used for displaying the results of the computation.

There are also a variety of input and output devices for communicating with the user. The display is the output device most commonly used for providing users with information about the results of a computation. More advanced displays, faster processors, and cheaper memory enable program developers to go beyond the simple display of text to include graphics. Color monitors are also increasingly common. In some applications, small displays inside helmets or goggles are used to give users the...
illusion of a three-dimensional image. Sound, which can include warning tones, music, and synthesized speech, may also be used to provide information to users.

Input devices include the keyboard, for entering text, and the mouse, a pointer used for drawing figures or selecting commands on a screen. The use of a special pen can also allow the entry of written information and commands. Research is under way on speech recognition technologies that allow commands to be spoken instead of typed or selected using a mouse. Other experimental input devices detect eye movements or gestures made with a special glove.

Sometimes the memory and the processor are not part of a conventional computer, but are embedded in industrial machinery and other devices. The processor receives information from a variety of sources, processes the data, and uses the results of the computation to direct the operation of a machine. Examples of embedded systems are the microprocessor-based controllers used in appliances, automobiles, and industrial processes.

Program Function

Programmed computers perform a series of calculations to transform input values to output values. A well-defined computational procedure for taking an input and producing an output is called an algorithm. Algorithms are tools for solving computational problems. The statement of a problem specifies in general terms the desired relationship between the input and the output, while the algorithm describes a specific computational procedure for achieving the input/output relationship.

The transformation of input data to output data can also be performed in hardware. Integrated circuits can perform the same simple logical and arithmetic operations that programmed computers perform. Connecting together these electronic circuits has the same effect as programming a computer. Just as the calculation that the computer will perform can be understood by looking at the program, the calculation that a circuit will perform can be understood by looking at the circuit diagram.

The choice of whether to perform the calculation by programming a computer or building a circuit is an engineering decision. Often, a calculation can be performed more quickly by hardware, which maybe an important consideration in some applications such as signal processing. On the other hand, programming a computer is potentially less costly and more flexible. The function of a programmed computer can be changed by writing a new program; with hardware, however, a new circuit must be built.

Often many different problems can be modeled in a similar way, and solved using the same class of algorithms. For example, many applications that operate on speech signals and video images use similar signal processing algorithms. Searching and sorting algorithms are also among the basic tools that are commonly used in software development. Problems such as finding the fastest route between two cities or determining when to perform tasks in a manufacturing process may be modeled in a way that makes them solvable by using graph algorithms.

External Design

Programs have an external design or interface—the conventions for communication between the program and the user or other programs. The external design is conceptually separate from the program code that implements the interface (the internal design). It specifies the interactions between the program and the user or other programs, but not how the program does the required computations. There are typically many different ways of writing a program to implement the same interface.

---

4. The definition given here reflects the use of the term ‘algorithm’ in computer science. In applying patent law to inventions involving programmed computers, the courts are required to determine whether the claimed invention is a ‘mathematical algorithm.’ The term ‘mathematical algorithm’ was used by the Court of Customs and Patent Appeals to characterize a method of converting binary coded decimal to binary numbers that the U.S. Supreme Court held to be nonstatutory in its 1972 decision Gottschalk v. Benson (409 U.S. 64). The meaning of “mathematical algorithm,” and the relationship between ‘algorithm’ as the term is used in computer science, and “mathematical algorithm,” as the term is used in the case law, has been the subject of considerable discussion (see pp. 133-134).
The external design will sometimes reflect constraints such as the speed of the processor, the amount of memory available, and the time needed to complete the product. In addition, the process of developing software is iterative—the external design is refined as testing reveals more about user needs or constraints on the implementation.7

One example of an external design is the user interface, the conventions for communication between the user and the program. There are also interfaces between programs, such as the ‘‘operating system calls’’ applications programs use to access functions provided by the systems software of a computer. Communications protocols and the specifications of procedures are other examples of interfaces.

The discussion of appropriate intellectual property protection for interfaces often involves the use of terms such as ‘‘open systems,’ ‘‘interoperability,’ or ‘‘compatibility. These terms sometimes have ambiguous meanings.’’ They may be used to describe a situation in which a program from one vendor is able to exchange information with a program from a different vendor. However, these terms are also sometimes used to describe a situation in which multiple vendors offer a product with the same external design. Each of these meanings of ‘‘compatibility’’ implies a different economic effect. For this reason, participants in the software debate sometimes distinguish between ‘‘attaching’’ programs, which are able to exchange information with a program written by a different vendor, and ‘‘substituting programs, which have the same external design (see figure 4-1), ‘‘Substituting’’ programs are sometimes referred to as ‘‘workalike’’ programs or ‘‘clones.

**User Interface**

The user interface specifies the interactions between the program and the user. There are a number of different kinds of user interfaces. A programming language is in a sense a user interface—

---


---

Programming using conventional programming languages is one way to direct a computer to perform a task. For most people this style of interaction is too difficult and inconvenient. By using new technologies, however, different ways of using computers have been developed, Sophisticated, but easy-to-use, user interfaces have created new markets where there are end users who are not programmers.’’ Command languages, menu-based dialogs, graphical user interfaces, and newer interaction techniques have expanded the design choices available to user interface designers.

One interaction style10 is the command language dialog, in which the user issues instructions to a computer through a typed command.11 The Unix and DOS operating systems usually have this type of user interface. For example, the command for

---

11Ibid., p. 428.
An early user interface. Dr. J. Presper Eckert, Jr. examines the control panel of the ENIAC computer at the University of Pennsylvania in 1946.

deleting a file when a computer is using the Unix operating system is "rm." The difficulty with this type of interface is that it is hard to learn. It may be difficult to remember the available commands, their exact syntax, and how they can be strung together to perform more complex tasks.

A second type of interdiction style uses a menu. Instead of having to remember the commands, the user can select choices from a list of alternatives displayed on a screen. The selection can be made by pressing a key that corresponds to a menu option, or by moving the cursor on the screen until the option is highlighted. Menu-based interfaces were made possible by the development of hardware technology that allowed large amounts of information to be quickly displayed on a screen.

Newer interfaces are graphical, using images, in addition to text, to display information to users. Icons represent operations (much as menu options do) or data. Commands can be issued by direct manipulation: instead of using a command language to describe operations on objects, the user "manipulates" objects visible on the display. The effect of the action is immediately apparent to the user. For example, a user could point to an icon representing a file with the mouse and then ask the system to delete the file; the icon could then disappear from the screen to show the user that the file has been deleted. Graphical user interfaces often allow users to view several activities simultaneously on the screen, through the use of windows that subdivide the screen area.

The Design Process

The user interface designer makes many design decisions. Technological change is adding to the range of available choices-color, graphics, sound, video, and animation are only beginning to be explored or widely applied. However, the user interface designer must also work within a set of constraints. Some of these constraints are imposed

---

17 "Unless one clones an existing product designing even one aspect of an interface—menu navigation, window operations, CO remand names, function key assignments, mouse button syntax, icon design, etc.—gives rise to a potentially endless series of decisions." Jonathan Grudin, op. cit., footnote 9, p. 261.
18 Ibid.
In developing a program, a developer decides which functions the program is to perform for the user. The user interface design reflects the designer’s efforts to communicate this functionality to the user. Designing user interfaces is a “communications task like writing or filmmaking.”\(^{20}\) The user interface helps the user develop a “mental model” of how the program works. This mental model does not necessarily reflect the internal ‘engineering model’ of the program.\(^ {21} \) For example, when a user points with the mouse to an icon representing a file and asks the computer to delete the file, the user does not have to know where the file is stored or how the hardware and software perform the operation.

One component of the user interface design process is the choice of the interaction style. This choice is influenced by hardware and software constraints, the nature of the application, and the characteristics of the end user. For example, a command language interface may not be appropriate for users who use a program infrequently; a menu interaction style would be easier to use because it would provide the users with reminders of the available commands.

Another component of the design process requires that the functionality of the application be represented within the interaction style. This stage of design would include, for example, the choice of commands and their representation by icons or appropriate mnemonics. This stage of the design reflects the designer’s judgment of how the user would want to accomplish certain tasks.\(^ {22} \) For example, the assignment of commands to various menus could reflect a judgment of the relative importance of each command.

Constraints

There are a number of constraints that the user interface designer must take into account. Hardware or software constraints may limit solutions that require too much processing power or are too time-consuming to program. The capabilities of users present other constraints. Research in the field of human-computer interaction (HCI) tries to find a scientific base for understanding what makes a user interface design successful.\(^ {23} \) HCI research also focuses on methodologies for developing better interfaces.

One of the most important user interface design principles is that ‘consistency’ is important.\(^ {24} \) One type of consistency is internal consistency.\(^ {25} \) Internal consistency means, for example, that operations common to several objects in a program have the same results on all of the objects. For example, there might be a single ‘delete’ command that deletes the selected object, whether it is a text string, a curve, or a file.\(^ {26} \)

From the perspective of intellectual property law, the most significant type of consistency is external consistency with the features of other interfaces, i.e., similarity of a given interface to those of other applications and systems. A system is said to be “backwards compatible” if it is compatible with an older version of the system, allowing users to benefit

---

\(^{19}\) [Solutions are shaped by a multitude of problems that are invisible to those outside of the design process. A wonderfully intuitive solution doesn’t matter if the system architecture doesn’t support it, or if the resulting code takes up too much memory or runs too slowly. Other problems stem from the basic capabilities of humans, and the requirements of tasks users wish to do. It doesn’t matter if the interface responds instantly, if the user can’t use it. Solutions to an interface problem involve compromise. But how do designers determine what an acceptable compromise is? How do designers figure out acceptable tradeoffs between speed and intuitiveness and other seemingly contradictory values and requirements? Thomas D. Erickson, “Creativity and Design,” in Brenda Laurel (ed.), The Art of Human-Computer Interface Design (Reading, MA: Addison-Wesley, 1990), p. 3.  


\(^{24}\) Ben Shneiderman, Designing the User Interface (Reading, MA: Addison-Wesley, 1987).  

\(^{25}\) Grudin, op. cit., footnote 22, p. 1165.  

from new features or better performance without having to learn a completely new system. Interoper-
ability and backwards compatibility requirements reflect aspects of the users’ experience and environ-
ment that should be reflected in an interface design. They are increasingly important as computers are
used by more people and in different application areas.27

Program Code

The program code is the implementation of the fiction and external design (including the user inter-
face) of the program. Much effort has been devoted to developing new tools and methods for
coping with the complexity of developing new software systems. In general terms, “software engi-
neering” is concerned with the practical aspects of developing software. It overlaps all of the various
specialties of software research, including programming languages, operating systems, algorithms, data
structures, databases, and file systems.28

The use of high-level programming languages, such as FORTRAN, C, and Pascal, is an important
element in the development of complex programs. High-level languages are more powerful than ma-
chine languages—each statement in a high-level language usually does the same job as several
machine language instructions. In addition, pro-
grammers need not be as concerned with the details
of the computer’s operation, and can write the
program in a more natural way. For example, the
Pascal-language statement "quantity := total - 5" does the same job as a series of machine language
statements; the names of the variables, such as
"total," may also suggest something about why the
operation is being done. Finally, the programmer
does not need to know where the data is stored in
memory or how it is represented by patterns of
electronic signals.

Programs written in a high-level language must be
translated into machine language for execution. This
process is called “compilation.” The high-level
language version of a program is often referred to as
"source code," while the machine language version
is referred to as “object code.” In the software
debate, the relationship between source code and
object code has been the subject of considerable
discussion (see box 4-A and the “Recompilation”
section later in this chapter).

High-level languages also encourage the con-
struction of procedures, data abstractions, or ob-
jects, which allow the decomposition of large and
complex programs into smaller pieces that can be
attacked independently. Much of the internal struc-
ture of a program is due to decisions made by the
programmer about how best to decompose the larger
problem into smaller pieces. Breaking a larger
problem into smaller, more manageable pieces is not
unique to software:

Well-designed computational systems, like well-
designed automobiles or nuclear reactors, are de-
signed in a modular manner, so that the parts can be
constructed, replaced, and debugged separately.29

An example of a procedure might be a sequence
of instructions for sorting numbers. This sequence of
instructions could be a procedure called "Sort.
"Sort" in effect becomes a new instruction that the
programmer can use as if it were an ordinary
instruction. At every point in the program where it
is necessary to sort some numbers, the programmer
simply uses the new instruction, without worrying
about the details of its implementation. The pro-
gramer only needs to know about the interface that
specifies the name of the procedure, its function, and
the format in which it exchanges information with
other parts of a program.30

Software and the Application of
Intellectual Property Laws

This section discusses the policy issues associated
with the four elements of software outlined in the
previous section—program function, external de-
sign, the user interface, and the program code. For
each of these elements, the section outlines the
courts’ current approach to its protection, and then
discusses arguments for maintaining or modifying the
level of protection. To the extent possible, this

30 "Good engineers distinguish between what a component does (the abstraction seen by the user) and how it does it (the implementation inside the black box).” Jon Bentley, Programming Pearls (Reading, MA: Addison Wesley, 1986), p. 134.
Box 4-A—Authorship

The copyright clause of the U.S. Constitution permits Congress to grant ‘‘authors’’ exclusive rights to their ‘‘writings.’’ Before the current Copyright Act and 1980 software amendments became law, there was considerable disagreement as to whether programs were copyrightable ‘‘writings.’’ Even after the 1980 amendments were enacted some believed that only high-level language (or ‘‘source code’’) programs were copyrightable subject matter, while machine language (or ‘‘object code’’) programs were not protected by copyright law. Some arguments centered on whether code in lower-level languages was human-readable; according to one view, only higher-level languages expressed writings (for human readers) eligible for copyright protection.

A corollary debate concerns requirements for ‘‘authorship’’ of programs. There were two issues: 1) whether ‘‘original works of authorship’’ required a human author, or whether machine-generated works could also be eligible for copyright—the Copyright Office has maintained that the term ‘‘authorship’’ in the Copyright Act implies a human originator and 2) determining authorship and copyright ownership for machine-generated or machine-assisted works.

Questions of machine authorship have arisen with respect to compilers. When a program is compiled, some information is removed (e.g., comments), some information is added, and the code may then be rearranged to optimize execution speed. From a technological perspective, the end result of the compilation process could therefore be regarded as a ‘‘derivative work’’ based on the source code program. However, the Copyright Office does not view the object code version as containing sufficient ‘‘originality’’ to be a derivative work. For this reason, the Copyright Office takes the position that the source-code and object code versions of a computer program are copies of the same work.

The final report of the National Commission on New Technological Uses of Copyrighted Works (CONTU) addressed the question of computer-generated works and concluded that ‘‘no special problem exists. The issue continues to be addressed, most recently at a symposium sponsored by the World Intellectual Property Organization (WIPO) on the intellectual property aspects of artificial intelligence. One conferee expressed the view that the real issue was not whether there is a human author, but rather who that author is. While CONTU had concluded that the computer was just a tool to assist a human being in creating a work, the conferee suggested that advances in artificial intelligence meant that the tools were becoming increasingly sophisticated, perhaps indicating a need to apportion authorship among the user and the author of a program used in creating a work. A second participant expressed similar views when discussing the authorship of programs generated by a sophisticated ‘‘code generator’’ from functional specifications.


3 Ibid., 208.2(b)(5), and discussion at OTA workshop on “Patent, Copyright and Trade Secret Protection for Software,” June 20, 1991.

4 The Copyright Office considers source code and object code as two representations of the same computer program. For registration purposes, the claim is in the computer program rather than in any particular representation of the program. Computer Program Practices, Compendium II, Copyright Office Practices, Section 321.03.

5 CONTU, op. cit., footnote 1, p. 46.


SOURCE: OTA and cited sources.
section separates the question of the appropriate level of protection from the question of how existing patent, copyright, and trade secret laws should be interpreted. In the software debate, policy arguments for a certain level of protection are often characterized as consistent with a "proper" interpretation of existing law. Legal arguments made in support of policy positions are outlined in the last section of the chapter.

Program Function

Intellectual Property Protection of Program Function

Existing intellectual property laws are applied to program function in several ways. First, it can be argued that the program function is protected against copying because the implementation is protected by copyright law. Copyright law prevents others from acquiring the functionality of the programmed computer if it is obtained by copying the "expression" in the program code. However, copyright law does not prevent the independent development of a program that performs the same function.

Some aspects of the function of a programmed computer may be protected by maintaining them as trade secrets. For example, a program may be distributed with contractual restrictions on the extent to which it may be studied. Trade secret protection may also be maintained (in part) by distribution of the program in machine language, which is difficult for competitors to understand. This may be a valuable form of intellectual property protection; the scope of protection is the subject of the "decompilation" debate discussed later in this chapter.

Finally, parts of the function of a program may be protected by patent law. The same program may embody many patentable inventions, or none at all, depending on how many parts of the program function are novel, nonobvious, and statutory subject matter. The inventions are claimed either as a series of functional steps carried out by the computer or as a system capable of performing certain functions. The U.S. Patent and Trademark Office (PTO) emphasizes that patents are granted for the functional steps or the system, not the program code.

When the invention is being claimed as a series of functional steps, or process, the applicant does not specify each machine language operation carried out by the computer. Instead, the claim usually describes the steps at a higher level of abstraction, independent of a specific implementation. For example, one patent recites the steps of:

- Identifying a plurality of overlapping working areas on said screen, associating each said working area with an independent computer program, selectively communicating data to each said program.

If, on the other hand, the invention is being claimed as a system or apparatus, the applicant describes the "means" for performing the functions. For example, the apparatus claim corresponding to the process claim described above specifies:

- A computer terminal display system comprising a display surface, means for simultaneously displaying a plurality of overlapping rectangular graphic layers, . . . means for associating each of said graphic layers with an independent computer program.

The basis for claiming a software-related invention as an apparatus is that the programmed computer becomes a new machine, or at least a "new and useful improvement" of the unprogrammed machine. In an early case that addressed the question of the patentability of software-related inventions, the Court of Customs and Patent Appeals (C. C.P.A.) wrote:

If a machine is programmed in a certain new and unobvious way, it is physically different from the machine without that program; its memory elements are differently arranged. The fact that these physical

31 Recently some commentators have stated that the Office is issuing patents on computer programs or "Software." This is not the case. A "computer program" is a set of statements or instructions to be used directly or indirectly in a computer to bring about a certain result. A computer program is different from a "computer process" which is defined as a series of process steps performed by a computer. This distinction may become blurred because some refer to both the series of process steps performed by the computer and the set of statements or instructions as computer programs. Jeffrey M. Samuels, Acting Commissioner of Patents and Trademarks, testimony at hearings before the House Subcommittee on Courts, Intellectual Property, and the Administration of Justice, Mar. 7, 1990, Serial No. 119, p. 334.


33 U.S. Patent No. 4,555,775. In order to satisfy the "enabling" requirement of section 112 of the Patent Act, the specification would show in more detail how the process steps recited in the claim would be performed.

changes are invisible to the eye should not tempt us to conclude that the machine has not been changed.'

Statutory or Nonstatutory--Novel and nonobvious program function, whether claimed as an apparatus or process, is not necessarily 'statutory subject matter for which patents may be granted. In determining whether a claimed computer-related invention is statutory, patent examiners apply the Freeman-Walter-Abele test, outlined in PTO guidelines issued in 1989. This test is named after the appeals court decisions that contributed to developing and refining the test. The purpose of the Freeman-Walter-Abele test is to determine whether a claimed invention is a nonstatutory 'mathematical algorithm' or mere calculation. 37

The Freeman-Walter-Abele test applies, in the context of computer-related inventions, the patent law doctrines that regard scientific principles, abstract ideas, and mathematics as nonstatutory. In the 1972 case, Gottschalk v. Benson, the U.S. Supreme Court held that a method of converting binary coded decimal (BCD) numbers to binary numbers was not statutory. In C. C.P.A. decisions that followed Benson this method was characterized as a 'mathematical algorithm.' The Supreme Court objected to the fact that the claimed process just converted numbers from one representation to another without applying the result of the calculation to any other task. Just as a law of nature by itself was not statutory subject matter, the mathematical algorithm was not statutory unless it was applied in some fashion. 39

The Freeman-Walter-Abele test has two parts. The first part of the test asks examiners and the courts to determine whether a claim includes a mathematical algorithm. If there is no mathematical algorithm, the claim is for statutory subject matter: 'nonmathematical' algorithms are statutory. 40 If, on the other hand, a mathematical algorithm is part of the claim, then the examiner must apply the second part of the test and determine whether the algorithm is sufficiently 'applied.' An invention that includes a mathematical algorithm is statutory only if the mathematical algorithm is 'applied in any manner to physical elements or process steps or if the invention is 'otherwise statutory' without the algorithm. 41

Mathematical Algorithms--The line between 'mathematical algorithms' and other types of program function is difficult to draw. PTO guidelines state that claims that include mathematical formulae or calculations expressed in mathematical symbols indicate that the program function is a mathematical algorithm. Terms in a claim such as 'computing' or 'counting' may also indicate the presence of a mathematical algorithm. On the other hand, the claim does not recite a mathematical algorithm if the invention can be stated in terms of its operations on things in 'the real world' that are not conventionally considered 'mathematical. For example, claims for inventions that would process architectural symbols or translate languages were found to be 'non-statutory.

The distinction in patent law between mathematical algorithms and other software-related inventions was discussed by the C. C.P.A. in Bradley:

35 In re Bernhart, 417 F.2d 1400 (C.C.P.A. 1969). 'In one sense, a general-purpose digital computer may be regarded as but a storehouse of parts and/or electrical components. But once a program has been introduced, the general-purpose digital computer becomes a special-purpose digital computer (i.e., a specific electrical circuit with or without electro-mechanical components) which, along with the process by which it operates, may be patented subject, of course, to the requirements of novelty, utility, and non-obviousness.' In re Prater, 415 F.2d 1393, 1403.
37 'The focus of the inquiry should be whether the claim, as a whole, is directed essentially to a method of calculation or mathematical formula.' In re Diehr, 602 F.2d 987.
38 409 U. S. 64. 39
39 'It is not clear that the language of Benson expressed the ancient rule that practical application remains key. Because it did not consider the performance of an algorithm by a computer as constituting a practical application of that algorithm under the rule, the Court must have viewed Benson's claims as effectively claiming the 'effect,' 'principle, or law or force of nature (the algorithm) itself.' In re Castelet, 562 F.2d 1243 (C. C.P.A. 1977).
40 'The CCPA [has] held that a computer algorithm, as opposed to a mathematical algorithm, is patentable subject matter.' Paine Webber, Jackson & Curtis v. Merrill Lynch, Pierce, Fenner & Smith, 564 F. Supp. 1358, 1367.
41 'Mathematical Algorithms and Computer Programs,' op. cit; footnote 36, p. 8.
42 Ibid.
43 In re Phillips, 608 F.2d 879 (C. C.P.A. 1979)
44 In re Tomo, 875 F.2d 872 (C. C.P.A. A. 1978).
[The data being manipulated] may represent the solution of the Pythagorean theorem, or a complex vector equation describing the behavior of a rocket in flight, in which case the computer is performing a mathematical algorithm and solving an equation. This is what was involved in Benson and Flook. On the other hand, it may be that the data and the manipulations performed thereon by the computer, when viewed on the human level, represent the contents of a page of the Milwaukee telephone directory, or the text of a court opinion retrieved by a computerized law service. Such information is utterly devoid of mathematical significance.\(^{45}\)

At one point during the period in which it was uncertain how Benson was to be interpreted, PTO viewed all claims that involved the use of a computer as “‘mathematical’ in the Benson sense,” because computers perform logical and arithmetic operations. The C. C.P.A. responded to this by writing:

The board’s analysis confuses what the computer does with how it is done. It is of course true that a modern digital computer manipulates data, usually in binary form, by performing mathematical operations. But this is only how the computer does what it does. Of importance is the significance of the data and their manipulation in the real world, i.e. what the computer is doing.\(^{47}\)

**When Is an Invention That Uses a “Mathematical Algorithm” Statutory?—The** second part of the Freeman-Walter-Abele test determines if a mathematical algorithm is “‘applied’”—in which case the invention is statutory—or if the applicant is attempting to claim the nonstatutory mathematical algorithm. A software-related invention that includes a mathematical algorithm has been found to be applied and statutory if the computer is being used as part of an apparatus or process for transforming physical substances into a different physical state. For example, the invention that the Supreme Court held to be statutory in Diamond v. Diehr used the result of a calculation to control a process for curing rubber.

However, a distinction is made between transformations of physical substances and the mere manipulation of “data.”\(^{48}\) If the claim is for a series of calculations whose only result is a “‘pure number,’”\(^{49}\) then the claimed invention is not statutory. For example, the purpose of a process found nonstatutory in *Parker v. Flook*\(^{50}\) was to calculate an “alarm limit.” Because the alarm limit was just a “‘number’” and not clearly applied in a physical sense the Supreme Court ruled that the claimed process was not statutory.

At one time it was believed that a mathematical algorithm could become statutory subject matter if the claim were in apparatus form. The apparatus claim was thought to make the invention sufficiently “‘applied’ or “‘non-abstract.’”\(^{51}\) However, PTO will no longer approve these applications, viewing them as attempts to circumvent the nonstatutory subject-matter rejection.\(^{52}\)

**Software Patents—The** term “software patent” is frequently used in the policy debate to describe a class of inventions that some believe should not be statutory subject matter or should not be infringing. The policy debate is complicated by the fact that the term software patent does not correspond directly to a PTO technology class or subclass. The term “software patent,” as used in the policy debate, appears to refer to those inventions that would usually be implemented using a program executing on a general-purpose computer.

One difficulty with the use of the term “software patent” is that terminology used by PTO, such as “computer-related invention” or “computer process” does not refer only to inventions implemented in software. These terms are also used to refer to

---

\(^{45}\) *In re Hayes*, 600 F.2d 812 (C. C.P.A. 1979).

\(^{46}\) See *In re Bradley*, 600 F.2d 807 (C. C. P.A. 1979).

\(^{47}\) Ibid., p. 811.


\(^{49}\) *Int. Waiter*, 618 F.2d 767.

\(^{50}\) 437 U.S. 584.

\(^{51}\) *The instant claims...they are drawn to physical structure and not to an abstract ‘law of nature, a mathematical formula or an algorithm.’* There is nothing abstract about the claimed invention. It comprises physical structure, including storage devices and electrical components uniquely configured to perform specified functions through the physical properties of electrical circuits to achieve controlled results. Appellant’s programmed machine is structurally different from a machine without that program. *In re Noll*, 545 F.2d 148 (C. C. P.A. 1976).

inventions that could be implemented in hardware. Under current law, the form of implementation does not determine whether a computer-related invention is statutory—it is significant that the Freeman- Walter-Abele test for statutory subject matter only checks for the use of mathematical algorithms, not the use of software. OTA uses the term “software-related invention” to refer to inventions implemented in software.

Another difficulty with defining the term “software patent” is that software is used in a variety of inventions. Not all software-related inventions are products of the “software industry.” Many traditional industrial processes are now controlled by computers or use embedded processors. For example, the invention found statutory by the Supreme Court in *Diamond v. Diehr* used a computer to control a process for curing rubber.

“Software patent-type” inventions may be distinguished from other “computer-related inventions” because they are not as well represented in the PTO’s database of prior art. This database consists mainly of issued patents. Many significant advances in software are not represented in the database because few “software patents” were issued before the mid-1980s. While in theory these inventions could have been implemented in hardware, in practice they were not. As it was widely assumed that implementation in software precluded the issuance of a patent, few developers applied for patents on these inventions. The gaps in the PTO database of prior art make it more difficult for examiners to determine whether an invention is novel and nonobvious.

When Is a Patent for a Software-Related Invention Infringed?— There is uncertainty about the scope of protection available from a patent on a software-related invention. The breadth of protection is determined during infringement litigation, of which there has been little to date. One important issue will be the interpretation of claims. Before determining if a device is infringing, courts interpret a claim by looking at the specification and the prosecution history. For example, “means-plus-function” claims do not cover all of the “means” for performing a function, only the “structure, material or acts described in the specification and equivalents thereof.”

“Literal infringement” occurs when an accused device or process incorporates each and every element of a claim. Even if there is no literal infringement, a device can still be found to be infringing—this is known as the “doctrine of equivalents.” The doctrine of equivalents is applied when an accused device does not incorporate every element of the claim but is still “close enough.” Infringement occurs if the accused device or process accomplishes “substantially the same thing, in substantially the same way to achieve substantially the same result.” Generally, “pioneer” inventions that represent a substantial advance over the prior art are granted a broader range of equivalents by the courts. Observers have argued that some software-based patents, though claimed and allowed broadly due to a lack of knowledge of constraining prior art, may not be true pioneers in their fields.

Protection of Program Function—“Software Patent” Policy Issues

There has been considerable debate about the granting of patents for software-related inventions. Some believe that no inventions that use software should be patentable or that only software-related inventions that are traditional industrial processes should be patentable or that only software-related inventions should be statutory subject matter.” Others believe that inventions that use software should not be

---


54 35 U.S.C. 112(6).

55 The “doctrine of equivalents” should not be confused with the meaning of “equivalent as used in interpreting means-plus-function claims.” See Donald S. Chisum, *Patents* (New York, NY: Matthew Bender, 1991), vol. 4, pp. 18-60—18-63.

56 Laurie and Contreras, op. cit., footnote 53, p. 169.

57 Chisum, op. cit., footnote 55.

58 Laurie and Contreras, op. cit., footnote 53, p. 169.

treated differently from other types of inventions. In fact, some who believe that software-related inventions should be patentable have argued that many of what are now deemed nonstatutory mathematical algorithms should be statutory subject matter.

Some of the concerns about the patenting of inventions that use software are similar to those expressed about the patent system in general or about the patent system’s ability to accommodate any new technology. In some cases these questions have been brought into sharper focus in the context of software. For example, the appropriate length of the patent term has been a subject of discussion for many years (see chapter 6); many believe that 17 years is especially inappropriate for a fast-moving technology such as software. The fact that patent applications are kept secret until the patent issues makes it impossible to be certain that a product under development will not be accused of infringing a patent; this ‘‘kmdmine’’ problem may be exacerbated by the longer pendency for computer-related inventions. However, two areas of concern are more directly related to the question of software patentability: the effect of patents on industry structure and innovation, and the quality of the patents that have been granted.

First, it is argued that the widespread use of patents could change the structure of the software industry in a way that would actually reduce the rate of innovation. According to those who hold this view, patenting favors larger companies, not the small companies that have historically been the source of much innovation. The software industry has had a disproportionate number of smaller companies; in part, this industry structure was due to the fact that the limited use of patents and licenses kept barriers to entry modest. There is a concern that the widespread use of patents could reduce small-company-based innovation by raising barriers to entry, either as a result of the need to pay royalties or the added costs of searching and filing for patents. In addition, large companies could engage in portfolio trading while small companies without extensive patent portfolios would have their freedom to develop products restricted.

The alternative view is that the economics of the software industry is not that different from the economics of other industries, and that patents are therefore equally appropriate for encouraging software development. Some argue that software development is becoming increasingly expensive, and patents may provide the incentive needed to invest or attract venture capital funding. In addition, it may be that patents in fact benefit small companies, by providing a means to protect their development effort against appropriation by a larger company.

A second set of concerns focuses on the quality of patents that have issued. Some consider that many patents have issued that do not in fact represent significant advances. From the developer’s perspective, this increases the probability that a program could be accused of infringing patents. The developer would then have to decide whether to engage in costly litigation in an attempt to invalidate the patent. The perceived problems with examination quality have primarily been the result of the long period of time during which it was uncertain whether software-related inventions were statutory subject matter. Few patents issued for software-related inventions, leading to gaps in PTO’S database of prior art. Some believe that the the problems with the database of prior art can be resolved given enough time. However, the burdens on the PTO of increasingly backlogged applications and external criticism may be exacerbated over the next several

63 Mitchell D. Kapor, Chairman and Chief Executive Officer, ON Technology, Inc., testimony at hearings before the House Subcommittee on Courts, Intellectual Property, and the Administration of Justice, Nov. 8, 1989, Serial No. 119, p. 244.
65 Ibid.
66 Chisum argues that software should not be a “disfavored technology.” Donald S. Chisum, op. cit., footnote 60.
68 Kahn, op. cit., footnote 64.
years. Computer implemented processes will become more “commonplace and important in a wide variety of industries and applications (see box 4-B), ranging from home entertainment to scientific research to financial services.

There may be practical limitations on attempts to exclude “software” inventions from the patent system. First, many claims in computer-related patent patents issuing today cover both hardware and software implementations; if the software implementation were not an infringement, the value of a “hardware” invention could be appropriated. Some inventions that were initially “hardware” inventions are now being implemented in software, as faster processors have become available. Second, there are many inventions that use software but are not the type of invention that has been the subject of concern in the policy debate. There does not appear to be much concern about the patenting of traditional industrial processes that happen to use software as part of the apparatus or to perform a step in the process.

The Freeman-Walter-Abele Test—Another issue is whether the Freeman-Walter-Abele test draws the line between statutory and nonstatutory subject matter in the right place. Some observers believe that some of what PTO and the Court of Appeals for the Federal Circuit regard as nonstatutory mathematical
algorithms should be statutory subject matter. A variant of this opinion is that “field of use” limitations should be sufficient to demonstrate that a mathematical algorithm is “applied” and the claimed invention statutory. In Parker v. Flook the Supreme Court held that language in the claim that limited the field of use of a mathematical algorithm to processes comprising the catalytic conversion of hydrocarbons was not sufficient to make the invention statutory.

Supporters of an expansion in the scope of statutory subject matter argue that some mathematical algorithms fall within the “useful arts” and that their invention should be encouraged by the patent system. Under the Benson analysis, more efficient methods of solving general “mathematical” problems on a computer are not statutory subject matter. In its decision finding Benson’s application to be statutory (later reversed by the Supreme Court), the C. C.P.A. listed a number of advances embodied by the invention:

... reducing the number of steps required to be taken, dispensing with the repetitive storing and retrieval of partially converted information, eliminating the need for interchanging signals among various equipment components, and the need for auxiliary equipment, and decreasing the chance of error.77

The Freeman-Walter-Abele test may also be difficult to apply consistently.73 The distinction between “mathematical” and “nonmathematical” algorithms has been criticized by computer scientists as a creation of the case law that lacks a foundation in computer science.74 It may be that:

... any attempt to find a helpful or cutting distinction between mathematics and nonmathematics, as between numerical or nonnumerical, is doomed.75

Some commentators have suggested that patents have issued for inventions that do not appear to satisfy the conditions of the test, or at least indicate that the test is difficult to understand.76 There is also a sense among some patent attorneys that PTO has recently changed its application of the Freeman-Walter-Abele test, resulting in an increase in the number of rejections for nonstatutory subject matter.77

The difficulty in distinguishing between mathematical and other algorithms has been used to support calls for both an expansion and a reduction in the scope of statutory subject matter. Those who would reduce the scope of statutory subject matter argue that, since the distinction cannot be easily made, all algorithms should be nonstatutory.78 Those who would expand the scope argue the opposite—if some algorithms are statutory and no distinction can be made, then statutory subject matter should include many of what are now called mathematical algorithms.79

External Design

When Is the External Design of a Program Protected?

The external design of a program includes its user interface and the conventions for communication with other programs. The design of a user interface can include the appearance of images on a screen, the choice of commands for a command language, or the design of a programming language. The external design may also include file formats and communi-
ocations protocols. Modules of a program, such as a procedure, also have an interface.

Patent, copyright, and trade secret law have all been used to protect elements of external designs. Some external designs, such as communications protocols, may be patentable.\textsuperscript{83} Patents can also be used to protect elements of user interfaces, if novel and nonobvious, and design patents may be available for some of the "ornamental" aspects of user interfaces.\textsuperscript{84} Trade secret law may provide some degree of protection, if a program is distributed in machine language form. To specify all of the externally observable behavior of an interface, one must generally know all permitted sequences of interface actions. Determining all of the possible sequences of interface actions may be difficult if it is not possible to study the assembly language or high-level language versions of the program code.

Copyright protection may be available for aspects of external designs, especially those that use screen displays. The screen displays of a video game are often protected through an "audiovisual" copyright. Other user interfaces have also been found to be protected by copyright law. There are two different approaches to protecting user interfaces using copyright law. One approach is to protect the user interface through the copyright in the underlying program.\textsuperscript{85} The other approach is to regard the screen display as a separate work from the program code, and protect it as an audiovisual work or as a compilation of literary terms (for interfaces that use text). The scope of copyright protection for user interfaces that do not use a screen display, such as command languages or programming languages, has not been at issue in a decided case. However, there are some who feel that the legal reasoning used in the cases where the user interface used screen displays would protect these types of external design as well.\textsuperscript{86}

Interfaces other than user interfaces have also been the subject of copyright litigation. The format for entering statistical data into a structural-analysis program has been found to be not protected.\textsuperscript{87} There has been an effort to assert copyright protection for what the court described as "minor content variations in the bit pattern of a communications protocol," but the court did not find in the variations "choice and selection" beyond the content of an earlier protocol to evidence sufficient originality. Dictum in a 1985 case, \textit{E.F. Johnson v. Uniden},\textsuperscript{88} indicates that the court viewed the development of a communications product (a radio) "compatible" with an existing product as permissible behavior. The court emphasized, however, that permissible development of a compatible product requires that the implementation be done independently—achieving compatibility in the external design is not an excuse for copying the program code.\textsuperscript{89} No cases have addressed such issues as the interfaces in class libraries for object-oriented languages.

Perceptions of the scope of copyright protection for interfaces have changed over the past decade. In the early 1980s some had assumed that the external design was unprotected and that the only issue was whether the implementation had been done independently—there are usually different ways of writing a program with the same interface. The view that copyright protection for interfaces was limited was reflected in the use of "clean rooms," in which a specification of the program is given to program-

\textsuperscript{83} Sterne and Kessler, op. cit., footnote 77, p. 402.
\textsuperscript{89} Denison v. Apple, 714 F. 2d 1240, 1253 (3d Cir. 1983).
\textsuperscript{90} Duncan Davidson wrote, "It is striking that despite all the concerns raised over software copyrights, a patent-like monopoly does not exist in any area of software. Application environments like Lotus 123 have been both cloned and emulated by other spreadsheets." Duncan M. Davidson, "Common Law, Uncommon Software, \textit{University of Pittsburgh Law Review}, vol. 47, No. 4, summer 1986, p. 1077. (In the 1990 case \textit{Lotus v. Paperback} (740 F. Supp. 37) such a clone was found to be a copyright infringement.)
mers who have not seen the original program (the aim of the procedure being to make available ‘clean’ uncopyrighted ideas without the ‘taint’ of the program’s copyrighted expression). The theory was that since the clean-room programmers had not seen the original program there could be no infringement. The most commonly cited example of a clean-room developed product is an operating system program used in a type of microcomputer. The legal status of clean-room practices is still uncertain; however, in the 1991 case Computer Associates v. Altair, a program implemented using a clean-room-type process was found to be noninfringing.

Policy Issues—External Design

The economic effects of protecting interfaces are difficult to evaluate, requiring a determination of the appropriate level of incentives and the role of standards and network externalities. An evaluation of the economic effects of intellectual property protection may also be complicated by the fact that there are different types of interfaces. The value of a standard, and the balance between the cost of designing the interface and cost of its implementation, may both depend on the type of interface.

Incentives—One policy position is that intellectual property protection is required in order to provide the proper incentives for the development of software. It is argued that protection of the program code alone is not sufficient to provide this incentive. Because there are different ways of writing a program with the same interface, it may be possible to reimplement the same interface without a finding of infringement. If the cost of reimplementation were small when compared to the orginal developer’s investment in designing the interface, it would be relatively easy to appropriate this investment. Without more direct intellectual property protection for the external design, it is argued, there would be less incentive to develop new interfaces.

An important factor in evaluating whether external designs should be protected is therefore the relative cost of design and implementation. Supporters of intellectual property protection for external designs argue that the cost of implementation is becoming less significant. In Lotus the court said:

I credit the testimony of expert witnesses that the bulk of the creative work is in the conceptualization of a computer program and its user interface, rather than in its encoding.92

Similar considerations are said to apply to other types of interfaces: during an intellectual property panel at the 1990 Personal Computing Forum, one participant said ‘the hard work in doing object-oriented technology is in the interface design, The implementation of an object is trite.’ 93 The relative cost of design and implementation is also an important factor in the recompilation debate discussed later in this chapter—it has been argued that recompilation can make it significantly less expensive for a competitor to reimplement an existing program.

The alternative view is that there is sufficient incentive to engage in the design of interfaces, even without intellectual property protection. Those who argue for this position claim that reimplementation may be time consuming and expensive, providing the original developer with significant lead time.94 Other factors may also provide a significant advantage to the original designer of the interface.95 Long-range planning of enhancements may favor the interface originator, for example.
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90 Ibid.
93 Similar considerations are said to apply to other types of interfaces: during an intellectual property panel at the 1990 Personal Computing Forum, one participant said ‘the hard work in doing object-oriented technology is in the interface design, The implementation of an object is trite.’ 93 The relative cost of design and implementation is also an important factor in the recompilation debate discussed later in this chapter—it has been argued that recompilation can make it significantly less expensive for a competitor to reimplement an existing program.
94 The alternative view is that there is sufficient incentive to engage in the design of interfaces, even without intellectual property protection. Those who argue for this position claim that reimplementation may be time consuming and expensive, providing the original developer with significant lead time.94 Other factors may also provide a significant advantage to the original designer of the interface.95 Long-range planning of enhancements may favor the interface originator, for example.
Network Externalities—There is a question as to whether the effect of intellectual property laws on standardization should affect an evaluation of the appropriate level of protection for interfaces. Standards benefit users in a number of ways. For example, a greater variety of application programs will be developed if there is a standard operating system-developers will be able to sell to a larger market and more easily recover their development costs. Another example of an advantage of standards is that consistency among user interfaces makes it easier for users to learn to use a new program. The benefits to users that result from the wider use of an interface are known as ‘network externalities’ (see also ch. 6). Moreover, users may benefit from competition among suppliers of standard products. For example, suppliers of compilers for standard languages compete on the basis of the cost of the compiler and the efficiency of the machine language code generated.

De facto standards evolve through the actions of the market. If there is a dominant firm, the interface that it has developed is more likely to become the standard. Alternatively, a de facto standard can develop because of a ‘bandwagon’ effect. If consumers are faced with a choice between different interfaces, network externalities make the more widely used product more attractive. Consumers value the network externalities, not just the intrinsic value of the interface.

Standards may also be negotiated using standards committees. Firms engage in voluntary standards-setting when they determine that they are better off with a part of a larger market than if they were to continue trying to establish their interface as a de facto standard. Consumers may be less willing to buy a proprietary product. For example, it is not clear whether a computer language available from a single vendor would be widely used—a developer might be unwilling to rely on a single supplier.

One view is that intellectual property protection may harm users by affecting standardization processes. It is argued that firms may not have the correct incentives to engage in voluntary standards setting because intellectual property protection can increase a firm’s vested interest in seeing the interface it has developed chosen as a standard, slowing the standardization process. This could harm users, until a standard is negotiated or one interface prevails in the marketplace. Users could also be harmed if new programs are not “backwards compatible” and require users to learn a new interface to take advantage of new features or better performance. In addition, it has been argued that network externality effects can complicate the balancing of incentives for software development, by resulting in “extra” revenues for firms that succeed in establishing their products as a de facto standard and making it more difficult for other firms to enter the market.

The other view is that the question of standards should be kept separate from the basic issue of the proper incentives for software development. Furthermore, it is argued that voluntary standards efforts are sufficient and that there is a trend in the computer industry toward using more formal standardization and licensing processes. Consortia have formed in a number of areas, such as user interface design and operating systems. There are a variety of voluntary standards committees that are developing standards for data communications protocols, operating system interfaces, and principles for user interface design.

---


99 The court in Lotus did not view this as affecting the determination of whether the copyright had been infringed.

100 There is an exclusion of ‘interfacing and limitation of decompilation’ from copyright law; it is unnecessary to permit development of ‘interoperable’ programs: thousands of such programs have been created under the existing copyright rules, thanks to the work of international standards organizations and the voluntary sharing of necessary information. William T. Lake, John H. Harwood, and Thomas P. Olson, ‘Tampering With Fundamentals: A Critique of Proposed Changes in EC Software Protection,’ The Computer Lawyer, vol. 6, No. 12, December 1989, p. 3.


**User Interface**

Which Elements of a User Interface Design Have Been Protected?

The type of interface that has received the most attention in the software intellectual property debate is the user interface. Two factors have been taken into account by the courts when determining the scope of protection for user interfaces. First, standard ‘building blocks’ of user interface design such as the idea of using a menu have not been protected. Second, the courts have recognized constraints on the design; for example, commands that are necessary to the overall purpose of a program have not been protected. Hardware and software constraints on the way information is presented on the screen have also been recognized.

Having determined which elements of an interface are either standard building blocks or imposed by technical constraints, the courts look for design choices. When there are design choices remaining after the constraints have been taken into account, the courts generally protect the elaboration of these design choices into a user interface. The choice and organization of commands in a menu hierarchy, and the arrangement of command terms on a screen, for example, have been found to be protected.

**Unprotected Elements—In** general, common interaction techniques have not been protected. The idea of using a menu has not been protected. Particular menu styles have also not been protected by copyright, on the grounds that they were common in the industry. The use of a pull-down menu was not protected expression in **Telemarketing**. The use of a two-line moving cursor menu was described as “functional and obvious” (and not protected) in **Lotus**. Also found unprotected have been standard ways of entering commands, selecting menu entries, and navigating on the screen.

Commands and menu options required for the overall purpose of the program would probably not be protected. For example, in **Telemarketing** menu options that allowed the user to access existing files, edit work, and print the work were not protected. Also not protected were functions that were likely to be found in any outlining program, or cost-estimation program. The names chosen for individual menu entries have, in general, not been protected. For example, the use of “print” as the command name for printing would probably not be protected.

The courts have also addressed the issue of the organization of information on the screen, and have generally recognized constraints. Centering the headings on a screen, locating program commands at the bottom of the screen, and the use of a columnar format have all been found to be either unprotected ‘‘conventions’’ chosen from a narrow range of choices or not original.

**Protected Elements**—What has generally been protected is the overall set of command terms and their organization into menus. The designer’s judgment of the way in which users would want to use a spreadsheet, as reflected in the ’‘menu structure,’’ including the overall structure, the order of commands in each menu line, and the choice of letters, words, or ‘‘symbolic tokens’’ to represent each

---


106 Nor is the typing of two symbols to activate a specific command is an ‘‘idea.’’ Digital v. Softklone, 659 F. Supp. 449,459 (N.D. Ga. 1987).


108 ‘‘The idea at issue, the process or manner of navigating internally on any specific screen displays likewise is limited in the number of ways it may be simply achieved to facilitate user comfort. To give the plaintiff copyright protection for this aspect of its screen displays, would come dangerously close to allowing it to monopolize a significant portion of the easy-to-use internal navigation conventions for computers. **MTI** v. **CAMS**, 706 F. Supp. 984, 995 (D. Conn. 1989).


110 Nor is the listing of items for which copyright is supplied subject to copyright, because, in the language of the machining industry, speeds and feeds, machining times and costs, and data specific to the size, depth, and diameter of the hole is all closely related to and hence incidental to the idea of displaying this data. **MTI** v. **CAMS**, 706 F. Supp. 984, 998 (D. Conn. 1989).

111 ‘‘Obvious’’ command terms which merge with the idea of the command term were discussed by the court in **Lotus v. Lotus**, 740 F. Supp. 37, 67 (D. Mass. 1990).

User Interface—Issues

At one level the software intellectual property debate has been concerned with the question of whether user interfaces should be protected at all. The secondary issues have focused on the question of which elements should be protected. Intellectual property law establishes rules for competition in user interface design by drawing lines between protected and unprotected elements. The debate about “look and feel” reflects a concern that a particular style of interface would be protected by copyright law. There is a concern that the protection of an interaction style would leave too little room for innovation by others within the general style, or for its use in a different program.

However, in cases decided so far, the courts have held the mere use of a menu-based interaction style to be unprotected. The use of the “spreadsheet metaphor” has also been held to be unprotected. In effect, the courts have viewed the use of these common types of interaction in the same way that they view the use of words and stock characters alone in the application of copyright law to literature: as building blocks that should not be protected. To give one creator a monopoly over these basic elements would effectively stunt the efforts of other creators to elaborate on these elements in the production of their own works.

One difficulty is that technological change is continually adding new building blocks. The cases that have been decided all involved simple text-based menus that do not represent the state of the art in user interface design. Some of the cases now in the courts involve graphical user interfaces, and it is less clear what constitutes an unprotected “building block” of graphical user interface design, and what constitutes an elaboration of building blocks into a

command was found to be protected in *Lotus v. Paperback*. In MTI v. CAMS, the designer’s view of how a user would go through the process of cost-estimating, as reflected in the sequence of menu screens, was found to be protected. The existence of design choices has frequently been shown by the existence of a third program that uses a different menu structure and has different commands. This has been interpreted to show the absence of ‘mechanical or utilitarian constraints’ on the designer.

In one case, the commands themselves were not protected, but the arrangement of the command terms on the screen was protected expression. As a result, the defendant was forced to redesign the product to present the command options to the user in a different way. Instead of presenting the command options on a single screen, they were distributed over a sequence of screens.

Standards—Industry conventions such as the use of certain menu styles, or the use of the ‘return’ key to select a highlighted menu element have not been protected by copyright law. On the other hand, the choices made by the designer of a successful product in developing the menu structure have not been recognized as a constraint on later developers. In *Lotus* the defendants sought to show that while there may have once been a number of design choices, the success of the plaintiff’s spreadsheet product in the market sharply limited the choices of later developers, due to network externality effects. This argument was not accepted; the court wrote:

By arguing that 1-2-3 was so innovative that it occupied the field and set a de facto industry standard, and that, therefore, defendants were free to copy plaintiff’s expression, defendants have flipped copyright on its head.

---

113740 v. Supp. 37, 67 (D. Mass. 1990). The court said that “[a]n example of distinctive details of expression is the precise ‘structure, sequence and organization’ of the menu command system.”


115“[I]n the present case, the Court has already noted that the existence of ‘Stickybear Printer’ [a third program] disproves defendant’s argument that there are a very limited number of ways to express the idea underlying ‘Print Shop.’ Thus, there is no danger in the present case that affording copyright protection to the ‘instructions’ of ‘Print Shop’ will amount to awarding plaintiff a monopoly over the idea of a menu-driven program that prints greeting cards, banners, signs, and posters.” *Broderbund Software v. UnisonWorld*, 648 F. Supp. 1127, 1134 (N.D. Cal. 1986).


protected design. There is a concern that a ‘building block’ could be appropriated through copyright by the developer of the first program to use it.

One question is related to the role of user interface design principles in determining the scope of design choices. One of these principles is that interface designers should be aware of the benefits of ‘external consistency.’ External consistency allows the ‘transfer of learning’ from one program to another and from one generation of a program to the next. Is it necessary for two spreadsheet programs to be identical in virtually every respect, or can there be significant transfer of learning if two spreadsheet programs share only some core similarity? Would this core similarity be viewed as an unprotected ‘idea’ in the context of copyright law? At the same time, there is a concern that intellectual property law will force ‘gratuitous’ differences between interfaces.\(^\text{122}\)

**Program Code**

How Is the Program Code Protected?

The copying of a computer program can be prevented in several ways. If a computer program is the implementation of a patented process, then copying the program and practicing the invention would infringe the patent. Copying could also be limited by a licensing agreement between the developer of the software and a licensee. However, the main vehicle for preventing the copying of the program has been copyright law. Computer programs have been copyrightable subject matter since 1978, when the Copyright Act of 1976 became fully effective.\(^\text{123}\)

The Copyright Act states that copyright protection does not extend to the “procedure” or “system” or “method of operation” described by a copyrighted work. This is to prevent copyright from being used to protect ‘utilitarian’ or ‘fictional’ articles. For example, an electronic circuit is not copyrightable subject matter, but the circuit diagram that describes the circuit is a copyrightable ‘pictorial’ work. The copyright only prevents someone from copying the pictorial work, not from building the circuit. In the case of computer programs, it is especially difficult to separate the description of the function from the function itself.

“Idea” is a metaphor used in copyright law for the elements of a work that copyright law does not protect. Procedures, systems and methods of operation are ideas. ‘Expression’ is a metaphor for the protected elements of a work. Infringement occurs under copyright law when a work is copied and, taken together, the elements copied amount to an improper appropriation of expression. Copying can be shown by direct evidence or by inference, if the defendant had access to the plaintiff’s work and the works have substantial similarity as to the protected expression. Improper appropriation is shown by the taking of a substantial amount of protected ‘expression.

**Literal Code**—The literal code of a program has consistently been shown to be protected expression, and verbatim copying a copyright infringement. As a result, copying a program from one disk to another clearly infringes the copyright in the program, except to the extent permitted by the Copyright Act (e.g., section 117). This is true regardless of the language used to write the program: the argument that a program in executable (machine language) form was not copyrightable subject matter because it could be considered a ‘machine part’ has been rejected by the courts.

**“Nonliteral” Copying**—In a series of cases, courts have held that the internal design of a program at a level of abstraction above that of the program code could not be copied. In one case a judge wrote:

> It would probably be a violation to take a detailed description of a particular problem solution, such as a flowchart or step-by-step set of prose instructions, written in human language, and program such a description in computer language.\(^\text{124}\)

In other words, a finding of infringement could not be avoided by making small changes to a program or

---

\(^\text{121}\)See pp. 129-130.


\(^\text{123}\)House Report 94-1476 says “literally works” protected under section 102(a)(1) of the Copyright Act include computer programs. The protection of computer programs under the Copyright Act was confirmed by the Software Amendments of 1980.

by translating the program from one language to another language.\textsuperscript{125}

The higher levels of abstraction of the program code are often described as the "structure, sequence, and organization"\textsuperscript{126} (SSO) of the program, although this terminology has been criticized.\textsuperscript{127} Protection of the structure, sequence, and organization has been described as consistent with the application of copyright to more traditional types of "literary" works such as novels.\textsuperscript{128} The main reason to limit copying at this higher level of abstraction is that it would otherwise be possible to avoid copyright infringement by making a few trivial changes to the program text. The courts have determined that this would allow the appropriation of a significant part of the value of a program.\textsuperscript{129}

There were two seminal cases in the area of protection for the structure, sequence, and organization of computer programs: Whelan v. Jaslow and SAS v. S&H. In these cases the particular organization of the program into subroutines or modules was found to be protected expression. In SAS v. S&H the court stated that copying the organizational scheme of a program would be a taking of expression, even if the program code for the "lowest level tasks" were written independently.\textsuperscript{130} In Whelan v. Jaslow the two programs were found to be substantially similar because of similarities in the detailed structure of the five subroutines that the court found to be qualitatively important to the program and "virtually identical file structures."\textsuperscript{131}

**Constraints on Program Structure**—The courts have applied the "merger" doctrine of copyright law by looking for evidence that the structure of the program was dictated by engineering constraints. In cases such as Q-Co. v. Hoffman and NEC v. Intel the courts have found that the similarities between programs were due to constraints imposed by the overall purpose of the program or by the hardware. If there were different ways of writing the program to perform a particular function, however, the courts have found protected expression. In SAS v. S&H, for example, the court wrote that:

[The defendants] presented no evidence that the functional abilities, ideas, methods, and processes of SAS could be expressed in only very limited ways.\textsuperscript{132}

The number of different ways of writing a program to perform a particular function was discussed at hearings conducted by the National Commission on New Technological Uses of Copyrighted Works (CONTU).\textsuperscript{133}

Copies—Because computer programs are protected by copyright, the making of any copy is an infringement. Even the transfer of a program from disk to memory is thought to be the creation of a copy that would be infringing but for the special exemption contained in section 117 of the Copyright Act, which allows a computer program to be copied "as an essential step in the utilization of the computer program in conjunction with a machine.

The exclusive rights granted to the copyright holder are also thought by some to limit disassembly or recompilation of programs—these procedures involve the making of reproductions or "derivative works" of the machine language program. Limitations on disassembly and recompilation provide trade secret protection for aspects of a program


\textsuperscript{126}Whelan v. Jaslow, 797 F.2d 1222, 1224 (3d Cir. 1986).


\textsuperscript{128}As I have indicated, CONTU had no views, and made no recommendations which would negate the availability of copyright protection for the detailed design, structure, and flow of a program under the copyright principles that make copyright protection available in appropriate circumstances, for the structure and flow of a novel, a play or a motion picture. Declaration of Melville B. Nimmer (Vice Chairman of CONTU), appendix to Anthony L. Clapes, Patrick Lynch, and Mark R. Steinberg, "Silicon Epics and Binary Bards: Determining the Proper Scope of Copyright Protection for Computer Programs," UCLA Law Review, vol. 34, June-August 1987, p. 1493.

\textsuperscript{129}among the more significant costs in computer programming are those attributable to developing the structure and logic of the program. The rule proposed here, which allows copyright protection beyond the literal code, would provide the proper incentive for programmers by protecting their most valuable efforts, while not giving them a stranglehold over the development of new computer devices that accomplish the same end. Whelan v. Jaslow, 797 F.2d 1222, 1237 (3d Cir. 1986).

\textsuperscript{130}605 F. Supp. 816, 826 (M.D. Tenn. 1985).

\textsuperscript{131}Whelan v. Jaslow, 797 F.2d 1222, 1228 (3d Cir. 1986).

\textsuperscript{132}605 F. Supp. 816, 825 (M.D. Tenn. 1985).

\textsuperscript{133}Transcript of CONTU Meeting No. 10, pp. 44-45, quoted in declaration of Melville B. Nimmer, appendix to Clapes et al., op. cit., footnote 128, p. 1588.
because the machine language version of programs is difficult to understand. The recompilation issue is discussed in more detail in a later section of this chapter.

Policy Issues—Protection of Literal and Nonliteral Elements of Program Code

Literal Copying—The justification for restrictions on the copying of computer programs is economic: some form of legal protection is necessary to provide program developers with the incentives to develop software. Computer programs are easy to copy—they have the same intangible character as traditionally copyrightable works. The CONTU Final Report states:

The Commission is, therefore, satisfied that some form of protection is necessary to encourage the creation and broad distribution of computer programs in a competitive market, 134

The Commission viewed computer program copyrightability as consistent with the expansion of copyright to new technologies over the previous two centuries, 135

Protected and Unprotected Elements of Program Code—One of the reasons for protecting nonliteral elements of a program is to prevent later developers from avoiding a finding of infringement by making small changes. The main issue is the degree of similarity two programs may have and the degree of independent development that a later developer will be forced to do. In other words, to what extent can the intellectual work in one program be used in a second program? In the two important structure, sequence, and organization cases, Whelan v. Jaslow and SAS v. S&H, the infringing program’s code was similar at a low level of detail. The line drawn between protected and unprotected elements reflects a determination of the level of competition desirable. 136

In practice, there will rarely be access to the high-level language version of a competitor’s program. The only access that one would normally have to a competitor’s program would be to its machine language form. Disassembly would be possible, but there would still be considerable work involved in understanding the program and reimplementing it. It is not surprising that in the structure, sequence, and organization cases there has either been access to the source code or the programs were short enough to be disassembled and studied relatively easily. 137 The legal status of attempts to disassemble a program is a major issue associated with the protection of computer programs using copyright law, and is the subject of the next section.

Recompilation

“Recompilation” is a procedure for translating a machine language program into a more understandable form. It is thought by some to be a copyright infringement, and by others to be a necessary tool for software engineering. The recompilation issue intersects many of the policy issues outlined earlier in this chapter. For example, recompilation may be used in the development of functionally compatible products; whether or not the development of such products should be permitted is itself a policy issue (see “External Design—Policy Issues” in this chapter).

Introduction

To understand a program, there are three things you can do: read about it (e.g., documentation), read it (e.g., source code), or run it (e.g., watch execution, get trace data, examine dynamic storage, etc.). 138 Understanding a program is made easier when the high-level language or assembly language representations are available. In most cases, however, only the machine language version is distributed. Decomilation is a procedure by which a high-level language representation of a program is derived from a machine language program, and “disassembly” is a procedure for translating the machine language program into an assembly language program.

135 Ibid.
The legal status of efforts to discover assembly language or high-level language representations of a program has become the subject of an intense debate. Recompilation and disassembly involve the making of at least a partial reproduction or derivative of the machine language program, and some people believe that reverse engineering using these techniques is a copyright infringement. The policy question is the extent to which limiting access to information about someone else’s program through the workings of the copyright law is socially desirable.

Important factors cited in the policy debate are the uses of recompilation, the ease with which it can be done, and the degree to which the information is available from sources other than recompilation. It has been argued that limits placed on recompilation are required to provide sufficient incentives for the development of original programs. Those who take this position claim that recompilation is a straightforward and routine process that allows clone programs to be implemented at much lower cost. Programs are decompiled and then:

... without the necessity for the significant R&D expenditures made by the innovator, the pirate goes on to alter the program to disguise the copying, and create a second, similar program which it markets as an allegedly different product for a much lower price.

Others argue that recompilation is technically difficult, and is therefore unlikely to be used for piracy. They emphasize that disassembly and recompilation can be used for a variety of other purposes, many of which would have a less direct economic impact on the developer of the program being reverse engineered. For example, some of the information gained by recompilation may be used in developing an “attaching” product that is to exchange data with the program being reverse engineered. Recompilation also could be used for maintenance, debugging, detecting viruses, investigating safety or reliability concerns, or systems integration. Indeed, some of these uses of decompilation represent situations in which an organization might reverse engineer its own programs, not just those developed by someone else.

Recompilation and Disassembly

The product of recompilation or disassembly would never be identical to the original source program. At the very least, comments and the names of labels, variables, and procedures would be lost in the assembly or compilation process and could not be recovered. In addition, the structure of the decompiled program would not necessarily be the same as that of the original program, although this would depend on the compiler that had been used. Because of the loss of mnemonics and much of the structure of the program, considerable work is required to understand the decompiled or disassembled program.

Disassembly is easier than recompilation. There is essentially a one-to-one conversion between the machine language statements and assembly language statements, simplifying the process of translating the machine language program into a more readable form. However, it takes a great deal of effort to understand the disassembled code from a large program. Because disassemblers are widely available, some developers assume that their programs will be disassembled, and try to write sensitive parts of their code in ways which make disassembly more difficult or make the disassem-

---

143 This situation presents no infringement issues.
144 The lack of identity is not relevant to the legal question of unauthorized copying.
145 An 80,000-byte machine language program for an IBM PC-class computer would result in 32,000 lines of assembly code. Clark Calkins, “Tailoring the M880 Disassembler for Turbo Pascal,” Tech Specialism, vol. 2, no. 6, June 1991, pp. 41-46.
bled code more difficult to understand.\footnote{Bob Edgar, “Shielded Code: How To Protect Your Proprietary Code From Disassemblers, ” Computer Language, vol. 8, No. 6, June 1991, pp. 65-71.} Figure 4-2 shows a high-level language program, the corresponding machine language (compiled) program, and the results of disassembling the machine language program.

Recompilation is much more difficult; at this time there appear to be no commercially available decompilers. For this reason, it is unclear whether decompilation is widely used by “pirates” to decompile entire programs and then rearrange the code in an attempt to hide the copying.\footnote{Following the testimony of the computer and Business Equipment Manufacturers Association at the May 30,1991 hearings (See footnote 142), OTA asked for specific examples of piracy using recompiation and descriptions of the state of the art in automated recompiation (Joan Winston,OTA, letters to James Burger, Apple Computer,July 5, 1991 and Sept. 23, 1991). To date, OTA has not been provided with this information.} It is possible that the term “recompilation” is being used in the policy debate to include disassembly,\footnote{A computer program is generally written, in the first instance, in ‘source code’ that is in a relatively high-level language such as FORTRAN or Pascal. The program is then translated (or ‘compiled’) into ‘object code,’ which consists of instructions to the computer in the form of 0’s and 1’s. Programs are frequently distributed to customers only in object code form; the source code is retained as an unpublished, copyrighted work. Recompilation and disassembly (which we call ‘decompilation’ for short) are methods of reconstructing the source code of a program through copying and manipulation of its object code. Lake et al., op. cit., footnote 141, p. 4 [emphasis added].} as “decompilation” is often characterized as any technique that is used to transform “machine readable” code into “human readable” code.\footnote{The legal issue is the same, whether or not a program is “disassembled” or “decompiled.”}

Today, any effort to decompile a program would start with disassembly. Then, if one knew something about the compiler that had been used, it might be possible to match certain patterns of assembly language statements to higher level constructs. However, recompiation would be much more difficult in cases where a sophisticated compiler had been used: optimizing compilers delete and rearrange some of the instructions in order to make the machine language program more efficient, and the correspondence between sequences of machine language instructions and high-level instructions becomes less direct. While a pseudo-source code program could still be derived, it would be less likely that the decompiled program would immediately reveal the original program structure.

### Uses of Recompilation

The information gained by reverse engineering techniques such as recompiation can be put to a variety of uses, each with a different economic effect. The effect on the developer of the program being decompiled is most direct when the information is being used to develop a competitive product. In some cases the reverse engineer maybe interested in learning about a small part of a program, such as an algorithm, that gives the program’s owner a competitive advantage.\footnote{The source code, which often contains the trade secrets of the software creator, remains unpublished. Many software companies go to great lengths to keep their proprietary source codes confidential. . . The right to decide not to publish in any form source code goes to the heart of most software companies’ strategies for retaining the confidentiality of their most valuable and carefully guarded trade secrets. William Neukom, Vice President, Law and Corporate Affairs, Microsoft Corp., on behalf of the Software Publishers Association at hearings before the House Subcommittee on Intellectual Property and Judicial Administration, May 30, 1991.} In other cases, decompilation could be used to develop the specifications for a program that is fictionally compatible—a clone program. Sometimes the specifications are used in a clean-room process that is intended to ensure that the new program does not share expression with the original, for it is the protected expression that is protected by copyright.\footnote{Discussion of clean room issues, see David L. Hayes, “Acquiring and Protecting Technology: The Intellectual Property Audit,” The Computer Lawyer, vol. 8, No. 4, April 1991, pp. 1-20. The effectiveness of using a clean room to avoid copyright infringement depends on whether the specifications that are used are ideas and not expression.}  

Recompilation may also be used to develop a program or hardware device that is not competitive, but “complementary” or “attaching.” This would not affect the market for the original product directly, but would create more competition in the second market. For example, knowing interface information might allow the development of competition in the market for peripheral devices such as printers. Recompilation can also be used to confirm published interface specifications; for example, in the course of debugging a program an unexpected problem may arise with another program in the system, such as an operating system.  

Finally, there are a variety of uses for decompilation for which no product is developed at all. First of
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Figure 4-2-High-Level Language, Machine Language, and Disassembled Versions of a Program

HIGH-LEVEL LANGUAGE PROGRAM

program sum–of–numbers;
{This program adds the numbers from first–number to last–number}
{The text between curly brackets is known as a “comment.” Comments }
{make a program easier to read and understand, but do not affect the }
{execution of the program. }
var first–number, last–number, i, sum: integer;
begin
{initialize variables}
  first–number := 1,
  last–number := 5;
  sum := 0;
{add numbers from first–number to last–number}
  for i := first–number to last–number do
  begin
    sum := sum + i;
  end;
{print the sum}
  writeln('The sum is sum);
end.

The program shown above, written in the high-level language Pascal, adds the numbers from 1 to 5.

High-level language programs have to be translated (compiled) into machine language in order to be
executed on the computer. Part of the compiled program is shown below.

MACHINE LANGUAGE (COMPiled) PROGRAM

10111000 00000001 00000000 10100011 01100000 00000010 10111000 00000101
00000000 10100011 01100010 00000010 10100011 01100110 00000010 10100001
01100110 00000010 00000110 00000110 00000111 11111111 11101001 01111010
01111000

Machine language programs are difficult to read and understand. If the original high-level language
program is not available, disassembler programs may be used to translate the machine language
program into a more understandable form called assembly language. However, assembly language
programs are still more difficult to understand than high-level language programs. Part of the assembly
language program is shown below.

DISASSEMBLED PROGRAM

2D9F MOV Ax, 0001 2DC1 JMP 2DDB
MOV [0260], AX INC CX
MOV Ax, 0005 2DC5 MOV [0264], AX
MOV [0262], AX Push CX
MOV Ax, 0000 MOV AX, [0266]
MOV [0266], AX ADD AX, [0264]
MOV AX, [0260] MOV [0266], AX
PUSH Ax POP CX
MOV Ax [0262] DEC CX
POP XCHG Cx, Ax INC WORD PTR[0264]
SUB Cx, Ax JMP 2DC5
JG 2DC1 CALL 2558

SOURCE: OTA.
all, someone may wish to ‘maintain’ a program for which no source code is available. Recompilation or disassembly would help in understanding the program so that it could be adapted to new requirements, or to fix bugs if no other support was available. Disassembly is also used to find viruses, to examine the output of a compiler to see what it had done, and finally to examine a competitor’s program to see if they had taken any protected expression.

Other Methods of Reverse Engineering

There are other methods of reverse engineering programs whose legal status is less controversial because they do not involve the making of unauthorized reproductions of the machine language program. In practice, a reverse engineer would probably employ a combination of methods, depending on the application, the information being sought, the effort involved, and legal considerations. Some information can be obtained by simply executing the program: it can be run with many different data sets and its behavior observed. There are a number of different software and hardware tools that could be used to follow the course of execution of the program. However, the program code is the best specification of the behavior of the program—it may be impossible to develop tests to explore all the cases that a program may have to handle.

Other information is available from published specifications, manuals, and standards documents. In some cases companies will publish interface specifications because it is in their commercial interest to do so. Even if the information is not published, they may be willing to make it available through contractual arrangements. However, in other cases, such as when a company is active in the market for both the primary product and a complementary product, it may want to limit competition in the secondary market by not making the interface information available. Published documents may not be at the appropriate level of detail. For example, there may be scope for differences between implementations of a standard and manuals may be inaccurate or out of date, or leave some elements undocumented.

Legal Arguments for Policy Positions

While there have been proposals that a new *sui generis* law be enacted to protect software, much of the discussion of software intellectual property policy issues has been based on interpretations of current law. Convincing legal arguments have been made for many of the policy positions discussed in the preceding sections. The two broadest legal questions are the proper interpretation of the “mental steps” and “law of nature” exceptions to patentability in patent law, and the proper interpretation of the statement in section 102(b) of the Copyright Act that copyright protection does not extend to ‘‘processes’’ or ‘‘methods of operation. Both the exceptions to patentability and the meaning of section 102(b) have been given a number of different interpretations by legal scholars and the courts.

Patent Law

One, policy position is that inventions implemented in software should not be statutory subject matter. It has been argued that the ‘‘mental steps’’ doctrine can be used to exclude software implementations from the patent system. Under this doctrine, processes that could be performed using pencil and paper are not statutory. The U.S. Supreme Court in its *Benson* opinion wrote that a computer does arithmetic ‘‘as a person would do it by head and hand. ’’155 In the late 1960s PTO used the mental steps doctrine to deny patents to inventions that used software.

The view that inventions that use software are only statutory if they are traditional industrial processes that transform matter may also be supported by the case law. In *Benson*, the Supreme Court, relying on a series of cases from the 1800s, wrote that “[t]ransformation and reduction of an article ‘to a different state or thing’ is the clue to patentability of a process claim. ”156 However, the Court did go on to say that it was not holding that no

---

153... the ideas and principles underlying a program can frequently be discovered in other ways—ways that are legitimate. Examples are studying published documentation, performing timing tests and observing the inputs, outputs, and conditions of operation,” Victor Siber, op. cit., footnote 140, p. 8.


155 Gottschalk *v.* Benson, 93 S. Ct. 253,254.

156 93 S. Ct. 253,256.
process patent could ever qualify if it did not operate
to change articles or materials.\footnote{15793 S. Ct. 253,257.}

Legal arguments can also be used to support the
position that some of what are now deemed non-
statutory mathematical algorithms should be patent-
able. These arguments are based on the fact that the
Supreme Court appeared to view the Benson algo-
rithm as a ‘‘law of nature.’’ Some have argued that
the Benson algorithm was not the mathematical
expression of a scientific truth, such as $F=ma$
expresses the relationship between force, mass, and
acceleration, but a man-made solution to a complex
problem.\footnote{158} According to this interpretation of
patent law, industrially useful processes should not
become unpatentable merely because they can be
described mathematically.\footnote{159}

Copyright Law

The scope of copyright protection for computer
programs depends in part on the interpretation of the
meaning of section 102(b) of the Copyright Act.
With all works courts must engage in the process of
drawing the line between protectable expression and
unprotectable ‘‘idea[s], procedures], processes],
system[s], method[s] of operation, concepts], prin-
ciples], or discoveries].’’\footnote{150} This exercise becomes
more critical, and difficult, in the context of fact-
based works, such as history texts and instruction
manuals, and ‘‘functional’’ works, such as blue-
prints or computer programs.

There are a number of different views of the
application of existing law to user interfaces. One
interpretation of the law is that user interfaces are
inherently functional and therefore not copyright-
able subject matter. According to this interpretation,
user interfaces are in the domain of patent law,\footnote{160} protected only to the extent that elements are novel
and nonobvious. This argument would support a
policy position that sharply limits the scope of
protection for user interfaces.

The other view is that user interfaces may be
protected by copyright. One approach has been to
protect the user interface screen displays as audio-
visual works or compilations of literary terms.\footnote{161}
The screen displays are considered a separate work
from the program code. As for all works, the scope
of protection for the audiovisual work or compilation
is determined by an interpretation of section
102(b). One interpretation is that the command
terms are ‘‘ideas’’ and that only their arrangement on
the screen is protected expression.\footnote{162} Protection of
the command terms themselves can be supported by
an interpretation of section 102(b) in which the
unprotected ‘‘idea’’ is at a higher level of abstraction,
such as the overall purpose of the program. Any
design choices not necessary to the purpose of the
program, including the choice of command terms,
would then be protected expression.

A second approach to protecting user interfaces
through copyright law is to consider the user
interface as protected by the copyright in the
program. The user interface is viewed as part of the
‘‘structure, sequence, and organization’’ of the
underlying program.\footnote{163} This arguably represents a
different interpretation of the meaning of structure,
sequence, and organization’’ from the way in which
the term was used in Whelan: \footnote{164} it is possible to create
two programs that have identical user interfaces but
use different subroutines and data structures (the
elements that contributed to the court’s finding of
similarity of SSO in Whelan).

The term ‘‘structure, sequence, and organization’’
has been criticized for failing to distinguish between the
‘‘static’’ structure of the program—the program
code—and its ‘‘dynamic’’ structure—the ‘‘behavior’’ of the program when loaded into the computer

\footnote{157} Laurie, op. cit., footnote 61, p. 257.
\footnote{159} 17 U.S.C. 102(b).
\footnote{162} Ibid.
\footnote{163} Ibid.
\footnote{164} Lotus v. Paperback, 740 F. Supp. 37, 80 (D. Mass. 1990).}
Neural networks are a special kind of computing architecture. The network consists of a large number of interconnected processing elements, arranged in layers (see figure 4-C-1). The relationship between the input and output of the network is determined by the internal details of the network. Signals passing between the layers of the network are modified by multiplying them by "weights." These weighted signals are received as inputs by the processing elements. The processors compute an output value, which is a function of the sum of the inputs, and passes the output to the next layer of processors.

The weights determine the overall behavior of the network, much as the program code determines the behavior of a conventional computer. However, neural networks are "trained. The network is presented with input values for which the desired output is known. The network then adjusts the weights until this output is achieved. This process is repeated for a large number of input and output examples, called a training set. Given enough examples, the desired behavior of the network can be achieved for a wide range of inputs. One focus of research on neural network applications has been "pattern recognition" problems such as recognizing handwritten characters: the input is image data, and the output indicates which letter has been "read."

Because neural networks are different from conventional computers, there is some uncertainty about the application of intellectual property laws. One issue is the copyrightability of the set of weights. For example, do the weights satisfy the Copyright Act’s definition of a computer program? Can the set of weights be said to be a work of authorship? One could argue that the network, and not a human, actually authors the weights (see box 4-A on authorship). On the other hand, the network could be regarded simply as a tool used by a human author—the author chooses the training set and presents the data to the network. The first copyright registration for a set of neural network weights issued in October 1990.

A second question is whether protecting the weights alone is sufficient to protect the value embodied by the network. Much as two programs can have the same external design or input/output relationship but different program code, two networks can have the same input/output relationship but different sets of weights. The ability of a neural network to "learn" could make it easier to appropriate the value of the network—the input/output relationship—without actually copying the weights. An existing network or conventional program could be supplied with inputs and the outputs observed. These sets of input and output data could then be used to train a second network, which would have similar behavior to the original network.


SOURCE: OTA and cited sources.
and executed. The possibility that the behavior of a program could be protected expression led to a discussion about the extent to which copyright protection might overlap with patent protection of the program function—what some have termed the "patent/copyright interface" problem. The relationship between intellectual property protection of static and dynamic structure is also an issue in the context of neural networks (see box 4-C).

The same issue was addressed by the Copyright Office in 1988 when it addressed the nature of the relationship between the program code and screen displays. Hearings were held by the Office in response to the Softklone court's holding that the "computer program" copyright did not extend to the screen displays. The Softklone court had noted that "the same screen can be created by a variety of separate and independent computer programs." At the hearings the IEEE Computer Society supported separate registrations of the program code and screen displays, arguing that the nature of the "authorship" in the program code was fundamentally different from that in the screen displays. However, the Copyright Office ruled that a single registration of a computer program covered any copyrightable authorship in the program code and the screen displays, writing that "the computer program code and screen displays are integrally related and ordinarily form a single work.""166

Software Development

Arguments about the proper interpretation of existing law also rely in part on characterizations of the software development process. Some emphasize "creative" aspects of the development process. Just as with other copyrightable works, it is argued, this creative effort should be encouraged by limitations on copying. Others, however, characterize the development process as "engineering," in an effort to limit the scope of copyright protection or to argue for the wider use of patents."170

Discussions of creativity and engineering can also be seen as related to the scope of available design choices. One of the goals of software engineering methodologies is to reduce the number of design decisions, as a way of managing the complexity of large projects. Elements of the development process have become more routine. High-level languages free programs from much of what Brooks calls "accidental complexity.""171 Shaw points out that today "almost nobody believes that new kinds of loops should be invented as a routine practice.""172 Subroutines, macros, and operating systems have also been used to avoid "re-inventing the wheel." The concept of reuse (see box 4-D) may also make parts of the development process more routine. The Federal Government, particularly the Department of Defense, has shown considerable interest in encouraging reuse (see box 4-E).

---


167 "See Digital Communications Associates v. Softklone Distributing. 659 F. Supp. 449, 455-456. The court then concluded, "Therefore, it is the court's opinion that a computer program's copyright protection does not extend to the program's screen displays, and that copying of a program's screen displays, without evidence of copying of the program's source code, object code, sequence, organization, or structure does not state a claim of infringement."168


169 Copyright Office, "Registration Decision, Registration and Deposit of Computer Screen Display," 53 Federal Register 21819 (June 10, 1988).

170 For discussion of the relationship between "software engineering" and "intellectual property, see Clapp, op. cit., footnote 96, pp. 119-120. For extensive discussion of the nature of software development, see Susan Lammers, Programmers at Work (Redmond, WA: Microsoft Press, 1986).


Box 4-D—Software Reuse

Productivity in software development is a concern in both the private and public sectors. The relatively low productivity of software programmers is a difficult problem, so one way to improve programming productivity is to “reuse” program code. This would eliminate much of the redundant work of many programmers writing code that does essentially the same thing. One source estimated that of 15.3 billion lines of code written in 1990, only 30 to 40 percent represent novel applications; 60 to 70 percent represent generic computer tasks like data entry, storage, and sorting.

Reuse can be either accidental or systematic. Many programmers employ “accidental” reuse, making use of some elements of their own previous work or that of their colleagues. In systematic reuse, software is written from the beginning with the intention of making it more reusable; the components are documented and put in a library. This can be time consuming, and in the short run can be more costly than writing a specific program for the immediate need. This cost has to be seen as an investment that pays off in the long run if the component can be reused several times. Software development to facilitate systematic reuse could also streamline software maintenance, which accounts for a large and increasing portion of software life-cycle costs.

When reuse is being practiced within an organization and programmers only use components from their own organization’s software library, intellectual property considerations are not an issue. However, questions of ownership become more important if there is to be development of a market in reusable components. This market is growing, but is still relatively small. For example, it is possible to license libraries of code for common functions, such as components used in developing graphical user interfaces.

Intellectual property considerations can affect reuse in three ways. First, a number of participants at an OTA workshop on software engineering indicated that uncertainty about the ownership of a component or the scope of intellectual property rights could discourage the development of programs composed of components from different sources. Second, some in the reuse community think that a stable system of ownership rights is necessary to encourage the investment required for creating a commercial-quality library and to handle questions of liability. In some cases in the past, the investment for widely used libraries has come from sources other than potential licensing fees (e.g., the X-windows library developed in a university research and education environment, at MIT, and later used in commercial products). A final issue is whether the interfaces in libraries of reusable components are protected by copyright law: can a competitor offer a library with the same interfaces but different implementations?

There are a number of other factors which affect the degree of reuse:

1. Development standards have not been established for software;
2. There is a pervasive belief that if it is “not developed here,” it can’t be trusted or used by “us”;
3. Software is all too often developed with respect to a specific requirement with no consideration given to reuse in other environments;
4. Many languages encourage constructs that are not conducive to reuse;

---

4 Constructing licenses or pricing structures may be difficult. As with any digital information (see ch. 5), it will be hard to control what a user does with a component once a copy has been obtained. Today, some libraries are being sold on a per-copy basis as source code with no royalties or runtime licenses. However, some believe that market forces under the classical copyright paradigm—where “copies” are priced and sold—will not work properly (Brad Cox (Washington, CT), personal communication, Aug. 1, 1991). To reduce individual transaction costs, Cox suggests that use-base fees be administered collectively, similar to the way in which performance royalties for musical compositions are administered.
7 From Eichmann and Atkins, op. cit., footnote 3.
5. Software engineering principles are not widely practiced and consequently, requirements and design documents often are not available with the code; and
6. No widely accepted methodology has been developed to facilitate the identification and access of reusable components.

There is an ongoing body of research designed to: 1) identify characteristics of software components that make them suitable for reuse, 2) identify techniques to translate a software component with marginal reuse potential into one that can be reused, and 3) develop systems for classifying and identifying software components to make it easy to retrieve them from databases when they are needed. Among the systems being considered are artificial intelligence programs capable of browsing libraries of programs, rating their quality according to several reusability criteria (e.g., modularity, cohesion, size, control structure), and indicating those most suitable for reuse. Much of this work is being done for, or in conjunction with, the Department of Defense (DOD), especially the Defense Advanced Research Projects Agency. As a major user of software, DOD has an interest in improving its own and its contractors’ productivity through fostering reuse of software.

Reuse is more common among some major software users in Japan. Of several firms surveyed, Toshiba reported the most reuse with 50 percent of its delivered custom applications software being made of reused components. Toshiba has made software reuse a central strategy for increasing productivity and reliability while reducing costs. Reuse is a high priority for both managers and programmers. Managers are rated on how well their projects have met reuse targets, as well as more usual measures like schedules and customer requirements. Programmers are required to report periodically on how many components they have used from, or contributed to, the reuse database; the company rewards authors of successful components that are frequently reused by others. Toshiba has also developed a specialized tool, OKBL (object-oriented knowledge-based language), which helps users classify components for storage in, or retrieval from, departmental libraries. Users can also locate components using printed catalogs. Most reuse, even at Toshiba, is within families of related products: less than 10 percent of software is reused across departmental lines.

---

10 Cusumano, op. cit., footnote 2, p. 261.

SOURCE: OTA and cited sources.

However, despite these advances, Brooks argues that part of software development will always be a creative process. After reviewing the development of software engineering, he concluded that while the difference between poor conceptual designs and good ones may lie in the soundness of the design method (and can be addressed by progress in software engineering), changes in methodology cannot bridge the gap between a good design and a great one. This, Brooks concluded, requires great designers.

Debate continues within the field concerning the extent to which computer science should be characterized as a science or as an engineering discipline, its maturity as a discipline, and the appropriate content of undergraduate education in the discipline. Some recent efforts have presented a formal definition of the discipline, its methodologies, and
Box 4-E—Special Concerns of the Federal Government

As a major user and developer of software, the Federal Government has special concerns with regard to future trends in software development. Due to the variety of missions of government agencies, its software needs span the gamut from small standard packages (word processing, spreadsheets, graphics) to large, specialized mission-critical systems (air traffic control, hospital information systems, military command and control) and nearly everything in between. Concerns include procurement policies, development of large composed systems, and technology transfer.

Procurement

Government procurement of computer hardware and software has been a complex and controversial subject for a long time. The government strategies for acquiring and managing information technology have been in a state of flux since passage of the Brooks Act of 1965, which was enacted to establish procurement and management policies. Among concerns that have generated this flux are: 1) tension between the rapid pace of change in agency needs and improvements in technology versus the slow pace of the planning and procurement process; and 2) the tension between agency desires to ensure compatibility between systems and congressional desires to ensure competition among vendors.

Software Development

Many government agencies are supported by software systems that are critical to performance of the agency’s mission. These large systems, to be successful, require a good match between planning and assessment of technology needs and the acquisition or development of the hardware and software to match those needs. In creating their systems, agencies face the choice of developing their software in-house, attempting to purchase “off-the-shelf packages to meet their needs, contracting with outsiders to develop customized software for them, or some combination of the three.

Once systems are in place, the complexities of the procurement process often ensure that they stay in place a long time. For these complicated systems, modifications and updates over the years make the software extremely complex and difficult to maintain. For example, the Social Security Administration’s (SSA) system, in place since the early 1960s, had to be modified to reflect changes in benefits mandated by 15 laws passed between 1972 and 1981. Time allowed to make the changes was always inadequate, many mistakes were made, and backlogs became a recurrent problem. By 1982 the SSA faced the possibility of a “potential disruption of service” due to software deficiencies, yet by 1986 a system modernization program was still mired in political and legal problems and had barely begun.

1 Public Law 89-306.

its characteristics (see box 4-F). In 1988 an Association for Computing Machinery/IEEE Computer Society Task Force on the Core of Computer Science developed its detailed definition of the discipline through three paradigms: theory (rooted in mathematics), abstraction or modeling (rooted in the experimental scientific method), and design (rooted in engineering).
Government has a particular need, in future generations of software systems for well-engineered, maintainable software. An additional need is for tools and methods to plan for future software needs and ability to match technology to those needs in a timely manner. Several government projects aim at bringing government, industry, and academic research to bear on these projects. For example, a program called Software Technology for Adaptable, Reliable Systems works with industry to develop new software tools and methods. Part of this multiyear effort was the establishment of the Software Engineering Institute at Carnegie Mellon University which has done research on software reuse and other “software factory” methods.

**Technology Transfer**

Software developed by the Federal Government may not be copyrighted. Under section 105 of the Copyright Act, copyright protection is not available for any work created by the Federal Government. Section 105 was enacted to give the public unlimited access to important information, to prevent the government from exercising censorship, and to prevent the government from using copyright in government works as a shield that would prevent selected groups from acquiring information. In addition, it is argued that the public has paid for the creation of the work through taxes and should not pay a second time by paying copyright royalties.

Some propose that exceptions to the provisions of section 105 be made for computer programs, arguing that copyright protection for government software would facilitate its transfer to the private sector. According to this view, private sector firms that might be interested in developing and marketing products based on government-developed software would be more likely to invest in the “commercialization” of the government software if they were assured of an exclusive license. Similar considerations have motivated government policy with respect to patents granted to the Federal Government. Opponents of an exception being made for computer programs argue that the exception is the “thin end of the wedge,” which could lead to further exceptions to section 105. In addition, it has been suggested that the line between programs and information or “data” is not always clear, and that granting exclusive rights to “programs” could have the effect of limiting access to “data” which would be retrieved using the programs.

Legislation introduced in the 102d Congress would permit limited copyrighting of government software. H.R. 191 and S. 1581 would allow Federal agencies to secure copyright in software prepared by Federal employees in the context of cooperative research and development agreements (CRADAs) with industry.

---

5 Ralph Oman, Register of Copyrights, testimony at hearings before the House Subcommittee on Science, Research and Technology, Apr. 26, 1990, Serial No. 117, p. 100.

6 John M. Ols, Jr., Director of the Resources, Community and Economic Development Division, General Accounting Office, testimony at hearings before the House Subcommittee on Science, Research and Technology, Apr. 26, 1990, Serial No. 117, p. 44.

7 Ibid., p. 41.

8 Steven J. Metzitz, Vice President and General Counsel, Information Industry Association, testimony at hearings before the Senate Committee on Commerce, Science and Transportation, Sept. 13, 1991.

SOURCE: OTA and cited sources.
Box 4-F—The Discipline of Computer Science

In March 1991, the Association for Computing Machinery (ACM) and the IEEE Computer Society (IEEE-CS) published a joint report on recommendations for undergraduate curricula in computer science. The report, *Computing Curricula 1991*, was prepared by the ACM/IEEE-CS Joint Curriculum Task Force and was intended to present “current thinking on goals and objectives for computing curricula.” The curriculum recommendations in the report built upon nine areas comprising the subject matter of the discipline:

1. algorithms and data structures,
2. architecture,
3. artificial intelligence and robotics,
4. database and information retrieval,
5. human-computer communication,
6. numerical and symbolic computation,
7. operating systems,
8. programming languages, and
9. software methodology and engineering.

In preparing this report, the task force drew upon the comprehensive definition of the discipline of computer science presented in 1988 by the ACM/IEEE-CS Task Force on the Core of Computer Science. In its 1988 report, *Computing as a Discipline,* the Task Force on the Core of Computer Science noted that it had extended its task to include computer engineering, as well as computer science because there was not fundamental difference between the core material for the two fields; the difference between them is that “computer science focuses on analysis and abstraction; computer engineering on abstraction and design.” The task force’s definition of the “discipline of computing” included all of computer science and engineering:

The discipline of computing is the systematic study of algorithmic processes that describe and transform information: their theory, analysis, design, efficiency, implementation, and application. The fundamental question underlying all of computing is, “What can be (efficiently) automated?”

Concerning the role of programming languages, the Task Force on the Core of Computer Science had noted that the notion that “computer science equals programming” is misleading because many activities (such as hardware design, validating models, or designing a database application) are not “programming.” Therefore, it concluded that computer science curricula should not be based on programming. Nonetheless, the task force did recommend that competence in programming be part of the curricula because:

It is . . clearly that access to the distinctions of any domain is given through language, and that most of the distinctions of computing are embodied in programming notations.
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Digital Information and Copyright

Introduction

On an optical disc there might be recorded the sounds of a hit song, the pictures at an art exhibition, or the complete contents of an encyclopedia. In any case the disc looks the same—all that is visible to the naked eye is a silver disc with rainbow highlights. Information is encoded on the disc in digital form. Digital information is weightless, compact, and essentially invisible. To make it visible, people need tools—not just hardware, like a computer terminal or a disc reader, but also software tools. Some of the software runs the hardware to make the information visible or audible, but equally important is the software that sorts and navigates so that a person can find the particular fact that is wanted. A single disc might hold the equivalent of 275,000 pages of text.

People are becoming increasingly familiar with digital information and the software to manage it. Word-processing, spreadsheet, database, and graphics programs are among the most popular types of software used on personal computers; many people use them at home as well as on the job. Word-processing software helps a person create and manipulate text information, store it for future retrieval, or print it out on paper. Spreadsheets help people to manipulate numbers and perform calculations. Database management programs are used to organize collections of data—from something as small as a personal address file to something more complex like the billing records of a major corporation or the medical records of the patients in a hospital. Graphics software can be used to make free-hand drawings or graphs and charts illustrating mathematical data. Different kinds of digital information need to be stored and used in different ways, so many more sophisticated software tools are being developed to capture information, organize it, store it, and then find it, filter out irrelevancies, and put it in useful form. (See box 5-A on storing data and box 5-B on storing text and images.)

The line between "software" (or computer program) and the "data" to be manipulated by the software is sometimes hard to discern. For example, "knowledge bases," the databases used in artificial intelligence programs, are not mere lists or records of facts. The knowledge base itself includes structured rules and relationships needed for making decisions. New programming techniques, like object-oriented programming, further blur the distinction between program and data by putting more of the intelligence of a system into the organization of the data and by making the data "active." In object-oriented programming, an abstract data type, called an object, contains both data and methods (a method describes the algorithm the object uses to solve a problem). Thus object-oriented databases can represent a blurring of the program and the data it manipulates (or better stated, object-oriented databases illustrate the essential equivalence of program and data).

Though the line between data and software is blurring, it is still possible to distinguish data or digital information and the concerns that have been raised with respect to intellectual property. Digital information is not just numbers or words, it can be text, motion pictures, or music. Some of the concerns closely parallel those raised for software in other chapters. Others are unique. To understand the issues, it is necessary to quickly review the growing field of digital information or electronic publishing to see the range of technologies and products that are becoming available.

Electronic Publishing

There is a growing commercial market for digital information. The term "electronic publishing covers a wide range of processes, products, and services ranging from traditional books and printed materials to works that are available only in electronic form. Digital information and computer technology is revolutionizing the publishing industry. In addition to commercial producers, a growing number of businesses and government agencies are creating, storing, and using documents in digital form.

Print-Based Electronic Publishing

Many books and periodicals are now written, edited, and typeset on computers; they are only committed to paper in time to be delivered to the end user. Computer-aided publishing systems offer many advantages to publishers: information only has to be typed once and then the captured keystrokes can be edited, corrected, rearranged, or updated with relative ease. Pages can be laid out and “pasted up” directly on the computer. Graphics can be inserted, either by using graphics software to draw them on the computer, or by using a scanner to make digital versions of printed photographs or drawings. Then all the text and graphic information can be converted to a form usable by computer-based typesetters and in some cases, computer-driven printing machinery. Newspapers were at the forefront of implementing computer-aided publishing, but the techniques have rapidly spread to magazine, journal, and book publishing as well. Fairly low-cost desktop publishing systems, using personal computers and laser printers, have even brought these abilities to small businesses, community groups, and schools.

The easier manipulation of digitized information means that many different products can be derived from basically the same information. For example, magazines and newspapers can more easily produce different regional editions of the same issue. While the bulk of the text may be the same, articles or advertisements of purely local interest can be

2 Electronic publishing does not have a single definition. Some people insist that “print-based” electronic publishing does not exist, and that only processes that deliver information in electronic form directly to the end user should be called electronic publishing. More often, however, use of computer technology and digital information in early stages of creation of printed materials is considered to fall under the electronic publishing rubric. For a discussion, see Michael R. Gabriel, A Guide to the Literature of Electronic Publishing (Greenwich, CT: JAI Press, Inc., 1989), pp. 1-14, and Oldrich Standera, The Electronic Era of Publishing (New York, NY: Elsevier, 1987), pp. 6-10.


4 Ibid., p. 110.
Box 5-B—Storing Text and Images

Text storage and retrieval: Text retrieval systems, text base management system, or text data management system are terms for computer-based storage and retrieval systems that store documents in machine-readable, character-coded form so that they can be retrieved by a user or processed by a computer. Text databases differ from other kinds of databases described in box 5-A mainly in that the fields are very large—often the size of a whole article or book. Text databases also differ from word processing systems, which also store text in character-coded form, in that text retrieval systems have much more powerful capabilities for creating indexes to significant words in the text and giving rapid access to text segments that contain the specified character strings. The software of text retrieval systems typically allows a user to search the entire text database (or text base) for all occurrences of a specific word or a phrase. More complex searches may be constructed using Boolean logic operators (e.g., using the terms AND, OR, and NOT to restrict or broaden a search), wild cards (e.g., searching for “creat**” to locate all instances of “creator”, “creative”, “creativity”, etc.), proximity matching (searching for “nerve” only if it appears within 20 words of the word “brain”), and other search tools.

Providers of on-line information developed proprietary text retrieval software for use on their own mainframe computers beginning in the mid-1960s and 1970s, with the earliest implementations limited to relatively brief documents like bibliographic citations and abstracts. Today text systems exist to handle documents of virtually any length, and software is commercially available to run on hardware of many kinds, including personal computers. Text retrieval systems are coming into use by corporations and government agencies to manage internal libraries of letters, reports, legal briefs, and other documents. Text retrieval software is also used in scholarly work to analyze electronic versions of books and other documents. Some systems allow users to create notes and annotations that can be electronically linked to specific areas of the text.

Documents may be put into the text base through direct keyboard entry, by transferring text files from other computers and word processors, or by converting printed documents to digital form through optical character recognition (OCR). Of these three input methods, transferring files is the easiest—most text retrieval systems are designed to ‘‘import’’ digital text from any source. For documents that exist only on paper, scanning with OCR can often turn out to be less expensive than keyboarding, but it is not yet a problem-free method of converting printed text to digital text. Changes in type style or blemishes on the paper can cause scanning mistakes that must be found and corrected by keyboard. Despite advances in scanning technology in recent years, the conversion problem prevents many organizations from replacing paper archives with digital text bases.

Although online document storage saves space compared to storage of paper letters, legal documents, books, or reports, it still requires disc space. Data compression algorithms and more sophisticated indexing algorithms are aiding in reducing these storage requirements. Some compression techniques can reduce data storage space requirements by as much as 75 Percent.* Improved indexing algorithms allow both for faster searches and reduced storage needs for the index database (a complete index of all occurrences of all words in a document can be nearly as long as the document itself unless space-efficient methods are used). Text bases can be stored on both magnetic and optical discs.

Image storage and retrieval: Image storage captures a document’s appearance, rather than its content. An electronic document imaging system uses a scanner to convert documents to a form that can be stored digitally. The most widely used scanners divide the document into many tiny areas called pixels (picture elements), measure the light reflected from each pixel, and send a corresponding electrical signal to image processing circuitry which converts the signal to a stream of digital code. The scanners are fairly reliable and simple to operate compared to OCR. This easier input task is an advantage, as is the ability to copy the exact appearance of a page of text, including any associated photos or graphics. A disadvantage is that text stored in image form usually cannot be directly manipulated, analyzed, or searched by text retrieval software; each image must be properly categorized and linked with index terms when it is entered into the system. Images also require a great deal of disc storage space even after

---

2 Ibid., p. 25.
3 See, e.g., Dennis Allen, “Text Retrieval With a Twist,” Byte, July 1989, pp. 201-204.
4 For more information on image storage, see William Saffady, Personal Computer Systems for Automated Document Storage and Retrieval (Silver Spring, MD: Association for Information and Image Management, 1989), pp. 19-27.

Continued on next page
Box 5-B—Storing Text and Images—Continued

processing by compression algorithms. High-capacity optical discs are often the storage medium of choice for image databases. Not only pictures of documents but also drawings, photographs, and images produced by some medical diagnostic equipment can be stored in this way. Images are retrieved by searching the index database in many of the same ways mentioned above (words, phrases, Boolean search strategies, etc.). Retrieved images may be viewed on a high-resolution screen or printed out on a laser printer or other appropriate printer.

**Storing and exchanging compound documents:** There are many different types of documents and different formats for storing data. Documents produced by one word processing software package, for example, may not be readable by another because they use different conventions for indicating format changes (type styles, paragraph indents, boldface, etc.). Format becomes increasingly important for documents produced by sophisticated publishing software or by multimedia systems—these documents may include extensive format information about type fonts, photos, graphics and other non-text information. If a document is stripped of this format information and reduced to its simplest terms (e.g., when a text document is converted to a file of ASCII characters) it may be read by a wide variety of software packages, but so much formatting information may be lost that the document is useless for certain purposes. Even if it is still readable, a document so treated may no longer be revisable, that is, it cannot be edited or updated.

There are a growing number of situations in which fully formatted, revisable digital documents need to be exchanged by organizations that use different software. Much architectural and mechanical design work, for example, is done on computers. Exchanging and storing drawings, specifications, manuals, and other documents in electronic form rather than on paper can reduce storage and maintenance costs. (For example the B-1 Bomber reportedly has over 1 million pages of documentation, 200,000 pages of which must be updated yearly. The Department of Defense, through its Computer-Aided Acquisition and Logistics Support strategy—CALS—is in the process of requiring that all information submitted by contractors developing weapons systems be submitted electronically.)

Interchange of complex documents, independent of particular software or hardware environments requires another level of standardization—standard ways to describe how data was handled by the originating software so that the receiving software can handle it in an appropriate and compatible manner. An approach to this problem is use of a 'document description language' or 'metalanguage'; the 'tags' or 'labels' generated by the document description language are included in the document. A person reading the text may not see these tags; their purpose is to describe the document to the receiving software. Several such languages have been developed and are competing in the marketplace; no clear standard has yet emerged. Use of document description tags within the document greatly increases the size of the document and thus the storage space requirement on disc or other storage medium.

---

5 ASCII stands for American Standard Code for Information Interchange. It is the standard 7-bit code for transferring information on local and long distance telecommunications lines.


inserted in the different editions. The completed electronic text can be sent via telephone lines to several printing and distribution facilities throughout the country, thus reducing mailing costs and speeding delivery to subscribers.

In the book publishing arena, materials can be customized ‘on demand. For example, publishers can respond to requests from college professors to create textbooks that only include those chapters that are actually to be used in their courses. By selecting text chapters from an electronic database, publishers can make several different versions of a standard text for different universities. Authors and publishers also find it easier to keep books up to date or to add new chapters if the books are stored electronically until it is necessary to print them.

Once information has been placed in digital form for publishing, it is also possible to use it for other purposes. Some newspaper and magazine publishers also sell electronic versions of their publications in some of the forms discussed below.
Nonprint Electronic Publishing

The other type of electronic publishing, and the one that will get the most attention in this chapter, is the type in which information is delivered to the end user in electronic form.

On-line Information

One segment of this market is the on-line information retrieval service where end users retrieve information from databases housed in some distant computer via telephone lines or computer networks. In 1988 it is estimated that the four largest such services had a total of 1.3 million subscribers and annual sales of over $560 million. Costs to subscribers are usually based on a subscription fee plus usage charges for actual use of particular databases, citation charges for printing or downloading some results, and telephone line charges.

The vast majority of subscribers to these commercial services are organizations—businesses, libraries, universities, etc.—whose employees need access to such services. Ten minutes of on-line searching might cost anywhere from $3.50 to $14.00 or more. Costs can mount up quickly if searches are complex, if expensive databases are used, or if users are not thoroughly trained. Other services aiming to give home users affordable on-line information services (as well as home shopping and entertainment) are currently a small part of the market in the United States. In Europe, Australia, and a few other countries, on-line information services intended for the home user are provided by the telephone company or a government agency and are usually called videotex.

Most on-line information services offer their subscribers access to databases provided by a variety of publishers. The services negotiate contracts with the owners of the databases for the right to distribute them, and pay royalties based primarily on how much the database is used. Having access to many databases through one service is an advantage to users, allowing them to search more economically. For example, the largest service, DIALOG Information Retrieval Service, offers over 400 databases in four categories: numeric data, directories, bibliographic records, and full-text records. Examples of numeric databases include, for example, stock and bond price quotations as well as many kinds of statistical and financial information, some based on government statistics. Directory databases include many standard reference works and handbooks, many of which are also published in hard copy. Bibliographic databases have citations to journal, magazine, or newspaper articles and sometimes also include abstracts of the articles cited. Full-text databases contain electronic versions of magazine, journal, and newsletter articles; they may be collections of articles from many sources, or actual electronic editions of full journal or magazine.

While many electronically published journals are digital versions of the "paper" journal, electronic publishing is gradually growing and changing the way information is exchanged among research communities. Ten refereed electronic journals are now available on the Internet, a collection of research and information networks through which many universities, businesses, and government agencies share services like electronic mail, file exchange, and access to distant computers. Within the Internet community, and on other computer networks, there is a growing camp of researchers who view electronic publishing as an ongoing interactive process. Some experimental journals on the Internet use publication of text as a tool to elicit comment from other researchers. One on-line project on the Genome Project at the Welch Library at Johns Hopkins University mounts text related to the Genome Project on an on-line database. Geneticists, students, and critics from around the country can...
licensing requirements or equipment limitations often mean that only one person at a time can use a particular disc. Licenses are becoming available that allow multiple users to access CD-ROMs on local area networks; while a few vendors do not charge extra for network licenses, in most cases these are much more expensive than single user licenses.

CD-ROMs will become increasingly popular as more titles are offered and as the price of players and discs fall. Recent developments that simplify creation of CD masters (from which individual discs are stamped) will probably make this format more accessible to small publishers.\(^2\)

Using Digital Information

Using digital information has both disadvantages and advantages compared to books or magazines. Information displayed on a computer screen is often not as comfortable or convenient to read as the printed counterpart. Certainly the computers most people use today cannot be conveniently used at a bus stop or on the beach, and research shows that people read 20 to 30 percent more slowly from screen than they do from a printed page.\(^3\) Perhaps more important, the traditional search and retrieval aids we use with books (page numbers, indexes, tables of contents, visual memories of how something looked on the page) are not used in the same way with digital information.

But information in digital form has powerful advantages over printed documents. For example, retrieval software can search through and sort information to help a user find the specific information he/she wants, rather than reading through a whole book or using a (usually inadequate) printed table of contents. With a few keystrokes, a user can use an electronic index, receive a report on how many times a requested term appears in the text, and then actually look at each instance in context. This feature alone may not always be sufficiently helpful if it turns out that there are many instances (hundreds or even thousands) in which the desired term

\(^{10}\)Ibid.


Chapter 5—Digital Information and Copyright

Box 5-C—Digital Information and the Scholarly Publishing System

This view of the effects of electronic publishing on the current system of scholarly publication was taken from an OTA contractor report:

In the scholarly world today, the printed version of knowledge has the function of creating an archive of knowledge more than it serves the function of the exchange of knowledge. This is more true in scientific and technical fields that have access to networks and computers than to the humanities that do not. Scholarly exchange on the network occurs through "affinity group computing," such as the 2,000 Listserv protocols on Bitnet. This kind of exchange is a very good example of gift giving, since it creates a scholarly community (remembering that the function of a gift is to create a social bond, not a profit).

The exchange of knowledge as a gift exchange system among scholars creates "the invisible college" of researchers. The strength of this culture is that it is governed by a search for truth; the weakness is that access to it is restricted. The invisible college traditionally occurred through "old boy networks" meeting in face-to-face interactions, such as conventions. But today, the use of digital networks has expanded it greatly.

(It must be stated that this "gift culture" is possible because the rewards of scholarly research are not given by a market, but nonetheless they exist in the economic rewards of promotion and tenure. However, this is deliberate. The system of scholarly communication was setup through a deliberate system of subsidies, such as the creation of university presses and the higher rates that libraries paid to subscribe to journals. This system of scholarly communication has been destroyed as book and journal publishing moved out of universities and became profitmaking enterprises in the marketplace. Today no research library can afford to pay for the full range of scholarly journals; the price of scholarly journals is rising twice as fast as any other research cost. The destruction of the print-based system of scholarly communication is an excellent case study of what happens when the fine balance between a gift exchange system and a commercial market exchange system is destroyed. However, this very destruction may be driving the development of digital-based scholarly communication. See below.)

The invisible college of research activities today exists on the network. Since nearly every scientific and technical field is growing and changing much faster than the print publication process can reflect, the real exchange of knowledge occurs long before the publication process. Most scientists must actively seek "preprints" in order to find out the current state of research in their field; the actual publication in printed form only validates the contribution for historical reasons and creates an archive. The most interesting experiments in digital publication reflect this; for example, the Online Mendelian Inheritance in Man (OMIM) and Genome Data Bank (GDB) projects at Johns Hopkins University, in which current research findings are peer-reviewed online in databases, are available electronically throughout the world. In essence these projects have done away with the print publication process altogether. Similarly, there are now about a dozen online peer-reviewed scholarly journals which essentially do away with the print publication process.

This evolution has several causes. One is the rapid increase in the cost of scholarly print publications, remembering that scholarly communication was conceived of as a gift exchange process that has been distorted by the marketplace. But another is that digital media have some of the qualities of an oral culture, and oral cultures have traditionally been more effective in providing natural homes for gift activities.

The example of scholarly journals shows that if the marketplace is allowed to define knowledge solely as a commodity, the system of dissemination of ideas and subsequent intellectual innovation can break down. This is happening now, as libraries cancel journal subscriptions, and are not allowed to share subscriptions because of the limitations of print copyright. Exchange systems governing intellectual products on the network must be devised that encourage use by "the invisible college."


appear. Users of databases usually find that a major problem with digital retrieval is "getting too much information. Most on-line database retrieval systems allow the use of several strategies to narrow the search to retrieve a reasonable amount of information. (See box 5-B.) Retrieval and text analysis software are becoming increasingly sophisticated. Still, getting the precise information one wants without reading through lots of irrelevancies, or worse yet, missing something important, can sometimes be a daunting challenge; the challenge can be even greater if one doesn’t
know which of several databases offered by different publishers has the information. In today’s market, different publishers have different user interfaces and search protocols. Learning to use them all can be time consuming and expensive. A class of software tools called “agents” or “filters” are coming on the market. These can collect information from multiple sources, including electronic mail, on-line news services, and internal corporate databases, and sort it according to the user’s priorities and interests. Some database providers are offering more sophisticated software tools that will allow users to specify a search and then have it automatically performed on a number of different databases offered by that provider. In some cases these new tools are controversial because owners of the databases disagree about how royalties should be calculated when such software is used. As use of digital information grows, people are going to need even more sophisticated search tools. One group envisions “knowbot programs” that will act as personal librarians in the future. These artificial intelligence tools would accept the users requests for information, search many different sources, and then return the results in a form that would be most useful to the reader.

**Hypertext**

One great advantage of digital information is that it does not have to appear to the user in the same order in which it was written by the author, nor indeed does it need to appear to different users in the same way if they have different needs. The ability of computer software to link different pieces of information also allows information to be presented in innovative formats. Hypertext and “hypermedia” are generic terms for systems that link related pieces of information for presentation in a non-sequential manner. Hyperlinks give the reader the power of “subjective linearity.” When the material is read, the reader chooses the particular items to be presented, and the order of presentation, depending on his or her needs or level of interest.

Dictionaries and encyclopedias, with their many discrete entries and heavy dependence on crossreferencing are obvious candidates for hypertext, and some have been published in this format. With a hypertext encyclopedia, the user may begin reading an entry on “elephants” and upon seeing the mention of “ivory” may “click on” (select) that topic. The hypertext software will then usually open a window with a brief discussion of the term; by clicking again, the user may then choose to get more details on the new topic or go back to the original topic. In this way, the user can search through many related topics without toting half a dozen volumes from shelf to table, and without trying to mark a place in several books at once. Electronic bookmarks and other aids help the reader navigate through the information.

Hypertext is useful for on-line help systems for computer users. Hypertext provides the ability for a user to go directly from an error message to the relevant section of the on-line user’s manual or even to a tutorial program giving computer-aided instruction on how to avoid the problem in the future. CASE (Computer-Aided Software Engineering) systems have been created in hypertext, allowing software developers to link and navigate through the various versions of the reports, documents, and code objects developed during a major software development project. In the commercial world, prototype hypertext systems have been developed for financial auditing, a field that is heavily dependent on crossindexing and relating information from different sources. Hypertext also lends itself to advertising, product catalogs, and tourist guides.

Hypertext is also used for educational and scholarly work. For example, Harvard’s Perseus project brings together information from ancient Greek

---

17 A few, e.g., Lino Cortes in *Hopscotch* (New York: Macmillan, 1972), have experimented with giving readers alternative sequences in which to read chapters in printed books. Nonfiction writers often give prefatory warnings, such as those cautioning lay readers to review explanatory appendices before starting difficult text. In general, however, it is difficult to overcome the linear nature of printed information.
19 Ibid., pp. 44-45.
history, archaeology, and literature, including the original Greek text, translations, dictionaries, and scholarly articles. Hypertext links allow students to open windows where the original Greek writing and its translation can be viewed simultaneously, or to check the validity of scholarly interpretation by going directly from the citation to the underlying text.21

Mixed-Media Databases

Nor is digital information limited to data or texts. Anything that can be seen or heard can be digitized, including voices, music, photographs, and moving pictures. Databases that combine information from several such sources are called mixed-media or multimedia databases. In many cases, multimedia packages are complex affairs that may link together computers, compact disc readers, and several different display screens. Mixed-media databases are still in their infancy, but the software to make them work and the display technology to make them appealing and easy to use are becoming available.

One example of a mixed-media database is the American Memory Project, a prototype digital library developed by the Library of Congress. American Memory is a collection of photographs, pamphlets, films, and sound recordings dating from the late 1800s and early 1900s. The information is stored on a set of video discs (with photos and films in analog form) and CD-ROMs (with all other material in digital form) and packaged together with hypertext search software.22

When mixed-media databases are combined with hypertext techniques the result is the ability to combine and link many different types of information on the same topic. The Perseus system mentioned above, for example, contains many photographs of ancient Greek art and architecture, in addition to text. In some cases, students can see more detail in the screen image of the photos than they would be able to if they had access to the original items. Further, the hypertext links allow related works to be compared. A hypertext treatment of Beethoven’s Ninth Symphony includes a CD recording of the Vienna Philharmonic performing the symphony along with different versions of the score, discussions of the music and of Beethoven’s life, examples of his writings, translations of the choral movement, and a quiz in the form of a video game. Students can listen to the whole symphony, study one part in depth, or listen note by note as they move the cursor through the score.23

Digitized video and audio require a lot of storage space compared with text. Optical media such as CD-ROM are good storage media for such types of information, but even here there are limits. The capacity of one CD-ROM easily accommodates a 26-volume encyclopedia and leaves room for the text retrieval software, 15,000 illustrations, 45 animation sequences, and one hour of audio.24 A CD can normally hold about 540 megabytes or 275,000 pages of text,25 but only about 74 minutes of high-fidelity digital audio and far less of full-motion digital video.26 Several digital compression methods can be used to reduce the space required for digital audio or video by 2 to 10 times, though most of these methods are ‘‘lossy,’’ that is, the playback version is not of the same quality as the original because some information is lost.27

Digital Libraries

If digital technology is changing publishing it is also changing libraries. Libraries have been experimenting with and investing in computer technology for 25 years. Patrons at many libraries across the country have been either thrilled or dismayed to find that computer terminals have replaced the card catalog. High school students no longer thumb through dusty index volumes at the public library in

21Ibid, p. 68.
26For a discussion of compact disc, CD-ROM, and other optical formats, see (-1. S. Congress, Office of Technology Assessment, Copyright and Home Copying; op. cit., footnote 11, pp. 44-48 and Nielsen, op. cit., footnote 23, pp. 123-126.
search of magazine articles; they search CD-ROM databases.

For most libraries, the first step was to use computers to streamline acquisitions, circulation, and other administrative operations. An early development was the Library of Congress’s MARC (Machine Readable Cataloging) system, begun in 1966. The MARC system provides standards for encoding bibliographic information in machine-readable form; many libraries use it to create their own machine readable records as a basis for on-line catalogs. By the early 1980s, many research libraries had some on-line cataloging capability; in some cases it was available for patron use. Cooperative agreements among libraries have led to major bibliographic databases such as OCLC (On-line Computer Library Center) and RLIN (Research Libraries Information Network) which receive contributions from, and process inquiries for, thousands of libraries.

On-line catalogs are a great aid to library users, allowing them to search large collections, or multiple collections, for the resources they need. For example, a user can now search the catalog of the entire University of California system at any time, from home or office. Ten years ago, the task would have required visits to over 1100 card catalogs on nine different campuses across the State. In addition, the cross-referencing possible with an on-line catalog is far superior to what was possible with cards. For example, a user can easily identify all holdings of the library published in a foreign language during a given time period—a search which would be impossible with a card catalog. Some university and research libraries have also begun providing users with on-line access to journal literature, either citations or full-text form, by obtaining licenses to some of the commercial databases or on-line services discussed above. (See box 5-D.) The next step for some research libraries in the forefront of automation is the automated delivery of library materials that have been identified through a search of the on-line catalog; materials might be delivered either in either in hard copy or in electronic form. An experimental project at Carnegie Mellon University will provide links from catalog citations to either full-text records or digitized images of printed pages available on-line. The same project is also attempting to make extensive digital resources such as databases and electronically published journals available at any terminal on campus. Part of this project is the enhancement of the university’s electronic catalogs to give more useful search information. Examples of enhancements include listing of chapter titles, separate listing of authors of stories, essays, or chapters in books, and abstracts of technical papers.

What will be the digital library of the future? Though many of the building blocks are in place, many say that its potential has not been realized, primarily because so much of the world’s knowledge is still not in digital form and will not be for some time to come.

Copyright Issues for Digital Information

The previous sections pointed out some major differences between digital information and information in more traditional forms. These differences have been summarized as a list of six characteristics of digital information:

1. Works are easily copied.
2. They can be easily transmitted to other users or be accessed by multiple users.
3. They can be easily manipulated and modified.
4. Works are essentially equivalent: text, video, or music are all reduced to a series of bits and stored in the same medium.
5. Works are inaccessible to the user without hardware and software tools for retrieval, decoding, and navigation.
6. Software also allows for new kinds of search and linking activities that can produce works that can be experienced in new ways.

These characteristics of works in digital form have implications for copyright because they change how authors create, the kinds of works they can.

Box 5-D-One User’s View

The availability of digital information offers many new opportunities for people of all kinds, but it also gives rise to some uncertainties and confusions, as discussed in this first-hand account taken from an OTA contractor report:

When I was in high school and college, I took handwritten notes of the library material I would use for research papers. Often the teacher would put material on reserve and I would trudge over to the library and laboriously copy stuff out by hand. By the end of college in the late 1960s, copy machines were installed in college libraries, but the copy quality was not particularly good and the price was pretty high, at least compared to handwritten note taking. A few years later, in graduate school, copy machines were common in college libraries, copy quality was pretty good, and the price of a copy was coming down. Colleges had even put in copy service centers in the library so I didn’t have to stand at the copy machine; I could take my stuff to a central location and someone else would copy it for me. Still, as in high school and undergraduate days, I did my research manually using print indexes. But with the cheaper price of making copies and the better quality, my professors began to compile packets of material which lessened the number of trips to the Reserve Room.

When I began my doctorate, on-line search services were available but expensive for a graduate student without a research grant, so again, most of my research was done manually, using print indexes. In contrast to my undergraduate days, I did little manual note taking, using the copy machine instead. Most of my doctoral research was done on ERIC (Educational Resources Information Center—a bibliographic database), which I poured through volume by volume, year by year. About a month before I finished my research, my library installed ERIC on CD-ROM—too late to be of much use to me. Now, however, I’m not even sure where the paper copy of ERIC is in my university library. Should I so choose, I can download from CD-ROM ERIC and use the information in my home or office computer. In addition, I can access the university/consortium catalog of holdings from my home or office computer. No longer am I bound to the physical location of the library as I was as an undergraduate. Nor am I bound to paper. Should I want to compile a bibliography from ERIC, I can simply reformat the information I’ve downloaded to a format acceptable for whatever purpose I’m using it for.

To me, at this point, that ‘stuff’ that I’ve gotten from ERIC is similar to music coming over the radio or a television program. Either the music or the television program I can tape—it’s coming into my home; I have the technology to tape it and so I do. And that’s legal (I think). But what if I use that tape in my classroom? Is that legal? What if I simply reformat the information from the ERIC CD-ROM I’ve downloaded, and distribute that information to my students? Is that legal? Do I even stop to wonder whether it’s legal? Suppose I’m working on a video disc presentation using Hypercard. I have these television programs I’ve taped, radio music I’ve taped, the bibliography I’ve downloaded, and the technology to put it all together into a video disk that will be used only by my students to help them learn better. Do I stop to wonder whether it’s legal? Probably not, I have the tools (technical) to do the job and the information and material to put into the tools, so I probably just go ahead and make the video disc without too much concern about legality. I want to use the most effective tools and resources available as quickly as I can to help my students learn—and I could be frustrated waiting for every legal clarification and permission-if I could even find the sources.


create, and the ways that readers (or users) read (or use) the works.

What Is a “Work”?  

As mentioned in chapter 2, copyright protection attaches to an “original work of authorship” when it is ‘fixed in any tangible medium of expression,  

Thus, when an author writes a novel on a computer or word processor, it is clear that a printout is fixed and tangible and protected by copyright. It is also fairly clear that the words on the cathode-ray tube are evanescent and therefore unprotectable.  

A new kind of work that is increasingly being produced today is the electronic mail message.

30Stanley M. Besen and Leo J. Raskind, “An Introduction to the Law and Economics of Intellectual Property,” The Journal of Economic Perspectives, winter 1991, vol. 5, No. 1, Case law has held that the fixation requirement for computer programs is met when the source code is written on paper or when the object code or microcode is fixed in a computer chip.
which usually exists only in digital form (fixed in the magnetic disc of the computers where it is sent or received) unless it is printed out. Users of electronic mail on nationwide systems like Internet, Bitnet or CompuServe send millions of messages a year. In addition, many agencies, corporations, and universities have internal electronic mail systems. Some types of electronic mail communication are intended by their senders to be private, others are public. However, there are currently no well-established rules of etiquette for electronic mail nor is there a clear distinction between public and private communications. Most messages are of an ephemeral nature and their writers may or may not care whether their rights under copyright are protected. Other users of electronic mail use this medium to contact and collaborate with colleagues, to express ideas, to exchange drafts of work in progress. In these cases, people would be interested in retaining the rights to their writings.

Technology allows a person to forward an electronic message received from someone else very easily to any number of other people. Is this kind of distribution the same as “publishing” (a right which the copyright law gives exclusively to the author)? A message can also be modified before forwarding; does this create a derivative work (for which permission from the author should be gained)? Most people would probably agree that mail messages belong to the writer and that publishing them without attribution or modifying them without permission is a breach of manners, at best. However, whether it is an infringement of copyright has not yet been tested.

A further complication in the definition of a work arises because computers make collaboration and multiple authorship so easy. Many electronic mail messages are generated as a part of computer “conferences. Conferencing is a method whereby people can communicate about topics of mutual interest, even though they are geographically separated. Conferencing software on the host computer records and organizes incoming messages so that each participant can read what has been written by others and then add his or her own responses. Conferences can be of short duration (a day or two) or they can go on for years; they can be limited to a few authorized members or open to anyone with access to the host computer.

Are the “proceedings” of a computer conference one joint or collective work, or many separate works? If it is a collective work with may contributors, the individual contributors can claim authorship in their respective contributions, but who can claim authorship in the collection as a whole? If it is not a joint work, does each individual message constitute a separate work, or do all the contributions of one author constitute a work? The question of what constitutes the work, and the identity of the author or authors, will determine the right of various contributors. For example, if the conference is a joint work, each contributor would have the right to publish the whole conference (subject to accounting to the other joint authors for their pro-rata shares of any royalty). Each joint author would have the right to sue for infringement of any portion of the conference. On the other hand, if the conference is composed of separate works of authorship, each individual author could exercise exclusive rights only over his or her own portion.

In addition, the question of the size of a work might be important in determining if infringement has taken place and if a “fair use” defense against infringement is appropriate. Fair use is determined by four criteria (discussed in chapter 2), one of which is the amount and substantiality of material used with respect to the whole. If a computer conference is one work, then using a single message in toto is a small part of the whole; if each message is a work in itself, then copying a single message would be appropriation of the entire work and the fair use defense would be on shakier ground.

Mixed-Media Works

The fact that digital storage makes all works essentially equivalent complicates the definition of a digital work. Current copyright law treats works according to the category to which the work belongs. Categories defined by the law include: literary works; dramatic works; pictorial, graphic, and sculptural works; audiovisual works; motion pictures; musical compositions; computer programs; and sound recordings. These different categories sometimes have different implications for protection of the work. There is no category for a mixed-media work that combines examples from each of these categories.

One school of thought holds that a mixed-media work should be considered to be a series of different works, with each type of work being treated according to its class. Another approach would be to consider the whole package as if all the parts were of the same category.32

Converting Works to Digital Form

Developers of mixed-media products encounter copyright questions not only in protecting their works, but in trying to create them. Getting permission to put copyrighted works into digital databases has sometimes been so difficult as to prevent projects from getting underway. Because the medium is new, most people have never dealt with it before and the channels for copyright clearance and agreed upon rates for royalties have not yet been worked out. And because many mixed-media projects are large collective works, many different rights owners often need to be satisfied.

In the field of music, songwriters and music publishers collect royalties through ASCAP (American Society of Composers, Authors and Publishers) and BMI (Broadcast Music International), who grant licenses for public performances of music, and through the Harry Fox Agency, which grants mechanical licenses for incorporating music into recordings or movies.33 The fee structures of these organizations are geared to traditional uses of music, and permission to use music typically costs a few percent of the expected sale price of a published disc. The price structure is reasonable for traditional recordings that use a small number of complete songs on each disc, but prohibitive, for example, for a multimedia library intending to use small parts of hundreds of songs. Until new structures are developed, mixed-media producers are generally limited to works in the public domain, or works composed especially for use in multimedia presentations. Several companies are developing libraries of such works.34

Another layer of complication arises if multiple licenses are needed for each work, for example, if multimedia presentations are deemed to be public performances of the copyrighted works they include. It is fairly common in the music industry for performance rights to reside with one entity, while reproduction and derivative use rights rest with another. If one user sits before a computer terminal and hears part of a copyrighted song in the presentation, has a public performance occurred? One royalties-collection agency has taken the position that each use of computer-based presentation is a public performance.35 The definition of public performance is not clear in the case of computer-based works.

Similar, or worse, difficulties exist in other areas, particularly in areas like images and writings where there are no collective organizations like ASCAP, and negotiations must be made with many individuals. A project to copy baseball cards on CD-ROM was scrapped when it was realized that the publishing company did not have, and could not grant to a licensee, the rights to make digital versions of its own printed cards. The rights would have to be obtained through separate negotiations with more than 500 individual players or their lawyers, but the royalty that could reasonably be expected from sales of the CD-ROM product would be far too small to justify such an undertaking.36

Getting permission to convert whole works, such as books, into digital form is generally easier. A number of books have been converted to digital form (some packaged with text analysis software to facilitate scholarly research). Many of these are in the public domain, but for those that are copyrighted, a typical contract follows the model of a contract granting translation rights.37

Originality and Authorship

Copyright attaches to ‘original works of authorship. . . .”38 Original, in this case, means that the work was independently created by the author and
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33 For more discussion of royalty structures for music, see Copyright and Home Copying, op.cit., footnote 11, especially ch. 5.
35 Ibid.
36 Ibid., p. 50.
37 Michael Newman, Director, Center for Text and Technology, Georgetown University, personal communication, June 21, 1991.
38 17 U.S.C.102(a).
not copied from another work. Original does not mean novel—two writers could conceivably create identical works, but as long as neither copied from the other, the works would be original. In earlier cases, the U.S. Supreme Court has also held that some degree of creativity must be involved, and that protectable writings are the “fruits of intellectual labor.” The U.S. Supreme Court has also defined “author” as “the one who turns a lot of information into a work; originator; maker.”

A lot of digital information is in the form of compilations of facts. Facts themselves are not copyrightable. However, an author’s selection, arrangement, and organization of facts may be sufficiently original to make the compilation copyrightable. Many publishers, for example, compile and resell information available from the Federal Government (e.g., court decisions, laws and regulations, economic and financial statistics). The database publishers add value to the government material by organizing it, adding indexes, packaging it with search and retrieval software, etc. Government information is in the public domain, not covered by copyright. Yet the publisher’s selection and arrangement of the public domain information can be copyrighted.

How much of the publisher’s contribution should be protected is sometimes subject to controversy. In a lawsuit involving two major legal publishers, West Publishing Co., claimed that a competitor, Mead Data, infringed by offering Mead’s subscribers an electronic information service with citations including the page numbers on which legal opinions appear in West’s publications. The district and circuit courts found that the organization of the information, including page and section numbers, was copyrightable expression and that a competitor’s unauthorized use of them was an infringement. The case ultimately, ended in settlement and the decisions remain controversial.

A recent case decided by the U.S. Supreme Court, Feist Publications v. Rural Telephone Service Co., found that telephone White Pages are not copyrightable, and that copying them into another compilation (a regional telephone book) was not an infringement. Lower courts had ruled, in accordance with earlier “sweat of the brow” or “industrious collection” tests, that Rural Telephone was entitled to copyright because of the effort it expended to create the White Pages directory. However, the U.S. Supreme Court held that the proper test for copyrightability of a compilation is originality-in this case, the intellectual work of selection and arrangement of facts. Rural Telephone did not select the facts (it was required to list all subscribers with published numbers) and the arrangement was the same as is traditionally used in White Pages telephone directories. Thus, this compilation did not have the minimal spark of creativity to warrant being called an original, copyrightable work.

Database publishers also consider their user interfaces and search and retrieval aids to be copyrightable expression, but it is not always clear how much of this is actually protectable. The same controversies apply here as with the discussions over protectability of user interfaces as discussed in chapter 5.

“Authoring” is a technical term used in the process of constructing works in hypertext. In this case the “author” is the one who turns a lot of different objects (words, paragraphs, pictures, sounds) into hypertext by establishing the links among them. This “author” may or may not be the

---

39 The Trade-mark Cases, 100 U.S., at 94.
40 Burrow-Giles, 111 U.S., at 58.
43 For example, see L. Ray Patterson and Craig Joyce, “Monopolizing the Law: The Scope of Copyright Protection for Law Reports and Statutory Compilations,” UCLA Law Review, vol 36, April 1989, pp. 719-814. The authors note that the defendant did not copy the numbering system, but merely cited it; in addition they believe the courts gave too much weight to economic effects on the plaintiff rather than to the purposes of copyright.
same as the one who actually wrote the words that appear on the screen. Yet the establishment of the hyperlinks can be a significant intellectual effort; one that greatly contributes to the usability of the final product.

What are the implications of “authoring” if one person establishes new hypertext linkages within a system to which copyright is already held by someone else? If a scholar, working with ordinary print materials, were to make a new discovery, he or she would report it by writing an article; the article would undoubtedly be a copyrightable work of authorship, even though it contained many quotations from other works. An annotated bibliography, in which a scholar cites many references and adds his or her own comments, is also considered a copyrightable work.

However, an electronic library offers scholars new ways of publishing articles and guiding readers through relevant literature. A scholar could develop a set of hyperlinks that directly leads readers through the referenced materials in just the order the author wishes to make a point or demonstrate a discovery. Such a work might represent considerable intellectual effort, and might be considered a work of scholarship (the scholarly communities will have to work out their own standards about publishing in an electronic environment). But is it a writing? Could a set of hyperlinks be considered a copyrightable work? Or is it an idea or discovery, and therefore unprotectable? Could an electronic article consisting of a set of hyperlinks be considered a “derivative work” based on the underlying works, in which case permission should be obtained before it is created?

**Use of Digital Information**

Book authors ultimately seek to collect financial rewards for their work by selling copies of their work to readers (often through publishers). A reader who has purchased a copy of a book is free to do whatever he or she wants with it—read it aloud to a child, make notes on it, give it to a friend, or return it undamaged to the store for a refund. The book is property that the reader owns, and under the “frost sale doctrine,” the owner is free to sell it to someone else.

Electronic publishing is also about delivering works to readers and returning royalties to copyright holders. However, several characteristics of digital information make the delivery system different and also lead copyright owners and their publishers to want more control over the readers’ uses of the information.

**When Is Information Used?**

In using an on-line information service, a reader does not purchase any piece of property; rather he or she buys access to the electronic information. Once that access is permitted, the information is out of the control of the copyright owner and the publisher. The user might decide the information is useless and do nothing further with it; on the other hand, he or she may download it (store it in the user’s own computer) for future use. For the most part, publishers have no way of knowing the final disposition of the material. For this reason, publishers consider information as “used” as soon as it reaches the reader. They wish to be paid in advance. In the case of on-line vendors today, most fees from users are paid as periodic subscription fees plus use charges related to the amount of time spent searching each database, and sometimes charges for specific documents retrieved. The various schemes for digital libraries usually postulate charging for use of
documents based on how much information a user has retrieved.

From the user’s point of view this means that some amount of useless material is paid for. A partial remedy for this is to improve search and retrieval software and to offer means to browse through information (with tables of contents, abstracts, free or low-cost views of a portion of the document, etc.) before a reader commits to requesting a whole document.

To get access, users generally have to agree to certain limitations on their use of the information. People sometimes purchase a copy of a work on CD-ROM or floppy disc; but in many instances, close reading of the wrapper may show that it is leased or licensed, not purchased. In these cases, the first sale doctrine does not apply; the use of the material is subject to the terms of the license agreement. The license may state, for example, that users may not resell the disc, or alter it, or place it on network where more than one person can use it. Users may have to return old discs when new ones are supplied, or when the subscription period ends.

Digital information often comes to the end user through a long chain of intermediaries—the publisher, the database service, a library. Contracts govern the rights and responsibilities at each link of this distribution chain.

If there is a long chain of suppliers, there can additionally be many “layers” of users. It is sometimes hard to actually identify the end user of information in a real sense. A student researcher downloads an article from a CD-ROM database to a floppy disc and gives the disc to a teacher who posts it to an electronic bulletin board. Someone sees it on the bulletin board, makes a printout, and faxes a copy to a colleague who hangs it on a physical bulletin board. Each layer of use here has adapted the article to a new medium and involved a new end user. Users may or may not be aware of how the article got to them or what happened to it after it passed from their hands. Issues like copyright infringement and breach of contract may be involved, but who is at fault—the maker of the first copy or of the second or the person who received the last one? Often infringement is so widespread and diffuse that it is difficult to determine damage.

Traditionally, copyright law does not give copyright owners rights to control the access that readers have to information. Copyright owners in the electronic world use contracts to impose restrictions to make sure that they are paid for every instance of access or use. Still, as a practical matter, these restrictions do not prevent unauthorized copying. Once a user has paid for one legitimate copy of something, there is often not much except moral suasion to prevent his or her making other copies. Digital information is easily copied and easily transmitted to many locations. These characteristics make electronic distribution an attractive publishing medium; but they have a flip side; almost any reader is a potential “publisher” of unauthorized copies.

Unauthorized Copying

Unauthorized copying and distribution is not a problem unique to digital information. Over the past 20 years, the photocopy machine has made copying of books, articles, and other printed works very easy. The introduction of the fax machine has even made it easier to deliver photocopies over long distances. Still, there are limitations to the distribution of unauthorized copies on paper: copy quality degrades with each generation; fax machines, at least at the present time, take some effort to program for large distribution lists; a copied document is still in the same format as the original and can be easily identified as a copyrighted work; photocopying large amounts of material can be inconvenient and time-consuming.

Digital copies, on the other hand, do not degrade; each copy is of the same quality as the original. Distribution is easy; the copy could be posted on a computer bulletin board, or distributed to a list of users on a computer network. If one wants to disguise the origins or authorship of the document, format changes can be made with a few keystrokes. Scanning technology now allows one to turn information on paper into digital information so that it can be changed or manipulated.

Some proposals have been put forward to use technology to control unauthorized copying in the

47 Thanks to Rosemary Talab for articulating the concept of layers of use. Rosemary Talab, Kansas State University, personal communication, Nov. 28, 1991

context of a digital library. One option is to assign intelligent software agents, for example the knowbot programs mentioned above, to the job of representing the copyright holder’s interests. A special type of knowbot program is called a courier. A courier is assigned to a specific item of information (a database, a document, or a paragraph). Depending on the wishes of the owner, the courier can record all uses of the information so that charges can be applied or it can immediately request permission before releasing the information to the user (and deny access if permission is not granted.) The system could also allow for users to make derivative works or to extract parts from a protected work while still giving full credit (and paying royalties) to the original owner. When a user includes a piece of protected information in another document, the courier will create another version of itself to accompany the extract and to represent the owner’s potential interest in the new work. Some proposed systems hope to encourage users to do all their reading, writing, and adapting electronically and to discourage unauthorized copying with a pricing structure that makes working within the system and using authorized copies less costly than making unauthorized copies.

In any case, technological proposals for limiting unauthorized copying generally seem to work only within a closed system. Once a user moves an authorized copy out of the system there seems to be no way to prevent further copying. Some writers suggest that there is no solution to the problem of unauthorized copying and that the problem is sufficiently grave that electronic publishing will never thrive as an industry because authors and publishers will not release works in digital form. However it is possible that, as in the case of the photocopying of books or home taping of musical recordings, a viable market will persist despite the presence of unauthorized copies.

Special Concerns of Libraries

Libraries, as mentioned earlier, have been actively making use of computers and digital information for two decades. Digital information allows libraries new ways to offer services, and completely new services to offer, but some uncertainties still need to be worked out.

Many of the rules under the copyright law regarding lending and sharing library materials or making preservation copies or replacement copies of damaged works were developed with printed books and journals in mind. For example, for purposes of preservation or security (or to deposit with another Library) a library has the right to make a “copy in facsimile form” of an unpublished work. Neither the law nor the legislative history define “facsimile,’ but the dictionary definition is ‘an exact copy,’ which may indicate that conversion of a printed work to machine readable digital text is not permitted.

Some provisions in the copyright law also deal with copying and other use of “computer programs,” but do not specifically extend to digital information. For example, the copyright law gives the owner of a computer program the right to make an archival (backup) copy under certain conditions. There are two points here. In the first place, the library may not be the owner of the computer program. Vendors often say that programs are licensed, not sold. The library, as a licensee rather than an owner, does not have the rights described in the copyright law; these are abrogated by the terms of the license. There is considerable controversy over the enforceability of many of these contracts where the vendor has enough bargaining power to force terms on the user. At present, there is a wide variety in the terms and conditions of software and database licenses. An institutional user like a library or university computer center often uses hundreds of different program and data packages, and to ensure

49 Cerf and Kahn, op. cit., footnote 16.
52 Copyright and Home Copying, op. cit., footnote 11, especially ch. 7.
54 American Association of Law Libraries, op. cit., footnote 32.
compliance with all of their different requirements is difficult." (For more on licenses, see chapter 2.)

The second point is that the copyright law currently refers only to computer programs and not to data or digital information. Computer data is stored in the same medium as computer programs, and it would seem logical to treat them in the same way, but the argument remains that digital data does not fit the definitions currently set out in section 101 of the Copyright Act so owners have no right to make archival copies. The two points raised here become even more complicated for libraries in the case of mixed-media works where printed material, digital data, computer programs, microfiche, and other forms might be packaged and used together. Libraries have a long tradition of resource sharing. Several libraries may cooperatively purchase material, and some libraries may refrain from making certain purchases in the knowledge that the material can be obtained through interlibrary loan when needed, Resource sharing practices have long been viewed as prudent use of both funds and storage space, especially for items for which demand is low. Lending of materials among libraries is institutionalized both by tradition and under the provisions of the Copyright Act (section 108), and interlibrary loan usage has increased dramatically in recent years. However, resource sharing practices have recently come under fire from some publishers who see them as depriving information providers of sales. Publishers strengthen their position by leasing, rather than selling materials, thus denying libraries the rights which ownership permits under the "first sale doctrine." Contracts with electronic information providers sometimes limit or forbid sharing or lending of materials. Libraries, particularly public ones, have an obligation to balance the interests of users and producers—a balance which the Copyright Act is intended to maintain.

It has been suggested that the growing use of electronic information, and the tendency of information providers to control the uses of this material through contracts, will lead to greater distinctions between for-profit and not-for-profit libraries, in terms of their library operations, cost differentials, and access. Not-for-profit libraries may find themselves placing heavier reliance on free or lower-cost databases, and there may be less ability to share materials between libraries. Profit-based libraries will have access to more expensive information resources, but will also have great controls on their abilities to share resources or to network with other libraries.

Many libraries are examining their own role in offering digital information services to patrons. The shift to digital information introduces new kinds of costs. Public libraries are struggling to determine fair allocation of resources between digital information and printed library materials; in addition there is the question of whether, or how much, to charge patrons using some expensive data services. Public libraries have traditionally been free (supported by taxes) so taxpaying users have already paid for services. In addition, public libraries have an obligation to provide information services to those who cannot get them otherwise. Some libraries are developing usage charges for access to some databases, or are trying to allocate use of scarce resources among users by imposing time limits on the use of workstations with access to certain databases. Over the years the balance in cross subsidy between traditional and electronic services may change several times.

Another question is remote access to library services. The technology exists to allow users at home, office, school to use essentially any computer-based service they could use within the library walls. That many libraries are not now offering such services reflects both the costs of starting up such a service as well as questions that must be resolved concerning license policies. One observer points out that remote access could be a "boon to the user and a bane to the supplier." In many cases, libraries would be passing on to users access to data that has been obtained through a contract between the library and an information vendor. Many contracts now forbid remote access or make it prohibitively expen-

55 Comment at OTA Advisory Panel meeting, Sept. 11, 1991.
58 Ibid., p. 78.
59 Ibid., p. 79.
Libraries and vendors will have to work out the pricing of such services.

Also to be worked out are policies about the use of material obtained by patrons. Some libraries already offer on-line information, and other services such as access to electronic bulletin boards, to their patrons; they therefore become an additional link in a complex of transactions. To what extent are libraries responsible if users make unauthorized copies, post copyrighted material on electronic bulletin boards, send obscene messages, or otherwise infringe copyrights, violate contracts, or break laws? These problems are not new. The advent of the photocopier eventually caused libraries to evolve a policy of providing copiers, posting a notice about relevant aspects of the copyright law, and then leaving users unsupervised to follow their own consciences. Policies regarding digital information—what can be downloaded, number of printouts allowed, etc.—will also need to be worked out, but the policy setting process may be more complex since contracts with information vendors will also be involved.

Another area of uncertainty is in the creation of information based on library holdings. On-line catalogs can be made more useful by adding more information about the works being cataloged—tables of contents, lists of illustrations, etc., but there may come a point where enhancements to the catalog infringe the copyright on the underlying works. As libraries increasingly work to create new information these questions may arise. Some envision libraries, especially research libraries of major universities, as eventually becoming electronic publishing centers for scholarly work. If this is to happen some of these questions will have to be settled.

\[\text{\textsuperscript{60}}\text{See Nancy Cline, "Information Resources," EDUCOM Review, summer 1990, pp. 30-34.}\]
\[\text{\textsuperscript{61}}\text{Ibid.}\]
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Chapter 6
Economics, Intellectual Property, and Software

Introduction

Unfortunately, economists do not yet have a final word—or words—for us concerning the optimal intellectual property system for computer software. The topic of intellectual property applied to software has attracted increasing attention over the last decade, but the literature on the economics of software is still evolving, as is the broader economic literature on intellectual property and innovation. Economists’ efforts to understand these issues are made all the more difficult by the rapid changes in software technologies and markets. The discussion in this chapter, therefore, is only a “snapshot” at this time, rather than an exposition of economists’ “solution” to the problem of how best to balance private incentives and social benefits in a rapidly moving area of technology. The following sections offer a perspective on the development of this literature and of economists’ understanding of innovation and technological change.

In the ‘‘U.S. intellectual property system,’’ copyright, patent, and trademark are administered under Federal jurisdiction, as is protection for the topography of semiconductor chips. Laws concerning trade secrets and the misappropriation of confidential business information, trademarks, not federally registered, and certain limited kinds of ‘‘unfair competition’’ are under State jurisdiction. The economics literature on intellectual property concentrates on Federal grants of patent and copyright. In large part, this focus stems from the nature of patent and copyright: these exclusive rights (for limited periods of time) have been designed within a framework involving economic tradeoffs between private incentives and social benefits. The laws governing trade secrets do not incorporate this kind of explicit tradeoff. Therefore, patent and copyright offer more established economic bases for theoretical and empirical analyses of markets for intellectual property. The resulting focus in the literature is reflected in the following discussion, which spotlights some of the issues on intellectual property and innovation that economists have explored, including:

- the economic rationale for granting intellectual property rights—linkages between these rights and economic benefits to society as a whole;
- the balance between the benefits and costs accruing to intellectual property holders and to the public at large;
- factors affecting this balance and the socially optimal degree of protection;
- interindustry differences in the efficacy of patent protection;
- implications of dynamic models with cumulative innovation;
- choices in ‘‘optimal’’ patent design (term, breadth); and
- network externalities and compatibility.

1 OTAnote: Unless otherwise specified, OTA uses ‘‘innovation’’ and ‘‘innovative activity’’ in this chapter to refer to research and development (R&D) and other creative processes producing scientific and technological advances, whether the form of these advances would legally be considered copyrightable, patentable, or neither. Precisely speaking, ‘‘innovation’’ is the technological implementation of a new idea, method, or device discovered by the process of ‘‘invention.’’ The economics literature on R&D, intellectual property, and technological progress has focused mainly on patents—computer software is one of the few copyrightable works where ‘‘authorship’’ directly confers technological progress—and has tended to use the terms ‘‘innovation’’ and ‘‘invention’’ synonymously. In reviewing the economics literature on this topic, OTA uses the authors’ terminology.

2 See Stanley M. Besen and Leo J. Raskind, ‘‘An Introduction to the Law and Economics of Intellectual Property,’’ Journal of Economic Perspectives, vol. 5, No. 1, winter 1991, pp. 3-27. Besen and Raskind review the basic economics of intellectual property and look at each of the modes in some detail.

3 Private incentives are expected to arise from the right holder’s limited monopolistic power; social benefits are expected to include additional benefits to society from the induced disclosure and/or dissemination of innovations and technological advances.

4 For discussions of this balancing between private incentives and social benefits, see the ‘‘intellectual property bargain,’’opping. For discussions of this balancing between private incentives and social benefits, see the ‘‘intellectual property bargain,’’ see U.S. Congress, Office of Technology Assessment, Intellectual Property Rights in an Age of Electronics and Information, OTA-CIT-302 (Melbourne, FL: Kreiger Publishing Co.; April 1986). See also Paul Goldstein, Copyright—Principles, Law and Practice (Boston, MA: Little Brown and Co., 1989), secs. 1, 11, and 1.2.

5 See Besen and Raskind, op. cit., footnote 2, p. 23.

6 The rightful possessor of a trade secret does not have an exclusive right to use the secret information, and the law only provides for legal remedies when the secret is lost through breach of contract or ‘‘improper’’ means of discovery (e.g., industrial espionage). A trade secret may be maintained indefinitely. See ch. 2 and the section on trade secrets below; see also David Friedman et al., ‘‘Some Economics of Trade Secret Law,’’ Journal of Economic Perspectives, vol. 5, No. 1, winter 1991, pp. 61-72.

7 This OTA report does not deal with trademark issues except as they relate to counterfeiting (see section on piracy in ch. 3).
Kenneth Arrow’s seminal 1962 paper examined resource allocation problems in markets for information and invention and the obstacles to efficient functioning that information markets face. He concluded that in a free-enterprise economy, there will be underinvestment in invention and research and underutilization of the resulting information:

To sum up, we expect a free enterprise economy to underinvest in invention and research (as compared with an ideal) because it is risky, because the product can be appropriated only to a limited extent, and because of increasing returns in use. This underinvestment will be greater for more basic research. Further, to the extent that a firm succeeds in engrossing the economic value of its inventive activity, there will be an underutilization of that information as compared with an ideal allocation.

The bulk of economic analysis on linkages among technological progress, economic welfare, and intellectual property has dealt with the patent system, rather than copyright- software is remarkable in being a technology for which copyright is so crucial. However, there is also a well-developed literature dealing with economic welfare, copyright, and consumer copying of journal articles, music, software, etc. (see the final section on home copying below). Moreover, many of the arguments concerning patents and duplication of innovations can be applied to software copyright, especially to issues like copyright protection of interfaces and the appropriate breadth of copyright protection.

As noted previously, this is an evolving literature. Sometimes, the analyses discussed in the following sections will differ in conclusions or policy implications. In particular, some of the economic research done since the National Commission on New Technological Uses of Copyrighted Works (CONTU) suggests policy implications that differ from those of earlier work in the 1950s, 1960s and early 1970s. These differences result because the economic models depict different industry conditions, differ-

---


7 Arrow, op. cit., footnote 6, p. 619.

In his analysis of incentives to invent in both monopolistic and competitive markets, Arrow found that although the incentive to invent was greater under competitive conditions, even then it was less than optimal, especially for major inventions (ibid., pp. 619 and 622). Arrow concluded that, while a preinvention monopoly might increase appropriability, the advantages of this additional incentive would have to be offset against the monopolist’s disincentive created by his preinvention monopoly profits” (ibid., p. 622). Therefore, he concluded, government subsidies or other nonprofit financing for research and invention will be needed to compensate for the underallocation of resources to these activities (ibid., pp. 623-624).

8 As described by Sidney Winter, the pendulum of opinion on the “optimal” term of protection (e.g., whether increasing or decreasing the term of patent protection would be more socially desirable) has swung back and forth over the years. For his discussion of changes in economic thinking about the term and strength of protection see Sidney G. Winter, “Patents in Complex Contexts: Incentives and Effectiveness,” in Vivian Weil and John W. Snapper (eds.), Owning Scientific and Technical Information (New Brunswick, NJ: Rutgers University Press, 1989), pp. 41-43.

ent types of innovation, and different timeframes. Much of the earlier economic work on intellectual property (mainly patents) focused on cost-saving *process* innovations, while later work looked at *product* innovations. Until after the mid-1970s, most analyses of (socially) optimal patent design focused on *patent term* and assumed static (one-shot) models of innovation. The more recent work focuses on *breadth of protection*, *as well* as term; dynamic models of innovation include the possibilities of multiple inventors, cumulative innovation, and network externalities. The more recent work, using dynamic models for innovation, supports shorter, rather than longer, terms of protection.

**Public Goods and the Underlying Rationale for Granting Rights**

In economic terms, a “public good” is one that has the property of *nonexclusivity*: once the good has been produced, it is impossible (or prohibitively costly) to exclude any individual from benefiting from it, whether or not he or she pays. Indeed, individuals have an incentive not to pay for the good, or to undervalue it, in hopes of getting access as “free riders.” The inability to exclude free riders distorts market signals and is thought to result in inefficient allocation of resources to nonexclusive goods and underproduction of them, relative to socially optimal quantities.

Public support is provided for some activities in order to overcome this imperfectness in the market. Thus, some public goods—like national defense—are produced publicly by government and paid for by collective taxation. Some goods that are produced *privately also* face the problem of (at least partial) nonexclusivity. For these also, ordinary market forces may not produce the most desirable social outcomes. Goods that have the property of nonexclusivity will tend to be produced in insufficient quantity or variety because producers are unable to fully benefit from investments in creating them.

Establishment of a system of defined “intellectual property rights” can help alleviate this difficulty. The Framers of the U.S. Constitution dealt with this market imperfection by giving Congress the power to grant copyrights and patents:

> The Congress shall have Power...To promote the Progress of Science and useful Arts, by securing for limited Times to Authors and Inventors the exclusive Right to their respective Writings and Discoveries. (U.S. Constitution, art. I, sec. 8, cl. 8.)

In granting a limited monopoly through copyright or patent, government attempts to compensate for distortions arising from nonexclusivity. According to this rationale, without the counterbalancing grants of monopoly power bestowed through copyright and patent, the inability of authors and inventors to appropriate economic returns from their labors would result in the underproduction of new works and inventions.

Using government grants of exclusive rights to produce countervailing distortions is not the only means to improve the efficiency of intellectual property markets; indeed, using a balanced set of public and private measures, rather than relying on expanded or strengthened intellectual property rights alone, may be desirable.

---

1. In multiple-inventor ‘patent races,’ the rate of R&D spending affects the probability of invention.
2. See Winter, op. cit., footnote 8 and below.
4. This happens both because nonpaying individuals can gain access as ‘free riders’ and because the information at the heart of the intellectual property can be ‘consumed’ without supply being exhausted. In contrast to markets for houses or antiques, consumers don’t have to bid to exclude each other in order to use information.
8. In this article, Menell concludes that copyright protection for computer software does promote some types of innovation by prohibiting piracy, but with some diminution of benefits from increased diffusion of innovations, cumulative innovation and network externalities. Menell suggests a new congressional commission to study software protections. He also suggests that Congress should consider tailoring special protections for software to avoid overextending protection under copyright, and that protection be tailored differently for operating systems and application programs.
• The introduction of monopoly rights can have adverse effects on the market in question. Economic theory holds that a monopolistic producer will tend to produce less of a good and charge a higher price, relative to competitive levels. Moreover, the prospect of monopoly rights can create excessive incentives for certain classes of innovative activity, diverting resources from more socially beneficial ones.

• The monopoly rents can produce unintended, "spillover" effects in other markets (e.g., transfer market powers from the software market to the hardware market or vice-versa).

• Establishing and administering intellectual property systems impose costs on the private and public sectors (e.g., costs to secure rights, litigation and/or negotiation costs, costs to "invent around" or otherwise avoid infringing others' rights).

Therefore, as Peter Menell has noted, in assessing the need for new (or stronger) intellectual property protections:

[It is important to assess the extent to which other forces—both market and non-market—tend to offset the adverse effects of the public goods problem.]

These "other" forces can include leadtime advantages from being first to introduce a product, licensing and service agreements, anticyclic technologies, secrecy, government policies concerning antitrust and standards, research support, etc. (For how and why some of these forces may have changed since CONTU, see box 6-A.)

### Intellectual Property Systems and Net Social Benefits

The linkage between intellectual property rights and economic benefits to society as a whole has traditionally followed this logic: intellectual property rights increase innovators' ability to obtain returns from their intellectual labors; the resulting potential for increased private gains to innovators stimulates additional innovation; and, because of increased innovation, additional benefits accrue to society as a whole. In *Mazer v. Stein*, the U.S. Supreme Court stated this rationale as follows:

The economic philosophy behind the clause empowering the Congress to grant patents and copyrights is the conviction that encouragement of individual efforts by personal gain is the best way to advance public welfare through the talents of authors and inventors in Science and the useful Arts.

The U.S. system of patents and copyrights is intended to strike a balance between the rights of intellectual property holders and the public at large. It is important to recognize that systems of legal protections for intellectual property impose costs on a society, as well as benefits. These costs include the costs of the additional innovation resulting from the intellectual property incentive, plus administrative...
and transaction costs and foregone benefits to society from other innovations that would have taken place, without such protection. Strengthening the system or expanding its scope can increase these costs, and also increase economic losses to society from monopolistic exploitation of innovations:

From the perspective of the public interest, the optimal system for protecting intellectual work equates the marginal benefit of enhancing the scope of intellectual work protection with the marginal cost of greater protection. That is, it equates the benefits of the availability of more and better products with research costs, losses due to monopolistic exploitation, administrative costs, and inhibiting effects on inventive activity.

Nevertheless, much discussion about the U.S. intellectual property system is based on the assumption that, from an economic perspective, "better" or "stronger" intellectual property protection is unequivocally 'good.' This is based on the presumption that 'stronger' rights increase private incentives for innovation, producing additional technological progress and increased benefits to society overall. But this is not necessarily the case.

"An economic evaluation of the patent system as a whole implies an analysis of the differences between its existence and nonexistence-perhaps a hopeless task."


"The analysis of the 'increment of invention' attributable to the operation of the patent system, or to certain changes in the patent system, can only be highly speculative, because no experimental tests can be devised to isolate the effects of patent protection from all other changes that are going on in the economy."


"The point is that inventive activity must precede the patent, whereas innovating activity may follow it. But the justification of the patent system as an incentive for innovating enterprise and for entrepreneurial investment would call for different supporting arguments than the justification as an incentive for invention. Moreover, there would be the additional question whether the promotion of innovating enterprise and of entrepreneurial investment can be held to be subsumed in the promotion of 'science and the useful arts' which the Constitution of the United States stipulated as the sole objective of patent legislation."


"Strength" of Protection and Social Benefits

In his recent review of theoretical issues and empirical findings regarding the patent system, Sidney Winter explains why there is now no general theoretical presumption in economics that the consequences of "stronger" protections are favorable for society as a whole. According to Winter, this contrasts with earlier thinking when economists...
Box 6-A—Some Software Industry and Technology Changes Since CONTU

Explosive growth in personal computers and packaged software: When Congress created the National commission on New Technological Uses (CONTU) in 1974, the “PC revolution” had not yet begun to bring desktop computing power to the millions of individuals that now use it. But, by the time CONTU issued its final report in 1978, the PC revolution was under way, creating a new generation of computer users who were not primarily programmers or computer experts. The rapid proliferation of PCs in homes, offices, and schools created a very large retail market for application software—for word processing, spreadsheets, even games—as well as a lucrative market for PC operating-system software. Large communities of users are now able to obtain powerful hardware and software tools. This broad base of users permits realization of network externalities; users increasingly exhibit preferences for programs with similar (and/or easy-to-learn) user interfaces.

Because of timing, CONTU and the analyses prepared for it could not really foresee the time when powerful computers could be in every office or every home, or when individuals would be able to create sophisticated and valuable software outside large organizations. There was an intimation of the possibilities, but no way to comprehend their full impact a decade hence:

[T]here are some individuals who believe that future technological changes will permit individuals to do some programming useful to themselves and potentially valuable to others in their own homes. Changes in computer and programming technology may also make possible a degree of do-it-yourself programming by consumers. (Report to CONTU prepared by the Public Interest Economics Center (PIE), June 1977, pp. IV-4, IV-6.)

Increased barriers to entry by small firms: The CONTU report and the economic analysis prepared for it in 1977 by the Public Interest Economics Center noted rapid growth in the “independent” software industry, characterized by “many small firms and rapid entry into the market,” and also noted the likelihood of continued viability for software as a “cottage” industry. Today, the software industry remains vigorous and there certainly are many successful and innovative small firms. However—unlike when Lotus and Microsoft were founded—the packaged software market is a huge mass market, not a collection of small networks of hobbyists and aficionados. Moreover, as hardware has improved, packaged software programs have become larger and more complex, increasing the cost of writing a commercial program.

A cottage entrepreneur may still be able to develop an innovative and important program with few resources but his or her own wit and time. But, for that program to have substantial commercial success in the retail market, substantial marketing and distribution resources, including national advertising campaigns and customer-support services, will usually be required. Therefore, there has been a trend toward centralized software-publishing houses that acquire rights to software and then distribute and market it, paying royalties to the program authors.

Maturity of industry and increasing firm size: Once a small firm becomes successful, it appears to be relatively difficult to develop the firm to a meaningful size with the capacity to capture a significant fraction of the

considered that stronger protection for intellectual property was desirable to promote innovation. Theoretical and empirical work from the mid-1970s to present has challenged the assumption that stronger intellectual property regimes yield positive economic consequences. Moreover, industries have been found to vary in the extent to which rights holders are able to acquire competitive benefits from their “properties” under the current regime. As Winter puts it: . . . the desirability of strengthening or weakening invention incentives in a particular context depends on the existing balance (in that context) between (1) the joint effectiveness of a variety of means of appropriating returns and (2) the extent to which the advances in question are actually a net contribution to society, rather than a capture of wealth from the public domain.

Sometimes strengthening patent protection can produce excessive incentives for certain types of

28 Arrow’s [1962] article also contained a simple (but seminal) formal model of process innovation. The message of this model was unambiguously that even an ideal system of patents (of infinite duration and costlessly enforceable) might well provide an “inadequate” incentive to invent. To the extent that any policy implication is inferable from this very simple economic model of invention, it is clearly in the direction of stronger protection for intellectual property rights, and perhaps other measures to reduce transaction costs in markets for such rights. (Winter, op. cit., footnote 8, p. 42.)

market and to expand internationally. Part of the difficulty seems to come from the technological nature of the enterprise. A startup is often technology-oriented: the founder may be chief programmer, perhaps designer of a single product. As the firm grows, it needs to shift to a market (rather than technology) focus: advertising, packaging, and user support become increasingly essential. A corresponding increase in personnel may also require the firm to acquire new managerial expertise. The notion that a firm must achieve a certain size and have a certain amount of marketing and managerial savvy in order to be a significant player in the software industry seems to receive support from the increasing number of software mergers and acquisitions.

Acquiring or merging with a company with similar product offerings can be efficient. It may be less costly to acquire a small firm with a niche product, rather than developing it internally; conversely, once a small niche company has peaked, its logical evolution may lie in being acquired by an established firm, rather than trying to expand. Business alliances with firms that are “complementary” in terms of products, technologies, and market focus can also be very advantageous—the 1991 alliance between IBM and Apple is a notable example.

**Increasing concentration:** It still seems to be true—but perhaps not so true as in the early 1980s—that the software industry is a haven for small entrepreneurs. One estimate is that there are 9,000 to 12,000 software companies in the United States. However, a closer look shows that the industry is relatively concentrated, dominated by the top 200 companies or so. Distinct segments of the industry illustrate this relative concentration: according to Soft-Letter, the “Top 20” PC software companies reported 1990 revenues of about $3.3 billion. The “Top 5,” however, accounted for two-thirds of these revenues, with the “No. 1” firm accounting for almost 30 percent of the total (for the “Top 10,” see table 3-2 inch. 3).

**Prominence of hardware manufacturers as software producers:** CONTU saw the software-market shares of hardware producers being “steadily eroded” by independents and concluded that, with software protection, competition in software would be enhanced in the future due to entry. *(CONTU Report, p. 24).* Despite vigorous growth by the independent software sector, the hardware firms retain a major share of the software market overall. In terms of revenues, IBM is the leading U.S. software producer overall and is the largest packaged software vendor in the world (see ch. 3).


---


new technologies may be implemented too early–it might be better from a social perspective to wait and allow costs to decline due to general technological advance. Also, assuming the possibility of multiple independent discoveries, a patent might be granted for an invention that would otherwise appear in the public domain during the useful lifetime of the patent.22

Looking at the interplay of economic growth and patent and antitrust policies, Janusz Ordover has concluded that “weak” patent protection need not hamper economic growth, if appropriate industry cooperation is allowed. At the same time, “strong” protection need not hinder diffusion of advances:

Appropriately structured patent law and antitrust rules can together ensure incentives for R&D [research and development] and also induce cooperation among firms in diffusing R&D results through licensing and other means. . . At the same time, cooperation among firms at the R&D stage can counterbalance weak patent protection by internalizing spillovers from ongoing R&D programs, and such cooperation may also produce additional spillovers from existing knowledge.33

Ordover’s examination of intellectual property and antitrust regimes in the United States, Japan, and the European Community, suggests, however, that the U.S. policy mix may have gone too far in favoring the interests of the inventor:

. . . the current U.S. policy thrust of strengthening patent protection while reducing antitrust restric-


tions on the exercise of intellectual property rights is not a precondition for high rates of growth and for the maintenance of R&D incentives.34

Industry Differences in the Perceived Efficacy of Intellectual Property

The extent to which the effects of intellectual property regimes on market behavior are manifested, as well as the social desirability of these outcomes, may vary depending on the characteristics of the market and technology.35 In theory, a patent confers perfect appropriability from a technological advance of requisite quality in exchange for public disclosure and widespread use of the advance after the patent term has expired. In practice, patents often do not confer perfect appropriability (e.g., because they can be invented around or are too hard to enforce) and public disclosure of a patent claim need not assure eventual diffusion of the knowledge required to make economic use of an advance. Substantial resources may be required to imitate an innovation, even one in the public domain. Moreover, firms may be able to “pyramid” the benefits they derive from their patents by “fencing in” a field of technology through systematic patenting.36

In general, patents are thought to discourage entry into a market by raising the costs of entering with a “close” substitute or by deterring entry entirely, when the costs of licensing or inventing around the patent are too high. By comparison, copyright (which is not intended to bar independent creation)


34 Ibid., pp. 44,59.


For analysis of the effects of patent scope on invention, taking into account differences in industrial patterns of technological advance, especially in cumulative technologies, see Merges and Nelson, op. cit., footnote 32, pp. 880-908.


is generally thought to impose lower barriers to entry. In terms of economic welfare, barriers to entry are not uniformly ‘bad’ in some cases, they will be beneficial. Analysis of which condition pertains can be quite complex and depends, in part, on whether goods will be produced in excessive variety (relative to the socially optimal amount of variety), absent barriers to entry, or improved products and processes. The researchers surveyed industry R&D managers concerning the relative effectiveness of:

- patents to prevent competitors from duplicating the new product or process;
- patents to earn royalty income through licensing;
- maintaining secrecy about the new product or process;
- leadtime advantage (from being first out with a new product or process);
- moving quickly down the learning curve (in order to reduce costs); and
- superior sales or service capabilities.

The Yale study concluded that the role of a patent in gaining and maintaining competitive advantage depends in large part on specifics of the relevant industry and technology. For example, in an industry where inventions tend not to be technologically independent of other patented inventions, firms with patent portfolios may participate in patent cross licensing. Even under these circumstances, breakthrough, “pioneer” patents can yield large advantages through excluding others and/or producing royalty income. The Yale study found a great deal of inter-industry variation in the perceived effectiveness of patents as a means of securing innovative gains, even in ‘high-tech,’ R&D-intensive industries:
• Patents were perceived as highly effective in the pharmaceutical industry but were rated as being only moderately effective in the semiconductor, computer, and communications equipment industries;

• Most industries reported that using patents to secure royalty income was less effective than using patents to prevent duplication;

• Except in petroleum refining, patents were considered more effective in preventing product duplication than process duplication;

• With the exception of product patents in the organic chemical and pharmaceutical industries, using patents to prevent duplication was perceived as only moderately effective in securing gains from an innovation.  

The Yale study found that the most important perceived limitation to the effectiveness of patents was “inventing around” by rivals able to invent a substitute product or process or narrowly skirt the edges of the patent claims. The fast pace of technological advance (“technology moving so fast that patents are irrelevant”) was considered much less of a limitation. Perceived problems of “not readily patentable” subject matter and “patents disclose too much proprietary information” were more severe for new or improved processes, rather than products. These considerations help explain the importance of other tools—like lead time and secrecy—in securing and preserving competitive advantages.  

The terms under which a patent is licensed depend on a number of factors, including the relative bargaining powers of the patent holder and prospective licensee, and how much information each has about market conditions, the invention, and the economic value of the patent. Patent licensing can provide licensor(s) with other advantages besides royalty income. In some cases, strategic licensing will permit a patent holder to structure the industry so it consists of relatively “weak” competitors. This structure enables the patent holder to prolong its position after the patent term has expired.  

Cumulative Technological Progress

The literature on “patent races” focuses on analyzing situations where multiple innovators are vying to achieve the same goal. A somewhat different set of circumstances arises when innovation is cumulative—one firm develops an initial innovation but others can build on it. In this model, the incentives to develop both the initial and subsequent innovations depend on the scope (breadth) of patent protection. The traditional literature did not focus on the dynamics of cumulative progress and multiple inventors.

Suzanne Scotchmer has looked at use of (product) patent protection and agreements to protect incentives for cumulative research where initial innovations facilitate subsequent ones. She finds that with broad patent protection, economic incentives for outside firms to develop second-generation products (under license) can be too weak. The incentives for the first innovator to develop the second-generation products (assuming he or she has the insight and resources to do so) are much stronger; in some cases, the prospect of licensing revenues for second-generation products may inefficiently inflate
incentives for the first innovation. With narrow patent protection, first-generation innovators may be discouraged from patenting and disclosing their products (if they fear that second-generation products developed by others will hurt their profits). They might, instead, hold frost-generation products off the market until they had developed their own second-generation products; alternatively, they might rely on trade secret protection to avoid disclosing the nature of their technological advances.54

Scotchmer explores two possible remedies for these defects:

narrowing the scope of protection for the first patent (so that ‘different enough’ second-generation products do not infringe), and

prior agreements, whereby second-generation innovators can sell their ideas to innovators of the first products or integrate with them.

She finds that:

No system of narrower patent protection and licensing can give the right incentives to both the first innovator and other firms that develop improvements, even if collusive licensing among noninfringing products were allowed. [this] result depends on my premise that the breadth of the underlying patent cannot be separately tailored to the costs and benefits of each second generation product.55

Scotchmer also finds that—assuming that parties to the agreement can collude in using the resulting patents—prior agreements (e.g., research joint ventures) are:

[A] social improvement over licensing because they can improve incentives to invest in second generation products, whatever the breadth of patent protection.56

She finds, therefore, that there are no simple conclusions to draw about the optimal breadth of patents; moreover, questions about patent breadth must be considered jointly with questions about the extent to which firms will be permitted to cooperate (under antitrust rules). Therefore, Scotchmer concludes that prospects for fine-tuning the patent system for particular technologies seem limited.57

Considering further the tradeoffs between disclosure and profitability, Suzanne Scotchmer and Jerry Green examine the effect of the novelty requirement in patenting on information sharing and economic welfare in industries where progress is cumulative.58 Scotchmer and Green proceed from the premise that the effective lifetime of a patent may be much shorter than its statutory term—the patented technology may be displaced by a (noninfringing) and superior innovation. Thus the novelty requirement is important in patent design. A high standard of novelty makes displacement harder and, in principle, gives a larger return to the patent holder. However, a high standard of novelty also bears a social cost in that relatively minor incremental innovations may not be patented—thus, not disclosed. High standards may also encourage firms who fall behind technologically to drop out of the patent race. This can be beneficial if it reduces duplicative research by technologically less-advanced firms. When the novelty requirement is weak, these firms may have too strong an incentive to stay in the patent race.59

53 Ibid., pp. 32-33. The prospect of licensing revenues may overinflate incentives for the first product innovation when it is not the only possible way to achieve the second-generation innovations. Scotchmer’s analysis assumes that the second-generation product infringes the patent on the first and therefore, some of the second innovation’s revenues must be transferred to the first innovator under licensing.

54 Ibid., pp. 38-39.

55 Ibid., pp. 33-35.

56 Ibid., p. 36. Social benefits would be largest if all possible innovators could be integrated via an agreement prior to the first innovation; however, this is likely to be infeasible, particularly in fields where second-generation innovations are serendipitous.

In Scotchmer’s model, collusion in use of the patents is an important way to protect incentives to innovate. When research outcomes are unpredictable, innovators cannot know beforehand whether particular projects will result in innovations that infringe an earlier patent; therefore, rules that permitted agreements only if patents turned out to be infringing would be difficult to implement (pp. 36-37).

57 Ibid., pp. 39-40. In Scotchmer’s model, patent breadth and term are sometimes chosen independently; in other cases, breadth and effective term are correlated.

58 Suzanne Scotchmer and Jerry Green, “Novelty and Disclosure in Patent Law,” RAND Journal of Economics, vol. 21, No. 1, spring 1990, pp. 131-146. In their analysis, the patent system’s criteria for novelty and nonobviousness determine both how broad the claims of a patent can be and how different subsequent innovations must be to infringe. Thus, these criteria determine the value of a patent, the incentives for innovative activity, and how much technological information is disclosed and diffused.

59 Ibid., pp. 144-145; and Garth Saloner, “Introduction to Symposium on Patents and Technology Licensing,” RAND Journal of Economics, vol. 21, No. 1, spring 1990, p. 104. Another result from a weak novelty requirement is that firms may prefer not to disclose all of their technological progress, unless they are able to enter into cooperative licensing agreements with firms producing similar products.
In the copyright regime, the dilemma of 'cumulative progress' is manifested in controversy over the breadth of protection extended to derivative works. Some economists have concluded that narrower protection for the original work will better serve the public interest by providing incentives for others to create derivative works. In the software arena, these commentators consider that making it illegal under copyright to copy in order to tailor programs to users’ special needs, or to copy in order to analyze programs for the purpose of improving and enhancing functions, raises the cost of subsequent innovation. Others, however, conclude that granting control of derivative works to the creator of the original work encourages early release of the original work. Otherwise, they argue, proprietors would attempt to secure market advantages by delaying release until they prepared derivatives.

**Patents and Trade Secrets**

David Friedman, William Landes, and Richard Posner have examined the economics of trade secret law, focusing on the choice between patent and trade secret protection and why the law does not protect against loss of trade secrets through reverse engineering. In their view, although the courts have sometimes thought that trade secret law protects a ‘lesser’ class of inventions (because “no rational person with a reasonable invention would fail to seek a patent’’), this is not the case. Instead, they argue, trade secret law supplements the patent system. Innovators choose to maintain an innovation as a trade secret instead of applying for patent protection when patent protection is too costly relative to the value of the innovation, when the expected economic lifetime of the innovation is expected to be longer than the patent term, or when the innovation may not be sufficiently novel or nonobvious to qualify for patent protection. There are some social costs to this—loss of trade secrecy, there is no finite term of protection or disclosure in return for protection. However, these costs are somewhat ameliorated because independent invention (and patenting) of the “secret” is permitted.

Not prohibiting reverse engineering of trade secrets is costly to the extent that proprietors incur additional costs to maintain the secret or make their products hard to reverse engineer. Nevertheless, these authors conclude, the respective costs and benefits weigh against protecting trade secrets from reverse engineering: For one thing, the social costs of enforcing secrecy through the legal system would be high: for example, it could be difficult to prove that a competitor learned a trade secret through reverse engineering rather than through independent research. Perhaps even more importantly, the information disclosed through reverse engineering facilitates incremental innovation. On balance, Friedman, Landes, and Posner consider that more comprehensive legal protection of trade secrets as property, ‘‘would be tantamount to a perpetual patent law without public disclosure,’’ without the economic efficiency advantages of disclosure and limited terms.

**Choices in the Optimal Design of Patents**

Rewards to innovation can be granted by broad patents of short duration or by patents designed with narrow scope (breadth) but long duration (term). The supply of R&D and other innovative activities is usually assumed to respond favorably to improved prospects for financial reward i.e., increased incentives are thought to induce additional innovative
activities. As Garth Saloner observes, determining the optimal size of the reward that a patent should confer and the optimal design of the patent (breadth, term) depends on the extent to which society wishes to encourage additional innovative activities beyond those that would take place otherwise, absent patents. There is a tradeoff between the social benefits realized through economic stimulation of innovative activities provided by the promise of a patent and the social costs later induced by the market power that a patent confers; the magnitude of these social costs depends on the manner in which innovators choose to patent, license, and otherwise exploit their discoveries. Therefore, Saloner notes, normative questions of optimal patent design and positive questions of how firms behave are closely related; both must inform public policy.  

Aggregate data on R&D, patenting, and technological progress generally support theoretical findings that patents encourage innovative activities and increase economic welfare. But the more detailed theoretical models of optimal patent design will yield different-even contradictory-conclusions when based on different assumptions about the value of patents and the behavior of innovators and markets (see below). Disaggregate empirical evidence to distinguish among these for the purposes of optimizing patent design is lacking. In terms of empirical evidence to support unambiguously "improvements" in patent design, we have not moved very far from Fritz Machlup's conclusions:

One important moral of the argument [about the effects of an extension of patent protection by 1 year] is that no one who thinks it through can be very sanguine concerning the effects to be expected in "reality" and certainly, no one can be at all sure about any of these matters.  

Optimal Patent Term

Along with its breadth, the term of a patent is related to its "strength. (As was discussed earlier, thinking about whether "stronger" rights are unequivocally "better" has changed.) Economists have a long history of participation in the debate on "optimal" patent terms. As Fritz Machlup related in his 1958 review of the patent system:

The duration of patents has been determined by historical precedent and political compromise. The 14-year term of the English patents after 1624 was based on the idea that 2 sets of apprentices should, in 7 years each, be trained in the new techniques. . . There were all sorts of arguments in later years in favor of a longer period of protection: it should be long enough to protect the inventor for the rest of his life; to protect him for the average length of time for which a user of the invention might succeed in keeping it secret; or for the average time it would take others to come up with the same invention; or for the average period in which investments of this kind can be amortized; and some pleas were made for perpetual coverage.

Economists usually argued for shortening the period of protection: the bulk of inventions are not so costly as to require the stimulus provided by

---

67 However, Merges and Nelson conclude that, "Ultimately it is important to bear in mind that every potential inventor is also a potential infringer. Thus a 'strengthening' of property rights will not always increase incentives to invent; it may do so for some pioneers, but it will also greatly increase an improver's chances of becoming enmeshed in litigation. When a broad patent is granted or expanded via the doctrine of equivalents, its scope diminishes incentives for others to stay in the invention game, compared again with a patent whose claims are trimmed more closely to the inventor's actual results." (Merges and Nelson, op. cit., footnote 32, p. 916.)

68 Saloner (1990), op. cit., footnote 59, pp. 103-105.

69 For a development and analysis of different mechanisms to secure rights for innovators (the "innovation patents" and the "1-ovation warrant"), see William Kingston (ed.), Direct Protection of Innovation, Dordrecht, The Netherlands: Kluwer Academic Publishers, 1987. This study was prepared under contract for the Commission of the European Communities, Directorate-General Telecommunications, Information Industries and Innovation.


71 There is extremely wide variance in the economic value of Patents. Griliches reports that, although a few smaller-scale studies have been done subsequently, the only detailed and extensive survey of patent holders was conducted in the late 1950s by Barkey Sanders and associates at the Patent and Trademarks Foundation. Economic gains reported from patents then in current usc were widely dispersed, with a mean value of $577,000 per patent and a median value of $25,000 (current dollars). Economic returns from all patents (including those not in usc or with negative returns) had a mean of $112,000 and a median close to Zero. (Griliches (1990), op. cit., footnote 70, pp. 1679-1680.)

72 Machlup, op. cit., footnote 21, pp. 70-73 (quote from P. 73).

73 As described by Sidney Winter, the pendulum of opinion on the "Open-" term of protection (e.g., whether increasing or decreasing the term of patent protection would be more socially desirable) has swung back and forth over the years. For his discussion of changes in economics thinking about the term and strength of protection, see Winter, op. cit., footnote 8, pp. 41-43.
protection for such a long time, and not important enough to deserve the reward that it affords; a much shorter period would provide sufficient incentive for almost the same amount of inventive activity; the period should not be so long as to allow patentees to get entrenched in their market positions; “technology moves now with a speed once undreamed of—its swift march dictates a shortening in the life of a patent.”

The cyclical debate has continued into our time. In the 1960s, following Atrow’s seminal paper, economists turned to mathematical analyses of the optimal patent term. William Nordhaus extended Arrow’s model of incentives for invention, exploring the relationship between the ‘‘size’ of an invention (measured as the decrease in unit production cost of a good) and the patent term. Nordhaus then formulated the socially optimal patent term by maximizing social welfare subject to the inventor’s behavior, showing that shorter patent lives were preferable to longer ones.

F.M. Scherer interpreted Nordhaus’ theory geometrically and showed that (process) patents induce investments in R&D in two ways. The first of these, the ‘stimulus effect, was emphasized by Nordhaus. In this role, the optimal patent provides just enough incentive for additional R&D so that the marginal social gain from further cost reductions just equals the marginal social cost. In its second role, the patent persuades investors that competitive imitation will be deferred long enough so that the stream of (discounted) monopoly rents will exceed outlays for investments in additional R&D.

Scherer’s model indicated that ‘easy’ inventions—those yielding big costs savings in relation to R&D resources invested-warranted shorter protection than ‘hard’ inventions, unless the inventor had faced extraordinary risks or had exhibited extraordinary creativity. Scherer concluded that policies tailoring the life of each patent to the economic characteristics of the invention might be accomplished by a flexible system of compulsory licensing, where a patent would expire or be licensed openly at modest royalties after 3 to 5 years, unless the patent holder could show that special conditions warranted longer terms (e.g., market is small relative to research costs, the invention will yield small cost savings relative to research costs). For patents held by dominant corporations with large market shares, Scherer suggested that a presumption of early expiration or open licensing would be appropriate because the firm would have other ways of appropriating innovation gains.

Empirical studies of R&D incentives and rewards suggest that the useful economic lifetime of a patent is often far shorter than the statutory term. From a multi-industry survey of R&D finds, Edwin Mansfield found that the effective economic lifetime of most patents is much less that 17 years; moreover, he found that about 60 percent of patented products were successfully imitated by others within 4 years.

**Optimal Patent Term and Breadth**

More recent analyses have considered breadth, as well as length, as tools with which to craft optimal patent designs. Gilbert and Shapiro examine the tradeoffs between patent term and breadth in designing a patent to provide a reward of a given size. Their model of the flow of profits available to the patent holder assumes a predictable underlying environment and homogeneous products, where the breadth of the patent corresponds to market power—the broader the patent, the greater the ability to increase price over marginal cost. With this model, increasing patent breadth yields a greater flow of profits but also increases the dead weight losses.

---

74 Machlup, op. cit., footnote 21, p. 9. The quote about the pace of technological advance is from 1941. Machlup discusses the implications of changes in patent term on pp. 66-73.
76 Nordhaus, op. cit., footnote 70.
77 Scherer calls this the “Lebensraum effect.”
Quality stemming from the patent monopoly. Under these conditions, Gilbert and Shapiro conclude that longer patent terms are preferable to broader patents. However, they warn, their assumptions of a stable environment (with predictable supply and demand) and their focus on a single product is critical to this conclusion. Under other circumstances—for example in markets where research is cumulative—an overly long patent might block subsequent innovations by establishing monopoly rights over an entire line of research. In that case, optimal patents would be tailored differently.

Paul Klemperer uses a different model to explore the tradeoff between patent term and breadth in designing a patent yielding a reward of a given size. In his model, entry into the market is free and substitute goods are available. Consumers are assumed to prefer the patented good, but they vary in their demands and their costs of switching to less-preferred goods (either close rivals or goods in a different product class). As the breadth of the original patent decreases, rivals are able to position their substitute goods closer and closer in product space. Conversely, in Klemperer’s model, a broader patent corresponds to fewer close substitutes, more market power for the original patent holder, and larger welfare losses.

Klemperer’s model yields differing results, depending on how consumers vary in their costs of substituting to close rivals and substituting out of the product class entirely. If consumers face similar costs of substituting rival products (close substitutes) but vary in their costs of switching out of the product class, then Klemperer also shows that the optimal patent is very narrow and long-lived. However, if consumers have similar costs of switching out of the product class but vary in their costs of substituting rival products, then his model shows that optimal patents are broad and short-lived.

“Protection of the general good is found in the limited term and stringent standards associated with patents, the proscription of the protection of ideas under copyright, and the refusal to allow the extension of patents and copyrights beyond their limited scopes. This last matter may be the heart of the concern about the economic effects of program copyright.”


Compatibility, Network Externalities, and the Installed Base

For many products, the satisfaction a user derives from consuming the good increases as the good becomes more popular. As Michael Katz and Carl Shapiro explain, these positive externalities can arise for a number of reasons, besides the purely psychological, “bandwagon” effect: market size and share may signal product quality to consumers, or product information may be more plentiful or accessible for popular products. Some products, such as computer software and hardware, also exhibit what are called network externalities, where user satisfaction is greater, the more popular the network of users. Network externalities manifested, for example, in users’ preferences for ‘popular’ programs with established user communities, or for programs performing different functions but having similar user interfaces—are much more important now than at the time of CONTU. As the “PC revolution” has taken place, “networks” and their corollary benefits have become much larger.

(See discussion of software network externalities in ch. 4.)

Network externalities sometimes arise from a direct physical effect on product quality (e.g., telephones and facsimile machines become more


82Ibid., pp. 107, 111-112.


In fairness, this is not surprising because of: 1) the relative paucity of economic analysis of network effects prior to the completion of the CONTU report, and 2) the fact that the main sources of these network effects in the computer industry-microcomputers and mass-marketed software—had yet to come into prominence.
valuable, the larger the network of users). Network externalities can also arise from indirect effects—for example, the availability and quality of service can depend on the number of units that have been sold (e.g., well-established products or brands are more likely to have well-developed service departments). In some cases, network externalities occur for complementary products like computer hardware and software—the amount and variety of software available for use with a particular type of computer will increase as the computer itself becomes more popular.

The size of the network giving rise to these externalities depends on whether products produced by different firms can be used together.87 Looking at markets where network externalities are present, Katz and Shapiro find that firms’ choices whether or not to make their products compatible will be one of the most important dimensions of market performance. In many cases, firms will disagree on the desirability of making their products compatible: doing so may raise the profits of some firms while lowering the profits of others, even if total output increases. Katz and Shapiro also conclude that intellectual property laws help determine how compatibility is achieved—through joint adoption of an industry standard (e.g., when patents are strictly and broadly enforced) or through unilateral actions of adapters (e.g., when patents are loosely enforced or narrowly applied).88

For example, in the absence of legal protection for user interfaces, a firm’s private benefits from introducing a new interface may be short-lived. If it is a market success, other firms will be free to adopt it. When they do so, they will share in the network externalities (which are largely due to the originating firm’s market success). With protection for user interfaces, a firm can introduce a new interface into the market and begin benefiting from network externalities, without allowing its rivals to participate in the new network.89 Looking at user interface standards for PC application programs, Menell finds that these considerations might encourage firms with brand recognition to introduce proprietary (noncompatible) product standards, even though adopting compatible standard would increase net social welfare.90

Joseph Farrell finds that compatibility and standardization raise difficult economic and policy issues for intellectual property, particularly when network externalities are present. Looking at formal and informal standards-setting processes for computers and software, he concluded that:

[Intellectual-property rules determine the boundaries of what is protected, and thus determine the borders at which fighting, or competition, takes place.]91

Farrell considers that copyright law protects the useful and valuable ideas in computer software only indirectly, by protecting "ancillary features" (i.e., expression). Moreover, he argues, it can be economically inefficient to protect the latter—sometimes they should be imitated in order to take advantage of network externalities. Therefore, he concludes that a different mix of protection regimes, to protect the useful aspects of software but permit compatibility, would be more economically efficient.92

When compatibility is important, especially when network externalities are present, the installed base of products and/or training can affect the pace of innovation. Joseph Farrell and Garth Saloner find that when an installed base exists and transition to a new standard must be gradual, the installed base can sometimes inhibit adoption of the new standards by creating "excess inertia."93 In this situation, early adopters of the new standard will bear a disproportional share of transition costs. As a result, when

---

87 For computer hardware-software markets, the issue depends on whether software produced for use with one brand of computer (or operating system) will run properly on another brand—if so, the brands can be said to “compatible.”


90 Ibid.

91 Joseph Farrell, “Standardization and Intellectual Property,” Jurimetrics Journal, vol. 30, No. 1, fall 1989, pp. 35-50 (quote from p. 49). As compatibility becomes more important in an industry, Farrell sees formal standardization beginning to predominate, even though intellectual property protections may slow this process by increasing vested interests.

92 Ibid., pp. 49-50. Farrell suggests that (depending on court interpretation of laws) this mix might consist of a larger role for patent and less reliance on copyright to protect the most valuable aspects of software. See also Menell (July 1987), op. cit., footnote 15.

93 For discussion of the role of the installed base of hardware and software in earlier markets, see Fisher et al., op. cit., footnote 18, pp. 197-204.
important network externalities are present, the switch to a technologically superior new standard may be slower than socially desirable; even when all users intend to switch, they may prefer to wait for others to switch first. But the opposite distortion is equally possible: when the new standard offers early adopters sufficient advantages over the old technology, they may be willing to switch long before a ‘network’ of users is well-established. As they switch, the new technology becomes increasingly attractive for later adopters, and ‘excess momentum’—the inefficient adoption of the new technology—may occur, ‘stranding’ the old standard and hurting the old installed base’s remaining users.

In Farrell and Saloner’s model, the presence of an installed base and network of users tied to the old technology creates a bias against a new (even superior) technology. Additionally, users who intend to switch may prefer not to be early adopters of the new technology. Farrell and Saloner show that incumbents can exploit these biases for anticompetitive purposes via anticompetitive product preannouncements and predatory pricing. Premature preannouncements of improved products using the old technology may prevent a new technology from gaining momentum. An incumbent firm may also be able to deter entry by a credible threat of price cuts in response to entry.  

**The Economics of Copyright and Home Copying**

Almost all of the literature discussed so far in this section has operated in a *business* context in examining linkages between intellectual property systems and technological advance, appropriability of rewards to creativity, etc. As we have seen, these linkages are complex. Therefore, the net effects on rights holders and on society from stronger/weaker, broader/narrower, longer/shorter protections are difficult to predict, let alone measure.

Similarly, the effects of noncommercial, private copying by consumers (which OTA calls ‘home copying’ are also complex and ambiguous. Economic theory suggests that the possible effects of home copying on resource allocation and on society’s economic welfare will vary qualitatively, as well as quantitatively, depending on the economic and technological specifics of the industries and markets. Even for one specific type of home copying (e.g., home audiotaping), empirical effects are difficult to estimate with certainty: using survey data to estimate effects on industry revenues or consumer benefits necessarily involves many assumptions and approximations. Because many critical factors are difficult to measure and because choices among assumptions about underlying factors are subjective, even the same survey data can support disparate estimates of the economic effects of home copying. A 1989 OTA study, *Copyright and Home Copying: Technology Challenges the Law*, examined issues related to home copying in general, especially home video- and audiotaping. Chapter 7 of that report discussed the economics literature on home copying (i.e., of music and computer software) and reported on empirical analysis of home audiotaping based on an OTA survey of consumer taping practices (see box 6-B for a summary).
Box 6-B—Literature on Home Copying

Prompted in large part by the copyright debates of the 1970s and 1980s concerning home audio- and videotaping, several economists have examined the economics of home copying: the effects of copying on the supply of copyrighted works (e.g., prices, quantities, variety), on consumer demand (e.g., whether copies substitute for purchases), and on society’s net economic welfare (e.g., whether copying is economically inefficient, whether there would be an “excessive” variety of works absent copying). Because the economic effects of copying are complex and often ambiguous, each of these analyses relies on simplifying assumptions or specific conditions in order to reduce ambiguity. Therefore, the literature must be interpreted in light of the corresponding assumptions and conditions.

The Effect of Private Copying on Economic Welfare

Because intellectual property is a public good, ordinary market forces will not necessarily produce the most desirable social outcomes. Chanting a limited monopoly (e.g., via copyright) attempts to balance distortions arising from the partial inability of creators to exclude all nonpayers from obtaining their works. According to this rationale, the inability of creators to appropriate returns from their intellectual property would otherwise result in the underproduction of new works.

In the long run, the effect of unlimited private copying on society’s economic welfare is ambiguous. As Johnson (1985) discusses, the long-run effect depends on a number of factors, including relative costs (of producing a home copy versus another “original”), the degree to which copying affects the demand for originals, the degree to which copying affects the production of new works, and the degree to which consumers value additional variety. The net social welfare effect of copying has two components: the effect on producers and the effect on consumers. Changing the amount of private copying (either increasing or restricting it) will affect not only the net level of society’s economic welfare, but also the relative balance between producer and consumer wellfares.

For example, Besen (1986) notes that copying can increase consumer welfare and producer profits in the short run–if private copying is efficient and the price of originals can be raised to reflect the value of the copies. On the other hand, copying may cause producers to reduce prices; this decreases both consumers’ and producers’ welfare. If, however, copying (by reducing the number of originals produced) reduces “excessive” variety, this can increase welfare in the long run. This balance between gains and losses for producers and consumers is often the most visible and most hotly contested issue in debates over copyright scope and enforcement.

Will increased copyright protection for goods like musical recordings and software increase or decrease society’s economic welfare? Overall, the economics literature indicates that the implications of increasing copyright protection are complex, and the policy tradeoffs are not simple. Some claim that stronger copyright protection will decrease the loss to society from the underproduction of these works. As Novos and Waldman show, the net result depends on the specifics of each situation. In some cases, market outcomes—where different classes of consumers are charged different prices of a good (e.g., individual and institutional subscription rates for journals) or where copyable and noncopyable goods (e.g., computers and software) are bundled—may be preferable to increased government enforcement, from an economic perspective. In some instances, as Katz notes, home copying might generate benefits from “network externalities” relating to the fact that consumers tend to value a hardware/software system more, the more popular that system and compatible ones are (a larger user base can increase the amount of information available about the system, enhance the image of a popular product, etc.)
Chapter 6—Economics, intellectual Property, and Software

Appropriability and Pricing

Private copying need not be harmful to producers, if copying is efficient and if producers can increase prices to take into account the value of the copies that will be made. If not all consumers copy, or if consumers vary in the number of copies each makes from an original, then efficient pricing would require discriminating among these groups, charging them different prices according to their valuations of the originals, based on their ability to make copies. This type of price discrimination is usually infeasible, however, because it is costly and difficult to gather the necessary information on users’ valuations of originals and because resale is allowed. The inability to practice perfect price discrimination among users can produce imperfections in markets for intellectual property.

A simplified form of price discrimination is two-tiered pricing, in which producers are able to segment their customers into two classes and maximize profits by charging each a different price. Looking at the effect of photocopying on the number of scholarly journals purchased, Liebowitz has examined journal publishers’ ability to indirectly appropriate copiers’ true valuation of originals through higher subscription prices to libraries and institutions. He concluded that publishers can indirectly appropriate revenues from copiers who do not directly purchase journals. Since copying may have different effects on other media, however, case-by-case empirical investigation of the institutions and markets involved may be necessary.

Price Discrimination, Resource Allocation, and Variety

The inability to charge different classes of consumers different prices for a good in intellectual property markets means that the prices consumers pay need not reflect their actual valuations of the good: some value the good more, and will be willing to pay more. Those who do not value the good at a given price will not consume it. If they could be offered a lower price reflecting their valuation, however, then they would purchase it and both producers and consumers would be better off. Moreover, the decoupling of prices and valuations makes resource allocation—decisions about what to produce—more difficult and markets less efficient. Besen’s analysis for the 1986 OTA report noted that where there are many producers of competing types of intellectual property, the resulting market structure is one of monopolistic competition: firms will have some control over the prices they can charge because their products are differentiated (e.g., music by different recording artists or groups). When firms are unable to charge different consumers different prices, however, there may be either excessive or insufficient variety. Under these conditions, when private copying serves to reduce the variety of products being offered, it does not necessarily reduce the efficiency of supply or make consumers worse off.

SOURCES:
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Introduction

European producers have long faced competition from U.S. firms; they now face increased competition from Japanese firms positioning themselves in Europe in anticipation of the single European market. At the same time, the European software market is growing rapidly and packaged software—long a U.S. strength—is becoming more popular. European research in computing is fragmented; market unification is expected to permit more integrated research in information and telecommunication technologies.1

Japanese firms are positioning themselves for rapid expansion in the United States, Europe, and Asia; Japanese computing research emphasizes massively parallel and distributed computing, optical computing, neural nets, and applications of fuzzy logic; software areas receiving attention include supercomputer software and graphical-display software for use in simulation and animation. The Japanese approach for “manufacturing” software has received much attention. Custom software currently dominates the Japanese market but some consider that Japanese “software factories” can extend Japan’s advantage in quality “embedded” software to packaged software as well.2

Taiwan and Singapore are both developing information-technology industries. During the 1980s, a number of government measures facilitated development of Taiwan’s microcomputer industry; the government is now focusing on nurturing a software industry. Over the past decade, Singapore has actively pursued a national goal of developing a software and services industry. It is now targeting strategic computing technologies like commercial applications of expert systems, neural nets, and fuzzy logic.

Europe

Computer Hardware

Europe makes up about one-third of the world computer market. In 1989, U.S. firms accounted for more than half of all computer sales in Europe and were even more dominant in the mainframe market; Japan held only about 10 percent of the computer market. According to International Data Corp., the total European mainframe market was valued at $8,440 million in 1989 and $9,069 million in 1990. IBM, which earned 37 percent of its revenues in Europe in 1989, accounted for 52 percent of mainframe sales in 1989 and 61 percent in 1990.4

Computer hardware sales are slowing in Europe, due in part to economic conditions. Mainframe and minicomputer sales have slowed the most, despite price discounts, while microcomputer and workstation sales are more robust. The latter reflects a trend in Europe toward smaller computers—annual growth in the microcomputer market is estimated at 25 percent for 1990 and 22 percent for 1991.5

During the downturn, European manufacturers like Olivetti and Groupe Bull have been more vulnerable than U.S. firms. But now, in addition to slower sales, U.S. and European manufacturers are facing increasing competition from Japanese manufacturers, especially in the

---


2 Sometimes a computer, its memory, and often, its programs, are embedded in another device such as an automobile engine, videocassette recorder, microwave oven, or television set. Such a computer is called an embedded computer and its programs are embedded applications programs. Some of the market estimates cited in this chapter may include the value of some embedded software but these were not reported separately.


5 Before the slowdown, computer sales in Europe were growing at a rate almost twice that in the United States. The slowdown came after 5 years of heavy computer buying in Europe, reflected in 30-percent growth rates in computer sales in the late 1980s. Growth rates from Jonathan Levine et al., “Europe Ain’t No Bonanza Anymore,” Business Week, Aug. 6, 1990, pp. 26-28.

6 B. comparison growth in the U.S. microcomputer market is estimated at 10 to 15 percent in 1990 and 1991, compared to 50-Percent annual growth rates in the mid-1980s. (Levine et al., op. cit., footnote 5, pp. 27-28.)

7 France’s state-owned Groupe Bull’s strategy to compete in the market of the 1990s depends in part on “open systems” based on AT&T Unix. Bull had revenues of $6.5 billion in 1989. Bull purchased Zenith Data Systems (laptop and personal computers) in 1988; Bull and NEC bought into Honeywell’s computer business in 1987 and Bull took majority control of what is now Bull HN in 1988. Seventy percent of Bull’s revenues come from outside France, including 33 percent from the rest of Europe and 30 percent from the United States. (Jonathan Levine and Gary McWilliams, “Francis Lorentz’ Scheme To Get Groupe Bull Charging,” Business Week, July 16, 1990, pp. 154,156.)
mainframe market. Previously, many mainframes made by Fujitsu, NEC, and Hitachi have been resold by European manufacturers like Siemens A.G. and Compaq. Recently, however, Japanese firms have been establishing European bases of operation in anticipation of 1993’s single market. For example, Fujitsu has acquired controlling interest in ICL (Great Britain’s largest mainframe manufacturer)’ and Mitsubishi has acquired Apricot Computers Ltd. (Great Britain’s largest personal-computer manufacturer), now called ACT Group P. L.C. Nevertheless, despite slower sales and increasing competition from Japan, the European computer market is still a lucrative and important one for U.S. manufacturers (see table A-1).

Software

The software market in Europe, valued at $32 billion in 1990, is growing faster than the U.S. market and faster than the European hardware market. At the same time, the composition of the market is shifting. Computer software-and-services companies, producing custom (“spoke”) software tailored to clients’ operations and needs, are facing growing competition from packaged software. Packaged software’s share of the market is increasing, accounting for 29 percent of software sales in 1989, up from 11 percent in 1979.

According to the market research organization Ovum, the top 40 packaged software vendors in Europe (including 21 U. S., 6 French, 5 German, and 4 British companies) accounted for 64 percent of packaged software sales valued at $11 billion in 1989. Most of the major European packaged software vendors have been either large hardware manufacturers or systems houses focusing on sales of hardware or computer services, rather than specializing in packaged software (see table 3-3 inch. 3). With sales of both system and applications software, the largest vendor of packaged software overall in Europe is IBM, with 1989 sales worth $2.12 billion. Almost all of the major packaged software vendors that specialize in software are U.S. firms like Microsoft or Computer Associates International.

Research and Technology Initiatives

Historically, research in Europe has been fragmented by company and country. Beginning in 1993, market unification in the European Community (EC) will permit more integration of research in member countries, with the intention of strengthening the technological base of industry in the EC and improving EC industry’s global competitiveness. The Research and Development (R&D) Title to the EC Treaty provides a firmer legal basis for cooperation in R&D and calls for the EC to adopt a multiyear framework laying out all its R&D activities. In 1987, the EC adopted the “New Framework Program,” after debate concerning content of, and funding for, cooperative R&D, and the relative merits of coordinated research versus competition in stimulating commercially productive innovations.

There have been three Framework Programs, providing R&D funding in overlapping 4-year periods: Framework

---

Table A-1 —U.S. Computer Manufacturers’ Domestic and European Sales (1989)

<table>
<thead>
<tr>
<th>Company</th>
<th>Revenue ($ billions)</th>
<th>Percentage of sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM</td>
<td>$62.7</td>
<td>41.0%</td>
</tr>
<tr>
<td>DEC</td>
<td>12.7</td>
<td>46.0</td>
</tr>
<tr>
<td>Hewlett-Packard</td>
<td>11.9</td>
<td>48.7</td>
</tr>
<tr>
<td>Apple</td>
<td>5.3</td>
<td>64.4</td>
</tr>
<tr>
<td>Compaq</td>
<td>2.9</td>
<td>54.6</td>
</tr>
<tr>
<td>Sun</td>
<td>1.8</td>
<td>57.9</td>
</tr>
<tr>
<td>Tandem</td>
<td>1.6</td>
<td>50.1</td>
</tr>
</tbody>
</table>

**SOURCE:** 1989 data from Salomon Brothers, Inc. and company reports, cited in: Jonathan Levine et al., “Europe Ain’t No Bonanza Anymore,” Business Week, Aug. 6, 1990, p. 27.

---

Footnotes:

14 Ibid.
One (1987-91), Framework Two (1988-92), and Framework Three (1990-94). This is intended to allow continuation of current R&D programs while providing a way to reevaluate them. The Framework Programs provide support for many fields of science and technology; support for R&D in information technology and communication technology is provided through the ESPRIT and RACE programs, respectively. Phase I of ESPRIT began in 1984, before the Single European Act, and continued through 1988; it addressed basic technologies and standards in microelectronics and software, as well as computer applications like computer-integrated manufacturing and office systems. Phase II of ESPRIT (1988-92) continues the initiatives begun in phase I and also includes new basic research projects; currently about 3,000 researchers are involved in 200 ESPRIT projects. ESPRIT’s software accomplishments to date include development of software for optimizing designs of application-specific integrated circuits (ASICs) and software-development and software-integration tools developed under the Portable Common Tool Environment project. The EC contribution for ESPRIT II during 1988-92 is about 1,600 million European Currency Units (ECUs), nearly $2 billion.

The RACE program includes research and standards projects intended to move the EC toward combined communications (voice, data, video, electronic mail) based on integrated services digital network (ISDN) standards. The EC contribution for RACE during 1987-92 is 550 million ECUs, or $660 million.

Japan

Computer Hardware

Beginning in the mid-1950s, the Japanese Government, which recognized the strategic importance of the computer industry, used capital, subsidized R&D, and protective regulations and procurement policies to nurture a developing Japanese computer hardware industry. By 1990, these policies had paid off in an industry with compelling strengths in memory chips, flat-panel displays, and optical disks. In 1980, the Japanese industry had a 10 percent share of the world computer market; a decade later, Japan’s share of the world computer market was expected to exceed 40 percent by 1992. Japan already dominates the laptop and notebook computer markets.

In 1990, IBM held almost 52 percent of the world mainframe market, followed by Fujitsu (9.5 percent), Hitachi (6.8 percent), Unisys (6.6 percent), Amdahl (4.6 percent), Siemens (2.8 percent), and NEC (2.7 percent). Japanese mainframe computer manufacturers have been positioning themselves via product development, marketing strategies, and acquisitions for rapid expansion in the U.S., Asian, and European markets now dominated by IBM. For example, Fujitsu has acquired ICL P. L. C., Britain’s largest mainframe computer manufacturer and the world’s ninth-largest producer of mainframe computers. Fujitsu acquired an 80 percent share of ICL for about $1.4 billion and thereby became the world’s second-largest computer manufacturer (in terms of sales), behind

---

17 ESPRIT is the acronym for European Strategic Programme for Research and Development in Information Technologies; RACE is the acronym for R&D in Advanced Communications Technologies in Europe. See Congressional Research Service (July 1991), op. cit., footnote 16, pp. 56-58.
18 Ibid., pp. 57-58.
21 Ibid., pp. 59-60.
23 Between 1965 and 1985, Japanese R&D expenditures as a percentage of gross national product (GNP) nearly doubled, from 1.27 percent of GNP in 1965 to 2.53 percent in 1985. Over the same period, the Japanese Government’s share of R&D expenditures fell from 51 to 19 percent, although total government funding increased, industry R&D grew more rapidly. (National Science Foundation and Japan Science and Technology Agency data cited in: Leonid H. Lynn, “Technology Policy in Japan,” Forum for Applied Research and Public Policy, fall 1990, pp. 57-61.)
24 For a discussion of Japan’s basic research initiatives, see “Can Japan Make Einstein Too?” The Economist, Aug. 11, 1990, pp. 81-83. Japan’s R&D expenditures now total over 2.9 percent of GNP, with government expenditures amounting to 20 percent of this sum and expected to double during the 1990s. (Ibid., p. 81.)
IBM and just ahead of Digital Equipment Corp. By the time that Fujitsu acquired ICL, the British firm had grown dependent on Fujitsu for crucial technologies (e.g., computer chips, circuit boards, cooling systems). Fujitsu’s acquisition of ICL was of special concern to the European information-technology community because ICL was a partner in about 40 hardware and software projects being conducted under the European ESPRIT program. Fujitsu also has a majority interest in a mainframe computer factory in Spain and an agreement to sell powerful mainframes through Siemens A.G. Coupled with concentration in the European computer industry due to financial pressures, such acquisitions position Japanese firms like Fujitsu or Mitsubishi Electric (which has acquired the manufacturing facilities of Apricot, a British PC company) to participate in the EC’s single market after 1992.

At the same time, Japanese investments in computer and software firms in the United States have continued to grow through minority equity positions as well as acquisitions. In 1990, Mitsui & Co. purchased a minority interest in Unisys with $150 million of preferred stock that can be converted into 4.6 percent of Unisys’ common stock outstanding. Unisys also arranged a $50-million, 5-year loan from Mitsui. Also in 1990, Mitsubishi Kasei Corp. acquired Verbatim Corp. for $200 million. Canon has invested $100 million in NeXT Computer (multimedia computing), Canon Sales Co. has invested in FPS Computing Inc. (64-bit computers), and Fujitsu has purchased 46 percent of Poqet Computer (notebook computers).

**Computing Research Focus**

Japan’s highly publicized Fifth-Generation project (1982-91) was intended to create “intelligent” machines that could support expert systems to emulate human reasoning and could communicate with humans through natural (rather than computer programming) languages. MITI initiated the Fifth-Generation project in 1982 and anticipated three phases: 1) study of existing knowledge in logic processing and parallel processing and development of prototype hardware and software systems; 2) construction of small-scale subsystems for logic processing and parallel computation; and 3) completion of a full-scale prototype computer implementing inference and knowledge-based functions in hardware (for speed) and using software for knowledge-base acquisition and management, natural-language interfaces, and “intelligent” (user-friendly) programming tools. Today’s Japanese artificial intelligence (AD) market reflects industry’s commitment to increase the use of AI technology, especially expert systems in the financial and manufacturing industries, in support of the Fifth-Generation project.

Although Japan, along with other countries, made progress in AI research, the Fifth-Generation project fell far short of its original goals. However, the project has had two important consequences. First, it stimulated research in the United States and Europe, as well as Japan, and enabled Japan to build up a basic-research infrastructure in computing, training, and influencing thousands of Japanese computer professionals. Second, it gave credence to, and focused Japanese Government and industry attention on, parallel processing. Emphasis on massively parallel computing, part of what is referred to as the

---

28 Sanger (July 1990), op. cit., fo’ emote 9.
36 The 1990 market for AI hardware and software was about $2.5 billion but the market is expected to reach $10.6 billion by 1995 (MITI estimates, ibid., p. viii). According to ITA, most Japanese AI software runs only on the hardware for which it was developed; the eight largest Japanese computer firms (Hitachi, Fujitsu, Toshiba, NEC, Oki, Sharp, Mitsubishi and Matsushita) control 60 percent of the total Japanese AI hardware and software market (ibid., pp. xix, 42).
Sixth-Generation project, is a change in direction from earlier Japanese efforts to produce very fast supercomputers that relied on speed (rather than parallelism) for computational power.

Parallel processing is thought to hold great promise for applications like picture, sound (voice), and character recognition. To this end, advances in parallel and fault-tolerant architectures, as well as in chip technology, will be required. But, interestingly, the hardware to build massively parallel machines is simpler to design and develop than is the complex software required to coordinate parallel processing and efficiently exploit the capabilities of the hardware. Therefore, MITI has convinced government officials and industry to devote resources to a large effort to develop parallel-processing software.37

In April 1990 MITI published a broad outline of how to proceed from the Fifth-Generation project; one of the objectives outlined was a concerted effort to master massively parallel processing. MITI’s plans for this New Information Processing Technologies (NIPT) program called for leapfrogging the evolutionary technology-development paths that most U.S. firms and research programs are following, concentrating instead on massively parallel and distributed computing systems, neural nets,38 optical computing, and applications of fuzzy logic.39 By spring 1991, the focus of the program appeared to be shifting to a more interdisciplinary, basic research focus that could eventually lead to development of massively parallel, distributed processing systems based on optoelectronics.40

Software

According to a 1990 American Electronics Association report, the software market in Japan is only about one-third the size of the U.S. market. However, it is growing much more rapidly—in part, because it is less mature. The Japanese market (for packaged and custom software), estimated at about $18 billion in 1990, is expected to grow to some $33 billion (about 20 percent of the worldwide market for software) by 1995.41 In 1986, the Japanese software market was estimated at only about $5.4 billion.42

The composition of the Japanese market differs significantly from its United States and European counterparts in that custom software (rather than packaged software) accounts for 80 percent of software sales. By contrast, packaged software is more common in Europe and predominate in the United States, accounting for 75 percent of the U.S. market, according to the American Electronics Association.43 The prevalence of custom software in Japan accounts for the situation that, although imported software accounted for about half of packaged software sales in Japan in 1988, imports amounted to less than 10 percent of the total market.44

Much attention has been focused on the Japanese approach to software development through “information systems” factories bringing manufacturing-style production and quality controls to software development. U.S. observers have raised concern that this approach will extend Japanese productivity and success in embedded software (in electronics) and in custom programming to the packaged software market worldwide.45

37 Sanger(April 1990), op. cit., footnote 36.
38 For example, Toshiba Corp is developing a character-recognition device that uses a neural network to identify both katakana (a Japanese phonetic alphabet) and numerical characters. The system, which will be marketed in 5 years for applications in automatic-teller machines and optical character readers, reportedly has a 95-percent accuracy rate. (“Neural Network Device Can Read Handwriting,” The Asian Wall Street Journal Weekly, Feb. 11, 1991, p. 8.)
40 Fuzzy logic can be used to reduce superfluous software coding in massively parallel computers. A fuzzy-logic chip can be used to reduce the number of conventional logic circuits needed, making it possible to install simpler controllers that require less-complex software to run them.
41 MITI officials seeking U.S. Government support for participation in NIPT by U.S. industry and academic researchers were describing the program as focused on basic research and development, with a special focus on the brain and neural research. (Richard McCormack, “U.S. Chilly to Japan on 6th Generation Initiative,” New Technology Week, vol. 5, No. 22, May 28, 1991, pp. 1-4.)
Moreover, in mid-1991 MITI announced the formation of a new R&D committee to study numerical simulation using supercomputers and high-end workstations. The purpose of this new MITI group, with participants from academia and 20 companies including Fujitsu, Hitachi, IBM Japan, and NEC, is to put together experimental and theoretical underpinnings for developing advanced supercomputer hardware and software for use in simulation and animation. In concert with other Japanese technology initiatives, such as the Sixth-Generation project and MITIs’ new international project on next-generation structural models for large computer systems, the supercomputer simulation initiative may give Japan strong capabilities in supercomputer software, as well as hardware.47 However, the United States still leads in supercomputers, as well as high-speed networks.48

Rapid growth in the Japanese market has led more than 60 U.S. software companies, including Lotus Development Corp., Microsoft, Computer Associates International, and Adobe Systems Inc., to establish subsidiaries or offices in Japan.49 At the same time, Japanese companies are establishing themselves in the United States. For example, last fall an engineering group in Sony Corp.’s U.S. unit began work developing a new version of Unix as a basis for developing Unix application programs. Sony is one of the first Japanese companies to develop software applications (in this case, with a staff consisting mainly of U.S. software engineers) in the United States.50 Unix microcomputer and workstation software is expected to grow in importance in Japan during the 1990s.51

Taiwan

In Taiwan, government measures, including research funding and tax advantages, spurred development of Taiwan’s computer-hardware industries during the 1980s. At present, Taiwan has relatively strong microcomputer and semiconductor chip industries made up of domestic manufacturers as well as original equipment manufacturers (OEMS) from the United States and Japan.52 In 1990, revenues for these industries amounted to $1,566 million for microcomputers and $450 million for semiconductor chips.

For the long term, however, Taiwan faces a transition from a manufacturing to a service and knowledge-based economy.53 Accordingly, interest in the domestic and global software markets has increased sharply, and industry leaders called for the government to institute policies and programs to assist the software industry, as it did for the hardware industry. To this end, the government of Taiwan has provided research funding and, in some cases, investment and tax incentives for software developers.54 This software activity takes place in a larger context of increasing total R&D expenditures as a percentage of gross national product (GNP), increasing business expenditures for R&D; and emphasis on target industries including microelectronics, computers, computer peripherals, materials, automation and robotics, as well as software and information science.55

By the mid-1980s, according to the U.S. Department of Commerce, such government efforts had given rise to over 100 small software houses in Taiwan, most with fewer than 20 employees. These software houses were


\[48\] Gross and Schwartz, op. cit., pp. 56-57.

\[49\] For case studies of six U.S. software firms in Japan (Autodesk, Lotus, Comshare, Ingres, Oracle, and SDC), see American Electronics Association, op. cit., footnote 41, pp. 77-89.


\[51\] American Electronics Association, op.cit., footnote 41, pp. 10-11. IDC data cited by the American Electronics Association indicate that while MS/DOS will continue to dominate microcomputer operating systems in the early 1990s, use of Unix systems is expected to grow at a compound annual growth rate of 140 percent during this period, compared to 25 percent annually for MS/DOS.


\[54\] According to Taiwan’s Council of Economic Planning and Development, 50 percent of Taiwan’s GNP will come from services by the year 2000.

\[55\] Dennis Fred Simon, “Technology Policy on the Pacific Rim,” Forum for Applied Research and Public Policy, fall 1990, pp. 67-72. In 1978, total R&D expenditures in Taiwan amounted to 0.5 percent of GNP ($1.11 million); by 1987, R&D spending had increased to 1.2 percent of GNP. Taiwan’s 10-Year Science and Technology Development Plan projects R&D expenditures of 2 percent of GNP by 1995.
primarily developing application-software packages; by contrast, systems-software development in Taiwan was mostly being done in publicly supported research institutes like the Institute for Information Industry (III). Tax incentives and the availability of skilled, lower-cost labor led major U.S. corporations like Hewlett Packard, IBM, and Wang to establish software-development groups in Taiwan.66 Computerization of whole industries in Taiwan contributed to the rapid growth of Taiwan’s software industry. By 1990, it had grown to about 300 software firms; 1990 revenues from sales of Taiwanese application-software packages amounted to $149.5 million.67

The government-sponsored III has been charged with promoting progress in the software industry through a variety of technical and institutional means. These include development of Chinese versions of Unix and the X Windows interface for use in workstations68 and educational efforts to promote intellectual property concepts to the public,69 as well as market-intelligence, economic, and legal research for the industry.70 III has also signed a cooperation agreement with the Justice Yuan for information exchanges and joint research in computer law.71

**Singapore**

Over the past decade, Singapore has actively pursued a national goal of developing a vital software and services industry. This has largely been done under the auspices of the National Computer Board (NCB), established in 1981.72 According to the U.S. Department of Commerce, in 1982 the government of Singapore initiated a 5-year, $80-million program under the direction of NCB to train computer specialists and provide financial incentives for local software development.73 Three government-run training institutes were established under this program; of the three, one was a joint venture with IBM, and another was provided with significant funding and equipment from the Nippon Electric Co. (NEC) of Japan.74 By late 1984, Singapore’s financial incentive packages resulted in the establishment of software centers by Nixdorf, the Digital Equipment Corp., Hewlett Packard, and Sperry.75

In 1983, the revenues for Singapore’s software industry amounted to $24 million; about $4 million came from exports.76 As of 1990, according to the U.S. International Trade Administration (ITA), software and services were a billion-dollar industry in Singapore.77

According to the ITA, having accomplished its initial objectives, the NCB is now using its applied-research arm, the Information Technology Institute (ITI) to strategically target R&D and commercial uses of emerging technologies like AI and fuzzy logic.78 At the Nanyang Technical Institute, collaborative R&D by government and industry targets computer integrated manufacturing,

---

58 Chris Brown, op. cit., footnote 53.
59 Carol K. N Chang, Planning Engineer, Market Intelligence Center, Institute for Information Industry, personal communication (meeting), Nov. 9, 1990.
60 Julian S. L. Wu, Project Manager, and Josephine L. L. Hoang, Legal Research Fellow, Market Intelligence Center, Institute for Information Industry, personal communication (meeting), Apr. 23, 1991.
61 Under the terms of the agreement, III will provide the Yuan with computer law and market information and the Yuan will provide the III with court decisions related to intellectual property. The Justice Yuan and III held their first legal research meeting in June 1991. Julian Wu, op. cit., footnote 57, June 1991.
62 The National Computer Board was established with three principal objectives: 1) to computerize the governmental services and departments, 2) to train software professionals in sufficient numbers to meet Singapore’s needs, and 3) to develop the software and services industry. For more information see Victoria Kader, Office of Computers and Business Equipment, *International Trade Administration*, “Singapore Moves Into the Advanced Information Age,” *Business America*, Aug. 13, 1990, p. 9.

Government assistance for Singapore software development gave rise to controversy in 1989-90, when the U.S. Department of Commerce investigated whether a Singapore firm’s software product (being marketed in the United States) was an “unfair” competitor in that the Singapore Government had subsidized the development of a commercial software product. In March 1990 the Department of Commerce’s ITA reversed its original ruling that the product, a computer-aided software engineering tool, had been subsidized. The ITA ruled that software on a disk or tape, including software on a master disk, can be subject to import duties. (David A. Ludlum, “Commerce Department Revokes Singapore Ruling,” *Computerworld*, vol. 24, No. 14, Apr. 2, 1990, p. 119.)
65 Ibid.
68 Ibid. According to ITA, NCB accomplished its goal of training 8,000 new software professionals (Singapore started with 1,800 in 1982) in 1990, 2 years ahead of schedule. ITA also reports that computerization in the government resulted in cost savings amounting to 1.7 times the investment in information technology.
often using U.S. expert system development tools. With industry partnership, the Institute of Systems Science (ISI) at the National Institute of Singapore is working on AI and fuzzy-logic applications, including a neural network for foreign-exchange trading and a logistics system incorporating fuzzy-logic principles for the Singapore seaport.

@Ibid., p. 9.

Accroding to ITA, the ISI is active in training programs, such as a degree program in knowledge engineering, that are tailored to meet the needs of industry. The NCB also finances training programs in information technology and provides assistance programs for computerization of company business operations.
The European Economic Community Treaty determine the institutions of the European Community (EC) and their basic functions. These institutions have broad legislative, judicial, and administrative powers, which enable them to render direct and binding orders to member states and to their nationals. This extensive delegation of duties in the treaty is founded on the belief that the future economic development of the EC would introduce changed circumstances that could not be anticipated in the treaty, and also that the creation of a strong central organization would lay the groundwork for future political unity. The powers of these EC institutions—the European Parliament, the Council, and the Commission—are allocated to maintain balanced distribution of powers in the European Community.

The Parliament

Composition of the Parliament

The Parliament consists of representatives of the nationals of the countries of the European Community. The function of the Parliament is to exercise the advisory and supervisory powers conferred upon it by the European Economic Community Treaty. The European Parliament officially came into existence in March of 1958. Its members are appointed by and from among the members of the national parliaments of the member states. The number of delegates from each country is as follows.

<table>
<thead>
<tr>
<th>Country</th>
<th>Delegates</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>81</td>
</tr>
<tr>
<td>Germany</td>
<td>81</td>
</tr>
<tr>
<td>Italy</td>
<td>81</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>81</td>
</tr>
<tr>
<td>Spain</td>
<td>60</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>25</td>
</tr>
<tr>
<td>Belgium</td>
<td>24</td>
</tr>
<tr>
<td>Greece</td>
<td>24</td>
</tr>
<tr>
<td>Portugal</td>
<td>24</td>
</tr>
<tr>
<td>Denmark</td>
<td>16</td>
</tr>
<tr>
<td>Ireland</td>
<td>15</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>6</td>
</tr>
</tbody>
</table>

Parliament members sit by party rather than by nation. Political groups act according to political perspective rather than on a national basis. As of January 1, 1986, groups constituting the Parliament were, in order of size, Socialists, European People’s Party, European Democratic Group, Communists and Allies, Liberal, Democratic and Reformist Group, European Renewal and Democratic Alliance, Rainbow Group, and European Right.

The members of the European Parliament are thus representatives of their peoples, rather than representatives of their governments. They may not receive instructions from the national parliaments, political parties, or interest groups, and they are expected to act in the interest of the EC as a whole.

Functions of the Parliament

The European Parliament functions in an advisory and supervisory capacity.

The Parliament’s advisory power is a means of involving the peoples of the EC in the drafting of EC legal measures, and allows the Parliament to play a part in the legislative process of the community. The treaty provides for consultation of the Parliament by the Council as an essential formality before the Council makes a final decision as to certain treaty matters. Disregard of this formality renders the measure void. Simply presenting a proposal accompanied by a request for an opinion of the Parliament is not sufficient; if the opinion is never actually rendered by the Parliament, the measure is void.

The treaty provides for the Parliament’s supervisory functions through which it can force the Commission to resign by a motion of censure. The Parliament and its members may question the Council and the Commission to obtain the information necessary to make such a decision.

Parliament has also sought a greater voice in the negotiation and conclusions of international agreements to which the EC is to be party, and of treaties on the accession of new member states. To that end, a cooperation agreement called the Single European Act (SEA) was adopted. This agreement provides that the Council’s common position, reached by a qualified majority, must be communicated to the Parliament accompanied by an explanation of the Council’s reasons for taking that position. The Parliament must make a decision on the Council’s position in 3 months; its failure to do so allows the Council to pass the measure. Should the Parliament propose amendments or reject the Council’s position by a majority of its membership, the Council can overrule the Parliament’s amendments or reject them only by a unanimous vote.

All members of the Commission and Council may attend sessions of Parliament. Those speaking in the name of the Commission or the Council must be heard at these sessions.
The Council

The European Council strengthens the decisionmaking capacity of the EC since many of the Council’s decisions can be adopted by majority, rather than unanimous, vote.

Composition of the Council

Representatives of member states make up the Council of the European Communities. The members of the Council represent the member states according to instructions of the individual State. The members also are part of an EC institution and can take decisions that may be in accordance with the instructions of their governments. Such variance does not in any way affect the validity of a Council decision. As the council acts as a federal institution, its decisions are valid notwithstanding any deviation from instructions.

Representatives of the member states are required to be members of the government of the member state they represent. Member states may decide which member of the government it wishes to appoint, and different members of the government may be delegated, depending on the matter before the Council.

Functions of the Council

The role of the Council is to ensure the coordination of the economic policies of the member states. Under the treaty, the Council has the power to take decision, or adopt legislation proposed by the Commission. The treaty also requires the Council to confer on the Commission certain powers for the implementation of the rules the Council has adopted, and gives the Council the power to exercise implementing powers itself in certain circumstances.

Coordination of Economic Policies—It is the particular task of the Council to coordinate the “general economic policies” of the member states. Thus, general economic policy in principle remains within the competence of the individual member states except to the extent that the treaty confers powers upon the EC. Coordination is to be achieved through consultations in the Council and through the recommendations made by it. The Council’s powers to enforce the coordination of the economic policies reach no further than this, except insofar as it has expressly been given such powers by specific treaty provisions.

Power To Take Decisions—The power to take decisions or adopt legislation encompasses all acts that are to be undertaken under the provisions of the treaty—for example, on the budget of the EC, on the bringing of suit, or on the appointment of officials. The power to take decisions is limited in that most decisions require a prior proposal of the Commission and often the consultation of the Parliament or of the Economic and Social Committee.

Implementation of Council Acts—The Commission has the power to implement rules the Council has made. This power may be curtailed by certain requirements relating to the manner in which it is exercised. The Council may also reserve the right to directly exercise implementing powers itself. These procedures must be in accordance with rules and principles the Council will specify.

The Commission

Functions of the Commission

The Commission consists of 17 independent members. Its primary function is to see that the EEC treaty provisions are executed. The Commission also monitors the application of legislation promulgated by the institutions for purposes of implementing the treaty.

The Commission supervises the orderly functioning and development of the Common Market. This includes the removal of barriers between economies of Member States, the smooth conduct of economic life within the area in which a single market is to be established, and increasing economic activity and the standard of living. Member States have a duty to facilitate the achievement of the Commission’s tasks, i.e., to ensure that the provisions of the treaty and the implementing measures adopted by the institutions are applied. Member States have a duty to consult the Commission and they must keep the Commission informed of measures they have taken in fulfillment of their obligations to implement EC rules.

The Commission may formulate recommendations or opinions on all matters covered by the treaty. This includes all matters that are dealt with in the treaty or subjects having a direct connection with treaty rules. While in some cases the treaty expressly provides for issuance of recommendations or opinions, the Commission is not limited to the provisions of the treaty and may issue recommendations or opinions any time it considers necessary. Recommendations and opinions maybe addressed to anyone, and are not binding.

Finally, the Commission exercises powers conferred by the Council for the implementation of the treaty. This cooperation between the two EC institutions consists primarily of the Commission’s right to make proposals for almost all important measures adopted by the Council. These powers of implementation are exercised within the framework of general rules made by the Council, and the limits of the power are to be inferred from the particular wording of the provision in question.
The Cooperation Procedure

The Council and Commission

The Commission has the right to initiate action on most issues under the provisions of the treaty. The Commission exercises that right to a large extent by making proposals to the Council. Article 149 restricts the power of the Council to amend the proposal of the Commission. Under that article, any amendment of a proposal of the Commission must be approved by unanimous vote, even though the adoption of the proposal itself may require a different majority. The effect of this provision strengthens the position of the Commission and makes the amendment of its proposals less likely. If a single member state objects to an amendment, and if the Commission fails to make changes desired by a majority of the Council, the Council can then either accept or reject the proposal as made by the Commission. If, on the other hand, the Council adopts an amendment by unanimous vote, the acceptance or rejection of the amended proposal must still be voted on, and the outcome of that vote depends upon whether the amended proposal is approved by the majority required under the applicable provision of the treaty. The Council must at all times observe the other rules of the treaty.

The European Parliament

When the Council has received a proposal from the Commission and obtained the Opinion of the European Parliament it may adopt a “common position.” This “common position” must be communicated to the European Parliament, along with the reasons that led to its adoption as well as the Commission’s position on the draft. The act may be definitively adopted if within 3 months (subject to a 1-month extension) the Parliament approves the measure or has not acted on it. The Parliament may, alternatively, within this 3-month period propose amendments to the Council’s common position, or it may reject the position. If the Parliament rejects the Council’s common position, unanimity is required for the Council to act on a second reading.

The proposal on which the Council has taken a common position must be reexamined by the Commission within 1 month, and the Commission must take into account the amendments proposed by the European Parliament. Any parliamentary amendments which the Commission has chosen not to accept must be forwarded to the Council, together with the Commission’s opinion on them. The Council may adopt these amendments, notwithstanding the Commission’s rejection, but its vote must be unanimous. The Council must adopt any proposal that has been reexamined by the Commission; if the Council wishes to make any amendments, it can do so only by unanimous vote. If the Council does not take any action within 3 months, the Commission’s proposal is deemed not to have been adopted. If the Council and the Parliament agree, this 3-month period may be extended for a maximum of 1 month.

Paragraph three of article 149 gives some flexibility to Commission proposals by authorizing the Commission to amend its original proposal as long as it has not been acted upon by the Council.

SOURCE: Common Market Reports.
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