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Foreword

s ince the 1980s, the federal government has been actively pursuing
a policy to encourage and sponsor medical effectiveness research:
research that supports the evaluation of the effectiveness of exist-
ing medical technologies and practices. In September 1994, the

Office of Technology Assessment issued its assessment of the successes
and gaps in that endeavor to date with the report ldentifiyng Health
Technologies That Work: Searching for Evidence.

This volume contains five background papers describing in greater
detail some of the research techniques discussed in that report. Each of
these papers was drafted by experts in the research technique. OTA grate-
fully acknowledges the contributions of the advisory panel to the overall
study and the many other individuals who provided valuable informa-
tion and reviewed preliminary drafts of these papers. As with all OTA
documents, the final responsibility for the content of these papers rests
with OTA.
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s cientific developments often occur alongside changes in
the cultural and political environment, and this has certain-
ly been true in recent years for the evaluation of health care
technologies. New methods of research and evaluation

have been developed, and new adaptations of existing methods
are being applied. At the same time, the American health care sys-
tem has undergone radical changes. The enormous expansion in
managed care, the movement of many highly complex and so-
phisticated medical services into nonhospital settings, and the in-
creasing willingness of physicians and patients to question the ef-
fectiveness of common procedures all bear witness to the
tumultuous past decade in health care. And along with these
changes has come an eager market for information on the value of
existing medical technologies and the research methods that can
supply this information.

Each of the five background papers contained in this volume
describe new methods or new adaptations of existing methods to
evaluate which health technologies work best. * These examples
by no means describe the universe of changes in evaluative tech-
niques. They do, however, demonstrate the great variety of areas
in which methodological developments have been taking place.

The first of the five papers deals with one of the most basic
questions in any health research endeavor: how to measure the
outcomes associated with whatever is being studied. The devel-

Introduction
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2 I Tools for Evaluating Health Technologies

opment of reliable techniques to measure health
outcomes through patients’ reports of how they
feel represents not only anew research method but
a subtle philosophical shift regarding which out-
comes are important to measure.

The second and third of these papers deal with
two methods of investigating the question: of two
competing medical technologies, which is more
effective? Both methods—the analysis of large
administrative databases, and large, simple ran-
domized trials—have been promoted as afford-
able,  generalizable alternatives to the more costly,
complex, and limited traditional randomized con-
trolled trial. In fact, these two newly adapted tech-
niques are not really substitutes for each other and
fill somewhat different niches. They also differ in
the amount of attention they have received by the
U.S. research establishment. Large database anal-
ysis has gained prominence in the United States,
as a method emphasized in the federal gover-
nment’s medical effectiveness initiative. In con-
trast, large, simple trials are a European develop-
ment that has many potential applications but has
so far seen relatively little use in this country.

Where previous studies of a technology ’s effec-
tiveness already exist, medical technology asses-
sors must sift through the often obscure and some-
times contradictory literature on the topic. The

fourth background paper in this volume describes
the formal technique of meta-analysis, which
structures a literature review by identifying rele-
vant studies in a systematic, explicit fashion and
combining the results quantitatively. Although
many topics do not lend themselves to a quantita-
tive meta-analysis, the systematic approach used
to identify and evaluate studies is applicable to al-
most any review of the medical literature.

Along with the health system’s new interest in
documenting the value of existing medical
technologies and practices has come a new, very
pragmatic interest in techniques to determine the
relative cost-effectiveness of competing technolo-
gies. The technique described in the fifth back-
ground paper-clinical-economic trials—is an
increasingly popular method for analyzing a
technology’s cost-effectiveness early in its life
cycle, at the same time that the technology’s clini-
cal effectiveness is being tested.

Few of the techniques described in this volume
are fundamentally new. All are being applied with
a new vigor and new twists, however, in the cur-
rent drive to evaluate the worth of existing medi-
cal interventions. Understanding these tech-
niques—their applications, their strengths, and
their limitations—is a worthwhile endeavor for
evaluators and policymakers alike.



using Patients'
Reports To

Evaluate
Medical Outcomes

Background Paper 1

SUMMARY
Most medical treatment is intended to improve patients’ ability to
function and their sense of well-being. Information about these
outcomes can usually be supplied most accurately by the patients
themselves.

Traditionally, medical conditions have been defined and treat-
ments evaluated primarily through the results of diagnostic tests
and clinical observation, but many studies of the outcomes of
medical treatments now also routinely include protocols for ask-
ing patients questions about their health and well-being. Some
outstanding examples of this phenomenon are:
m

●

the Medical Outcomes Study, which used a single set of mea-
sures to assess functioning and well-being of patients with any
of six medical conditions; and
the Patient Outcomes Research Teams and similar efforts, in
which the researchers study a single medical condition and the
outcomes of its treatment in considerable detail, including
patient-reported health and well-being.

The instruments used to measure these characteristics may be
specifically tailored to the particular medical condition of inter-
est. Or, they may be general measures of health-related quality of
life that provide comprehensive views of the states of the patients’
health at various points during the course of the treatment.

Health-related quality of life refers to those aspects of living
that are affected by patients’ medical conditions and to their fine-
tioning and perceived well-being. Most survey instruments de-
signed to measure health-related quality of life include questions
related to four aspects: functional ability, perceived health, psy-
chological well-being, and role limitations.

b y
Floyd J. Fowler

University of 
Massachusetts

Boston,  MA

.
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4 I Tools for Evaluating Health Technologies

One way to analyze the effects of a particular
treatment on patients’ health is to describe the
treatment results separately with respect to each
of these aspects. The Sickness Impact Profile
(SIP) and the RAND 36-item Health Survey
(SF-36) are examples of instruments to measure
health-related quality of life and at present are
probably the major tools used to gather data from
patients for this purpose in the United States. The
SIP is perhaps the most comprehensive instrument
for describing the effects of medical conditions on
people, while the SF-36 attempts to strike a bal-
ance between comprehensiveness, validity, and
parsimony.

Another approach to measuring health-related
quality of life is to combine the ratings for all the
various components of well-being into a single
number that serves as a summary of the overall
quality of life. The Quality of Well-Being Scale is
probably the best-known example in the United
States of the effort to produce quantitative sum-
maries of people’s health status.

Properly designed measures using patients’ re-
ports have proved as reliable and valid for de-
scribing the effects of medical conditions and
treatments on patients as many other commonly
accepted tests. Although the results of diagnostic
tests and results based on patients’ reports are dif-
ficult to compare directly, studies of diagnostic
tests and of measurements taken in clinical set-
tings almost always reveal considerable error
across tests. The reliability and validity of mea-
sures based on patients’ reports also vary, but the
evidence is clear that measurement of medical
conditions or health status, based on properly de-
signed and evaluated questions, can be as reliable
and valid as other measurements done in the clini-
cal sciences.

At least three major conceptual and method-
ological challenges remain for researchers and
users of patients’ reports on medical outcomes:

 How should prospective and retrospective de-
signs be modified to ensure accurate measure-
ments of the effects of treatment?

How should researchers collect information
about the results that would have been expected
had a particular treatment not been given?
How should the effects of treatment be cali-
brated to facilitate comparisons across treat-
ments and conditions?

There is a clear need for better understanding of
how best to conduct studies based on patients’ re-
ports so that they lead to valid conclusions, and
how best to assess the significance of the results.
Nonetheless, this tool is already a very useful one
that produces considerable knowledge that nei-
ther patients nor researchers have had before. ■

A

lthough the saving of lives may provide
evidence of the value of treatments for se-
rious ailments such as strokes and heart
attacks, only a moderate amount of the

medical care delivered in the United States is in-
tended to prevent death. Most treatment is meant
to improve patients’ functioning or well-being.

Even the reason for performing most common
hospital surgical procedures is not to save lives, at
least in the short term. The conditions treated by
back surgery, for instance, are virtually never life-
threatening. Fewer than perhaps 10 percent of
hysterectomies and a similar proportion of surgi-
cal procedures to treat benign prostate disease are
performed on patients whose lives are at risk
(48,55,78). Outpatient surgical procedures such
as cataract surgery, the most common procedure
covered by Medicare, fall into the same category.
Even such a major procedure as coronary artery
bypass graft surgery is performed as often to re-
duce angina symptoms as to save lives (2).

Compared with surgery, ambulatory care is
sought even less often for life-threatening condi-
tions. Most patients visit doctors for checkups, for
acute but self-limiting conditions (such as respira-
tory infections), or for other nonfatal conditions
(such as back pain and arthritis) (79).
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Relieving symptoms is the goal of most com-
mon surgical procedures; ruling out more serious
conditions and providing diagnoses that can lead
to symptomatic relief are the goals of most ambu-
latory visits. Thus, to a large extent, the criteria
justifying medical treatments rest on how the
treatments affect the way patients feel or what pa-
tients can do. Ascertaining the value of the treat-
ment, then, requires information about patients’
perceptions of their well-being.

Patients’ own reports of their well-being are vi-
tal to studies of medical care for at least two rea-
sons. First, the studies often require information
that only the patients can report well. When com-
parisons have been made, physicians have usually
been found to be poor reporters of patients’ symp-
toms or experiences in such diverse cases as en-
larged prostates and toxic reactions to cancer treat-
ment (1 1,62).

Second, some of the key information needed
from patients—their perceptions, emotional re-
sponses, preferences, and values—is subjective.
There is widespread agreement that no one can re-
liably report such things for another person (75).
Studies comparing reports by individuals them-
selves with reports from proxies suggested that
the less observable the characteristic, the less like-
ly others can report it accurately (24,50,66,76).
Thus, although good studies of the outcomes of
medical treatment gather data from various
sources, many also rely on accurate measurements
from patients’ reports.

Prior to the mid-1980s, few studies were de-
signed to document the benefits of treatment from
the patient point of view. Studies of medical out-
comes tended to focus primarily on short-term
risks, such as death and strokes, and on rehospital-
ization. If the broader benefit to patients was as-
sessed at all, it was usually based on ratings by
physicians.

Researchers conducting a meta-analysis of the
literature published between 1964 and 1990 on
surgery for lumbar spinal stenosis, for example,
found 74 journal articles that purported to provide
information about outcomes from laminectomy,
but only 61 percent of the articles reported the
prevalence of leg or back pain, the main reason for

which the surgery is done (74). The analysis found
no randomized trials comparing surgery and con-
servative treatment, and almost nothing was pub-
lished on the response of spinal stenosis patients
to conservative treatment. Most important, the re-
searchers found that it was often impossible to tell
for certain who rated the outcomes, but that it al-
most always appeared to be the surgeon, not the
patient, who was describing the benefits of the
surgery.

The poor quality of the data undoubtedly re-
flected the low priority placed on documenting the
value of medical treatment. Medical treatment
was presumed to be worthwhile if physicians,
based on their training and clinical experience,
thought it would be of value. Studies were con-
cerned chiefly with whether complications arose
and with how they could be minimized. A further
limitation derived from the fact that studies using
survival and short-term complications as mea-
sures of outcomes document only the risks, not the
benefits, of treatment. To document the benefits of
treatment, accurate information about patients’
health and well-being must be collected from
them in standardized ways.

CURRENT APPLICATIONS

 Examples of the Use of Patients’
Reports in Research

To fill the gaps in the medical literature, several re-
cent studies have attempted to measure the effect
of medical treatment by asking patients questions.
Of particular note are the Medical Outcomes
Study (69) and the work of the Patient Outcome
Research Teams (PORTS, described below) and
other related research studies that focus on the
health outcomes associated with particular medi-
cal conditions.

Medical Outcomes Study
The-Medical Outcomes Study (69) is a good ex-
ample of the current approach to studying the ef-
fects of treatments. In that study, patients who had
any of six different conditions were recruited in
physicians’ offices throughout the United States.
The patients filled out questionnaires about their
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health at the time they were first contacted; they
then provided comparable data periodically so
that changes could be measured. One of the im-
portant distinctive features of the Medical Out-
comes Study was that a single set of measures (a
predecessor to the SF-36, described below) was
used in assessing overall functioning and well-be-
ing across all conditions (70). As a result, re-
searchers could make three kinds of comparisons,
each with its own value:
●

●

●

how patients with the same health condition
fared over time under different treatment proto-
cols,
how the lives of patients with different condi-
tions were affected by those conditions, and
how the benefits of treatments compared across
conditions.
The Medical Outcomes Study was probably the

first study that permitted all three of these types of
analyses.

The PORTS: The Example of Lower Back Pain
The PORTS, interdisciplinary research teams
funded by the Agency for Health Care Policy and
Research, have been significant contributors to
the development of measures of patient function-
ing and well-being. Each PORT studies the out-
comes of medical care and treatment for one of 14
common medical conditions. The PORT study of
lower back pain provides an example of how these
research efforts are using a patient-oriented ap-
proach to evaluating medical outcomes.

Because the main goal in treating lower back
problems is to reduce pain in the back and legs, pa-
tients are asked to describe the frequency and in-
tensity with which they experience pain in these
areas. One simple, straightforward analysis using
these data is to determine the extent to which re-
ports of back pain changed for better or worse over
time with and without treatments (23). Back pain is
significant because it can affect functioning, self-
perceived health, and psychological well-being.

Deyo and his associates are conducting a study
of back pain in cooperation with orthopedists and
neurosurgeons in Maine. Patients who are being
treated for back pain are asked by their physicians

to participate. The physicians and patients togeth-
er decide on the treatment to be used; the study
does not affect the decision. Regardless of wheth-
er patients opt for surgery or nonsurgical treat-
ment, the results are monitored.

Patients complete baseline questionnaires at
the time of enrollment. The questionnaires cover
the character and frequency of the back pain, the
effect of the back pain, and the overall functioning
and well-being of the patient. Physicians also
complete forms describing the results of initial
tests and the details of the treatment, but the pa-
tients’ answers to the questions at 3, 6, and 12
months after enrollment are the main measures of
the outcomes.

Other Outcomes Studies:
Indications for Hysterectomy
In addition to the PORTS, other health researchers
have been studying the outcomes associated with
particular medical conditions and procedures us-
ing patients’ reports.

Researchers recently completed a similar study
of women who had conditions—such as excessive
bleeding, abnormal pain, or large fibroids-that
would make them candidates for hysterectomy
(15,16). Whether they elected to be treated surgi-
cally or nonsurgically, the women completed
questionnaires regarding their symptoms, includ-
ing the frequency and intensity of their pain and
bleeding. Both the conditions and the treatments
have been reported to affect energy, sexual func-
tioning, bowel functioning, frequency of urina-
tion, hot flashes, and anxiety level, so specific
questions were included (either adapted from oth-
er survey instruments or newly designed) to moni-
tor the patients’ experiences in each of these areas.
Other questions measured the women’s general
well-being, psychological well-being, perception
of their health, and role limitations.

The protocol was very similar to that of the
back study. Patients filled out questionnaires over
the course of a year. Analyses evaluated the prog-
ress of the initial symptoms, the appearance of
new problems, and the reported general function-
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ing and well-being of patients who had been
treated with or without surgery.

Six general characteristics of the Medical Out-
comes Study and the studies of lower back pain
and indications for hysterectomy mark important
departures from most previous studies on the ef-
fects of medical treatments:

1.

2.

3.

4.

5.

6.

Combinations of data from patients and from
medical records or physicians were used to de-
scribe the patients’ initial condition and treat-
ment.
Patients’ reports were the primary measures of
the effects of treatment.
Measures of patients’ status were comprehen-
sive, including changes in condition, various
possible complications of treatment, and multi-
ple measures of overall functioning and well-
being.
Patients were followed for relatively long peri-
ods of time—a year in the lower back pain and
hysterectomy studies, and several years in the
Medical Outcomes Study.
Although patients were not assigned to differ-
ent treatments as part of the protocol, the stud-
ies included patients treated in various ways, so
that there was a context within which to evalu-
ate the results of individual treatment ap-
proaches.
Numerous physicians who were in general
community practice participated, thereby mak-
ing results more likely to be representative than
if the studies had been done only in university
medical centers.

Role in Evaluating Effects
of Medical Treatments

The role of patients’ reports in evaluating the out-
comes of medical care for a particular condition is
to better understand the treatment effects on that
condition, and to gain a broader understanding of
the effects of care on patients’ functioning and
health-related quality of life overall.

Better understanding a treatment’s effects on a
medical condition has three components:

1. Assessing the characteristics of the condi-
tion. Traditionally, medical conditions have

2.

3.

been defined through diagnostic tests and clini-
cal observation. In some cases, however, pa-
tients’ reports are needed in order to calibrate
the severity of a condition. In other instances,
patients’ reports actually form the basis for de-
fining the condition and its severity.
Measuring treatment complications. The
value of treatment depends in part on whether
the treatment has any negative consequences.
Even when the treatment is aimed at saving
lives or reducing strokes or heart attacks, the
benefits must often be weighed against the
risks of complications from the treatment.
Understanding how the condition affects
patients’ lives. Assessing the full value of a
medical treatment requires understanding not
only how a treatment affects a condition and
what unwanted complications the treatment
causes, but how much the condition affects pa-
tients’ lives.

Assessing the Characteristics
of the Condition
An example of a condition that is best measured
using patients’ reports is benign prostatic hyper-
plasia (BPH). Men’s prostates tend to enlarge with
age. As a consequence of this condition, some
men experience a narrowing of the urethra, which
obstructs urinary flow and produces such symp-
toms as frequent urination and difficulty in start-
ing urination. Physicians can determine the size of
the prostate gland through palpation and imaging;
they can observe evidence of obstruction with cys-
toscopy; they can ascertain the rate at which urine
flows and measure the extent to which the bladder
completely empties after voiding. None of these
physiological or clinical measures, however, cor-
relates well with how patients experience symp-
toms or with the frequency of their symptoms
(1,3,5,60).

From a medical point of view, there is no intrin-
sic reason to improve the rate at which urine
flows, to reduce the obstruction that appears in a
cystoscopy, or to make a prostate smaller. Al-
though large post-voiding residual volumes of
urine can lead to urinary-tract infections or to up-
per-urinary-tract pressure, which can cause deteri-
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oration of the bladder or affect renal function, such
problems probably affect no more than 10 percent
of men who undergo prostate surgery. Of the
350,000 men who have prostate surgery each year,
about a quarter do so because of acute retention,
whereas well over half do so to reduce their symp-
toms (55). For the latter group, the best indicators
of the condition’s severity are the patients’ reports
about their symptoms, and the goal of the treat-
ment is to reduce the symptoms and their effect on
the patients’ quality of life (33).

The treatment of back pain is analogous. Image
studies are commonly used to diagnose the cause
of lower back pain. Among persons over the age of
40, the backs of as many as half appear on x-ray or
other image studies to have serious problems,
such as ruptured disks or stenosis, although the
patients themselves experience no pain or disabil-
ity (12,89). At the same time, image studies reveal
no anomalies in other people who report experi-
encing pain in their lower backs and down their
legs—pain that physicians are confident stem
from stenosis or problem disks. Studies compar-
ing symptomatic and asymptomatic patients con-
sistently show they cannot be distinguished on the
basis of images (10,61).

Patients’ reports and the results of image stud-
ies are often complementary: the image study
shows a ruptured disk or stenosis that corresponds
well with the symptoms reported by a patient.
When the two do not coincide, however, it is by no
means clear that the clinical indicator should take
precedence. To operate on a back when an image
study indicated problems but the patient reported
none would usually be inappropriate (40,68). The
pain and dysfunction patients experience and re-
port define whether the patients have back prob-
lems and are critical components of the indica-
tions for treatment; the relief of those symptoms
and the restoration of functioning constitute the
standard by which to evaluate whether medical
care is effective or not. As is the case with BPH,
the presence or severity of the condition is best
defined by the patients’ reports, not by clinical
studies.

Patients’ reports do not standalone in decisions
about medical treatment. Although relieving

symptoms is the focus of BPH treatment, the diag-
nosis of the reason for the symptoms and the like-
lihood that treatment will be effective depend on
direct clinical evidence that the prostate is ob-
structing urination. If surgery is to be an effective
treatment for back pain, a physiological problem
that can be repaired by surgery must be identified.
And some medical conditions are almost always
defined by clinical examination and by test re-
sults. Patients’ reports play little role in defining
the presence of malignancies or hypertension, for
example. Many common conditions, however, are
best described by a combination of clinical ob-
servation, diagnostic tests, and patients’ reports.
Cataracts, arthritis, angina, and diseases of the
uterus are particularly clear cases in which
patients’ reports play critical roles in defining the
presence or severity of the conditions. Although
the treatment for these conditions is physiologi-
cal, the indications for treatment and the benefits
of the treatment require assessing the status of
the condition, in part, by asking the patients
questions.

Measuring Treatment Complications
Comprehensive studies of treatments systemati-
cally estimate the frequency and severity of com-
plications as well as their effects on the treated
conditions. The presence or severity of many
common complications cannot be characterized
without patients’ reports.

Accounting for the risks of complications is
particularly important when the likelihood of a
life-saving benefit of a treatment is relatively low.
The treatment of mild hypertension, for example,
is effective in preventing stroke; it reduces the
probability that an otherwise healthy 50-year-old
will have a stroke during the next five years from
about 15 to about nine strokes per 1,000 men
(19,56). The low overall probability of stroke
means, however, that the great majority of men
with mild hypertension would not have had
strokes even without treatment. Because the med-
ications used to lower blood pressure can reduce
energy and sexual functioning and can produce
depression, sleep disorders, anxiety, fainting, diz-
ziness, and fatigue (21 ), a full evaluation of treat-
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ment for mild hypertension must include both the
likelihood of stroke reduction and the rates at
which patients report the various side effects.

Surgery is widely performed in cases of pros-
tate cancer, but such surgery produces high rates
of sexual impotence and significant incontinence
(29). Furthermore, no studies have shown surgery
to be more likely than less invasive procedures to
save lives (88). Thus, the net value of the surgery
cannot be assessed without taking these complica-
tions into account.

Ascertaining the Effects of a
Condition on Patients’ Lives
A condition or symptom that constitutes a major
problem for one patient may be only a small prob-
lem for another (31 ,33). Differences in patients’
roles and responsibilities account for some of this
variation. A person whose job entails heavy physi-
cal labor, for example, may be affected by lower
back pain to a greater extent than an office worker
is. Even if the pain is the same, the office worker
may be better able to avoid putting stress on his or
her back and may be better able to perform despite
the pain. In contrast, a physical laborer maybe un-
able to work at all if the back problem is severe.

The significance of health conditions also de-
pends on the individuals’ feelings or response
styles, which may have nothing to do with roles.
Women’s responses to options regarding surgery
for breast cancer demonstrate this concept. For the
majority of patients, the probabilities of survival
are the same whether they choose to have lumpec-
tomy with radiation or to undergo mastectomy
(28,83). The perceived cosmetic advantages of
lumpectomy make that a clear choice for some
women, whereas others choose more radical sur-
gery (90) because they feel more secure with a
more aggressive—though equally effective—
treatment.

Thus, assessing the significance of a condition
and the benefit of any treatment requires informa-
tion about how much the condition matters to the
patient. Because the answer to this question gener-
ally varies from one person to the next, the pa-
tients’ own reports are crucial. To address this

need, researchers have developed methods of
measuring patients’ health-related quality of life.

MEASURING HEALTH-RELATED
QUALITY OF LIFE

I Concepts and Components
Studies of the outcomes of medical care often use
condition-specific measures for describing the pa-
tients’ medical conditions, the complications of
the treatments, and the patients’ perceptions of
how the conditions and treatments have affected
their lives. It is increasingly recognized, however,
that medical outcomes cannot be fully determined
without ascertaining the treatments’ effects on the
patients’ quality of life. Thus, many studies now
also include general measures of health-related
quality of life to provide comprehensive views of
the patients’ health at various times during the
course of the treatment.

In this context, quality of life refers to the as-
pects of living that are affected by patients’ medi-
cal conditions and to their functioning and per-
ceived well-being. As defined by Patrick and
Erickson, “Health-related quality of life is the val-
ue assigned to duration of life as modified by the
impairments, functional states, perceptions and
social opportunities that are influenced by dis-
ease, injury, treatment, or policy” (64).

Experts do not entirely agree on exactly what
constitutes health-related quality of life, but most
surveys designed to measure it include questions
related to four basic aspects of functioning and
well-being (58,64,7 1):

1. Functional ability. Questions aimed at discov-
ering functional ability ask what people can do.
The most common questions inquire about such
physical activities as walking across a room,
climbing a flight of stairs, or walking around a
block. Other questions may cover such things
as the patients’ abilities to read a newspaper, to
watch television, to hear well enough to talk on
the telephone, or to hold a pen. All such ques-
tions are independent of patients’ role expecta-
tions, resources, or responsibilities.
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Perceived health. The simplest question about
self-perceived health asks people to rate how
healthy they think they are. Such a question has
been a staple of the National Health Interview
Survey for many years, and is perhaps the most
widely used measure of health status (52). Oth-
er commonly measured aspects of self-per-
ceived health are the degrees to which patients
worry about their health and to which they are
satisfied with their health.
Psychological well-being. Measures of psy-
chological well-being usually focus on the ex-
tent to which patients see themselves as dis-
tressed-where they would place themselves
on an emotional continuum with depression at
one end and happiness at the other end, or with
anxiety at one end and calmness at the other
(9,85). Although they disagree about what spe-
cific questions should be asked, most research-
ers accept psychological well-being as funda-
mental to the issue of quality of life.
Role functioning. How health conditions af-
fect people’s lives depends on their roles—
what is expected of them, what kind of work
they perform, what resources they possess, and
what they must do on a day-to-day basis (e.g.,
82). Questions about role functioning are self-
adjusting. A condition that would seriously
limit a young professional athlete might not
limit a retired person at all. A condition’s effect
on mobility might be severe for a person who
must ride buses, moderate for a person with a
car, and minimal for a person with a chauffeur.
Common questions about role functioning in
measures of quality of life address patients’
abilities to work, to take care of themselves, to
maintain their households, and to participate in
society. Patients often are also asked about their
abilities to take care of business, to get around,
and to participate in the recreational activities
of their choice.

 Calculating Effects on
Overall Quality of Life

There are two distinct approaches to calculating
the effects of a particular treatment on a patient
overall health-related quality of life. One way is to
describe the results separately with respect to each
component. Under this approach, the patient re-
sponses to questions in the instrument measuring
quality of life might suggest, for example, that for
a particular treatment the patient’s physical func-
tioning improved but that his or her perceived
health did not change.

Another approach is to combine the ratings for
all the various components into a single number
that serves as a summary of the overall quality of
life. Researchers following this approach must
first determine how much weight to give to func-
tion, psychological distress, and measurements of
other aspects of patients’ lives, so that ratings for
those different components can be combined
quantitatively. The methods used to assign
weights to different aspects of quality of life in-
clude statistical models, ratings by physicians, av-
erage ratings by patients, and ratings by samples
of the general public. Perhaps the most obvious
method is to ask people how they value their qual-
ity of life overall (4,35,36,37,38,59,64).

 Measuring Condition-Specific vs.
General Effects on Quality of Life

As described above, studies of medical outcomes
usually require condition-specific measures
aimed at describing the status of the patients’
conditions, complications of common treatments,
and perceptions of how the conditions and treat-
ments have affected patients’ lives. In addition,
most studies now include general measures of
health-related quality of life that provide compre-
hensive views of the patients’ health at various
points during the course of the treatment. l

1 The many strategies for measuring health status and health-related quality of life have been extensively described and reviewed. McDo-
well and Newell (58) describe and review 50 measurement schemes based on subjective judgments and ratings. Patrick and Erickson (64) pro-
vide an excellent discussion of the conceptual underpinnings of the major efforts to measure perceptions of health. as well as a more detailed

description of the development, uses, and limits of some of the most important approaches. Froberg and Kane (35,36,37,38) and Stewart and
Ware (7 I ) also provide excellent reviews of issues related to various aspects of the measurement of functioning, well-being, and health status.
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The question of how much a patient is limited
because of a particular condition, such as lower
back pain, contains two components: to what de-
gree is the patient limited, and to what extent is the
limitation tied to the lower back pain? If the pa-
tient has only one condition that affects function-
ing, any limitation may be attributable to that
condition. A person who has multiple conditions,
however, may have difficulty attributing any par-
ticular effect to a specific condition or health prob-
lem. Indeed, as people age, many of their physical
and intellectual capabilities decline, which may
make it increasingly hard to report on the effects of
each specific health condition. As a result, the ef-
fect of treatments may be ascertained more accu-
rately by asking patients to assess their function-
ing and well-being over time, with and without
treatments, than by asking them to attribute their
deviations from perfect health to particular health
problems.

General measures of health-related quality of
life have another advantage as well. Fixing one
condition, even a troublesome condition, may do
only a little to benefit the overall quality of life of a
patient with multiple conditions. Measuring over-
all quality of life in a way that reflects the effects
of all the patient’s health problems can demon-
strate the true value of the treatment to the patient.
Overall measures of quality of life also enable re-
searchers to take into account both the benefits
and the downsides of treatments for a particular
condition.

 Patients’ Satisfaction with Care
Patients’ satisfaction with care is often mentioned
as part of assessing medical outcomes (18,87).
Satisfaction with the results of treatment reflects
how patients rate their post-treatment states of
health. Satisfaction with the process of care, how-
ever, depends on physicians’ personal styles and
how patients have been treated. A patient’s assess-

ment of the quality of care, therefore, doesn't nec-
essarily indicate whether the treatment improved
a medical condition (17).

Nonetheless, satisfaction with care is some-
times important for assessing medical services.
Tests or examinations may be used, for example,
simply to assuage patients’ fears and worries. In
such cases, the patients’ satisfaction with the fact
that procedures have been performed may be im-
portant. In assessing how a treatment has affected
a medical condition or health status, however, pa-
tients’ satisfaction with how the process itself was
carried out is usually irrelevant.

I Instruments for Measuring
Health-Related Quality of Life

Instruments to measure peoples’ health status
have been in use for decades (box 1-l). Attempts
to measure health-related quality of life in a broad-
er sense using survey instruments that ask detailed
questions of the patients themselves, however, is
a much newer development.

There are now numerous instruments used
around the world to measure health-related quali-
ty of life, although not all of them rely on patients’
reports. The Nottingham Health Profile is widely
used in the United Kingdom (41), for example,
and the EuroQol has been used in a 14-country
study in Europe (25). The Arthritis Input Mea-
surement Scale (57) and the OARS* Multi-dimen-
sional Functional Assessment Questionnaire (27)
are two of the more frequently cited instruments
that rely on self-reporting.

In the United States, several programs for de-
veloping general measures of patients’ well-being
for use in clinical studies have been particularly
important in influencing research on the outcomes
of medical care. These programs include the Sick-
ness Impact Profile research, the Medical Out-
comes Study, and the Quality of Well-Being
Scale.

2 OARS IS the abbreviation for the Older American’s Resources and Services Schedule.
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Early efforts to clinically measure patients’ functioning and the severity of conditions include the de-
velopment of the widely used Karnofsky Index for patients with cancer in the 1940s and the develop-
ment of scales for the activities of daily living in the 1950s (22). Neither of these approaches based its
ratings on the patients’ own reports, however, and neither attempted to assess health status across
wide ranges of patients or the general population.

Still, these early measures greatly influenced later survey instruments. The early rating schemes for

how well people could take care of the basic activities of daily living (ADLs) (such as bathing, dressing,

eating, and toileting) and the instrumental activities of daily living (IADLs) (such as housekeeping, get-

ting around, and participating in social events) have been the basis for numerous scales using reports

from patients and experts (e.g., 46,51 ,58,63). Moreover, ADLs and IADLs usually are part of more com-

prehensive strategies for assessing health status.

Another important influence on current strategies for measuring health has been the National Health

Interview Survey (NHIS), which was established in the late 1950s to characterize and monitor the health

of the nation (97). The NHIS pioneered the concept of asking people to rate their own health, using

three main approaches. First, to detect the presence of health conditions, interviewers read lists of diag-

noses to respondents and ask them whether they have or have had the conditions. Second, to ascer-

tain the effects of illnesses, the NHIS asks respondents about the extent to which illness has caused

any loss of work, absences from school, or days in which normal activities have been restricted. Third,

since its inception the NHIS has asked respondents the following widely used health status question,

which has proven valuable for many purposes: “Overall how would you rate your health--exce//ertt, very

good, good, fair, or poor?”
Measuring the effects of illnesses by measuring the resulting disabilities or restrictions in activities

has allowed researchers to evaluate the costs and other consequences of illness at a population level.
The extent to which illness causes people to restrict their activities is also a functional measure that
shows up in many studies of the outcomes of medical care. Although the NHIS was not designed for
such studies, it is one of the most pervasive sources of questions used to assess health status and
medical treatment.

SOURCE: F.J. Fowler, 1995

Sickness Impact Profile These questions are grouped into three broad
In the 1970s, the National Center for Health Ser-
vices Research (the predecessor of the Agency for
Health Care Policy and Research) funded a pro-
gram to develop a comprehensive instrument to
measure the effect of sickness on people (8). This
instrument, the Sickness Impact Profile (SIP), in-
cludes 136 statements about people’s functioning
and activities, such as:
= “I am not doing heavy work around the house.”
= “I laugh or cry suddenly.”
= “I walk shorter distances or stop to rest often.”

categories (“indices”), each of which has several
subcategories. Peoples’ responses to these state-
ments thus produce measures of how illness af-
fects 12 different aspects of patients’ lives (box
1-2).

The entire SIP takes about 30 minutes to ad-
minister and is perhaps the most comprehensive
and detailed inventory in common use. It has been
subjected to extensive psychometric evaluation to
assess its reliability, its stability over time, its abil-
ity to differentiate well people from sick people,
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The Sickness Impact Profile
The SIP measures 12 aspects of health-related quality of life, grouped in three categories, as follows:

/dependent categories Physical

. sleep ● ambulation
■ eating ■ mobility
■ work ● body care and movement
. home management
● recreation and pastimes

RAND 36-Item Health Survey
The aspects of health-related quality of life covered in the SF-36 include:

Psychosocial/
● social interaction
. alertness behavior
● emotional behavior
● communication

■

■

■

●

■

■

■

current perception of health
psychological well-being
role limitations due to
role limitations due to
physical function
social relations
pain
fatigue

physical health problems
mental health problems

SOURCE M Bergner, R A Bobbttt, W B Carter, etal,, “The Sickness Impact Profile: Development and Final Revision of a Health Sta-
tus Measure,” Medical Cara 19(8) 787-805, 1981, and J,E. Ware and C.D. Sherbourne, “The MOS 36-item Short-Form Health Survey
(SF-36)–1 Conceptual Framework and Item Selection,” Medical Care 30(6):473-483, 1992

and its capacity to reflect positive effects of treat-
ment, as well as to verify the internal consistency
of its scales. The aspects of living reflected in the
profile’s 12 subindices tend to mirror those in cur-
rent assessments of medical outcomes and pa-
tients’ functioning. The basic approach developed
in the SIP has had a major influence on subsequent
efforts to develop better methods to evaluate med-
ical outcomes. Moreover, all or part of the SIP is
often used today in studies of medical outcomes.

The RAND 36-Item Health Survey
The SF-36 survey is probably the nation’s most
widely used generic instrument for measuring pa-
tients’ assessments of health-related quality of
life. The origins of the SF-36 lie in a health survey

developed for the Health Insurance Experiment
(HIE),3 one of the major health research efforts of
the 1970s (13,84). The 20-item questionnaire that
emerged from the HIE later became a key instru-
ment for collecting data in the Medical Outcomes
Study, undertaken in the 1980s by some of the re-
searchers who had worked on the HIE. The prima-
ry goal of the Medical Outcomes Study was to de-
scribe the health status of patients before and after
medical treatment. The questionnaire later
evolved into a 36-item, eight-index set of ques-
tions measuring various aspects of health, func-
tioning, and quality of life (86) (box 1-2).

A primary goal in the development of the
SF-36 was to identify a minimum set of health sta-
tus dimensions that would cover most of the gen-
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eral medical outcomes that researchers would
want to measure, and to ask the minimum number
of questions that would reliably and validly mea-
sure each dimension. The measure of psychologi-
cal well-being, for example, consists of five items
that have proved to be the measurement equal (for
assessing aggregate outcomes) of as many as 30 of
the items frequently used in other instruments to
assess mental distress (9). Like the SIP, the SF-36
was envisioned as a generic instrument that would
be appropriate for use in studying the treatment of
virtually any health condition.

Although the developers of the SF-36 encour-
age researchers to use it as a complete package, the
individual indices included in the SF-36 may be
used by themselves, as can subsets of the SIP (71).

Quality of We//-Being Scale (QWB)
The Quality of Well-Being Scale (QWB), which
emerged from the work of James Bush and his
associates (44), uses a different approach. The SIP
and the SF-36 rely on patients’ reporting alone
and were designed to be analyzed by looking at
scores on individual subscales, which produce
markedly different profiles depending on the type
of illness. A summary SIP score can be calculated
for overall functioning and for each of the three
subdomains, and work is underway to derive a to-
tal score for the SF-36, but neither questionnaire
was designed primarily to produce a single sum-
mary of well-being. In designing the QWB, how-
ever, Bush and his associates focused specifically
on producing a quantitative measure of overall
well-being.

To do so, these researchers created a list of devi-
ations from perfect health. The list includes symp-
toms (such as headaches, sore throats, and trouble
sleeping), conditions (such as hernias, over-
weight, and blindness), and activity or role limita-
tions (such as missing work and being unable to
drive a car). The respondent is asked whether any
of these problems occurred during the preceding
four days, and he or she rates each problem numer-
ically according to the degree to which each of the

problems reduced his or her well-being (64).
These ratings are then combined by the research-
ers to produce a single number representing the
overall well-being of the person.

In a variation on this approach, Torrance has
developed the Health Utilities Index (73), which
identifies nine health domains (vision, hearing,
speech, the ability to get around, the use of hands
and fingers, feelings, memory, thinking, and pain
and discomfort). As with the QWB Scale, the
Health Utilities Index entails calculating a
weighted score that reflects the existence and seri-
ousness of the problems reported in each domain.

RELIABILITY AND VALIDITY
For those schooled in the physical and biological
sciences, the notion that good measurement can
come from asking people questions seems some-
what implausible. Nonetheless, the criteria for
evaluating questions as measures of health status
are the same as those for evaluating measures used
in laboratories, physicians’ offices, or anywhere
else. When consistent standards are applied, mea-
surements based on asking people questions stand
up very well.

I Reliability
Reliability means that measurement is consistent:
when two patients are in the same situation, their
answers to the questions should be the same. To
the extent that there is inconsistency among pa-
tients, or at different times with respect to the
same patient (when the patient’s circumstances
have not changed), the measurement is unreliable
and imprecise.

The most commonly used measure of reliabil-
ity in medical science is test-retest reliability, in
which researchers compare two readings from the
same person at different points in time. When no
change in the patient’s condition is thought to
have occurred, the readings should be consistent.
Researchers assessing the subscales used in the
SIP, the SF-36, and other similar questionnaires
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routinely reported test-retest reliabilities of 0.85
and above.4

Validity
Assessing the validity of patients’ reports for the
purpose of evaluating medical outcomes is often
difficult. Where there is a standard, a measure that
everyone agrees is an accurate measure, validity
can be assessed simply by comparing the results
to the standard. Because no generally accepted
standard for measuring patients’ functioning or
well-being exists, however, the evidence for the
validity of patients’ reports must come from the
predictability of relationships.

Clinical measures are evaluated by examining
the extent to which they discriminate between
known groups and the extent to which they are re-
sponsive to treatments thought to be effective
(47). Thus, a valid measure of symptoms of pros-
tate disease, for example, should show higher lev-
els among patients diagnosed with BPH than
among the general population and higher levels in
patients before they are surgically treated than af-
ter they are treated. The general approach of look-
ing at patterns of association, how well the mea-
sures correlate with things with which they ought
to be correlated, is the primary basis on which va-
lidity is assessed.

Many survey instruments used in clinical work
ask patients multiple questions that cover the
same general area. The study of associations be-
tween the answers to similar questions constitutes
an important strategy for validating questions as
measures. Questions about pain should correlate
positively with other measures of discomfort, and
they should be less correlated with measures of fa-
tigue. The measurement can be strengthened by
combining the answers to several questions to
form an index. The reasons for using multi-item
scales is that, all things being equal, multi-ques-
tion scales are better than a single question at mea-
suring what those questions have in common.

(The extent to which multi-item scales provide a
consistent and reliable measure of what they have
in common is calculated by a statistic called Cron-
bach’s alpha [20].)

Another issue is face validity, which means that
the answers to questions mean what a reader of the
wording of the question would most likely think
they would mean. On the one hand, having ques-
tions that clinicians agree adequately cover what
needs to be covered is critical to the acceptance of
the results. On the other hand, questions cannot be
presumed to be good measures just because they
sound like the right questions. A requirement for
any scientific enterprise is that the quality of mea-
surement be documented through experiment and
observation.

A good example was set by the researchers re-
sponsible for developing the SIP and those devel-
oping the SF-36 and related measures (8, 13,71 ).
In the course of these programs of research, the in-
vestigators uniformly reported the ability of the
measures to discriminate among clinical groups,
the internal consistency of multi-index measures,
the responsiveness to treatment, and the patterns
of association with other measures with which
they should be correlated. In all these respects,
measures of the subscales in the SIP and of the var-
ious scales used in the Medical Outcomes Study
meet high standards. The Cronbach’s alpha rates
routinely exceed 0.80, and correlations among re-
lated concepts are also very high.

The same kind of standards can be applied to
more specific measures aimed at particular condi-
tions and symptoms. A recent effort by the Mea-
surement Committee of the American Urological
Association to measure symptoms of BPH,
comparing alternative measures of symptoms,
demonstrates the high quality of measurement
based on patients’ reports (6). The committee
compared and contrasted four different sets of
questions about symptoms of BPH (7). Samples
of patients and nonpatients answered questions

4 A reliability of 1.0 would mean that the instrument  yielded  identical  answers  every  time. A score of 0.85 is generally considered acceptably

high (58).
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twice, one week apart. The test-retest reliabilities
of all four scores exceeded 0.75. The internal-co-
nsistency measure, Cronbach’s alpha, for all four
indices exceeded 0.80. The intercorrelations
among the four indices, which partly reflected the
overlap of items, were all above 0.75. These statis-
tics show that BPH has meaningful symptoms that
sets of questions can measure in a consistent and
apparently valid way. Furthermore, when the an-
swers of patients diagnosed as having BPH were
compared with the sample of healthy individuals,
85 percent of the people would have been correct-
ly classified as BPH patients or nonpatients based
on their answers to those questions.

Comparison with Other Tools
Although the results of diagnostic tests and results
based on patients’ reports are difficult to compare
directly, studies of diagnostic tests and of mea-
surements taken in clinical settings almost always
reveal considerable error. Blood pressure read-
ings, for example, are often inaccurate: using the
wrong cuff size is common and produces serious
overestimates of blood pressure (30,53); and in a
phenomenon known as “white coat” response, 20
to 40 percent of people who have elevated blood
pressure readings in doctors’ offices have normal
blood-pressure readings in other settings (49,65).
Thus, even though the measurement of blood
pressure is considered an important procedure
upon which important diagnoses and treatment
decisions are based, the measurement process is
fraught with potential error.

The lack of correspondence between the results
of image studies and the symptoms of people with
lower back pain provides another example of a
traditional medical test that is not a consistently
reliable or valid indicator of a health condition
(12,67,89). Similar problems have arisen with
the use of image studies to diagnose arthritis
(23,81).

To help evaluate BPH, urologists have tradi-
tionally used a measure of the residual urine left
in the bladder after voiding and have also begun
using a measure of the rate of urine flow to assess
obstruction. These measures correlate poorly with

patients’ symptoms, however (5,14). Although
factors that have nothing to do with BPH status
(such as recent fluid intake and patients’ anxiety)
apparently affect the measures, they continue to be
a common part of the urologic diagnostic process.

There are at least three reasons why clinical
tests may not be valid measures.

First, the variable state being measured may not
be a reliable indicator of the condition of a pa-
tient. (Because blood pressures go up and down
in response to circumstances, the reading at any
point in time may not be a good indicator of the
usual state of a person’s blood pressure.)
Second, the measurement may be performed
inconsistently or incorrectly, affecting the re-
sults. (Using the wrong cuff to measure blood
pressure yields an erroneous reading.)
Third, what can be measured may not be infor-
mative about the condition of interest. (In the
case of back pain, some of the things that affect
the nerves coming out of the spine are apparent-
ly not visible in image studies.)

Measuring clinical or medical states by asking
people questions is subject to the same kinds of
problems. Whether people can answer questions
that provide valid measurements of a clinical state
is an empirical question to be tested, and the valid-
ity of patients’ reports can vary from condition to
condition. (No matter how well they can describe
their pain or functioning, for instance, patients
cannot say what their blood pressures are based on
feelings alone.) Aspects of the data collection pro-
cedures, such as the quality of interviewing in
those cases where interviewers are used, also can
affect the results (33).

Patients’ reports cannot substitute for other
strategies of clinical observation and diagnosis,
nor are medical tests inherently unreliable. The
reliability and validity of clinical and laboratory
tests vary, as do those of measures based on pa-
tients’ reports. For measuring what patients ob-
serve and experience, however, properly designed
questions can produce measures that compare fa-
vorably in reliability and validity with traditional
clinical measures of health.
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ISSUES
Broad-based agreement on how to conduct good
studies of the outcomes of medical care is emerg-
ing, but consensus on the details is lacking. Many
studies are now designed to collect data about the
treated condition and complications of treatment
using patients’ questionnaires or interviews.
Ideally, for the sake of simplicity and comparabili-
ty, all studies of a particular condition would use
the same measures. There are very few conditions,
however, for which a specific set of questions is
widely accepted. In general, researchers are still
developing and revising questions to meet their
perceptions of what is best.

The lack of consensus on specific measures of
health states does not mean that studies cannot be
compared. Questions that validly measure the
same underlying conditions will produce similar
results, even if the wording is different. The scores
of the resulting indices of four recently evaluated
series of questions that have been used in pub-
lished studies to measure the severity of BPH, for
example, intercorrelated very highly (6). Conse-
quently, studies using any of the four measures are
likely to produce similar conclusions about the ef-
fect of treatment.

Medical outcomes studies now routinely in-
clude general, as well as condition-specific, mea-
sures of functioning and perceived well-being.
The domains (i.e., the aspects of health and well-
being) covered in the general measures are simi-
lar, drawing on those covered in the SIP and
SF-36, but the particular indices and questions
vary.

Some of the diversity in the choice of measures
reflects the characteristics of the condition or the
populations being studied. The range of function-
ing to be measured in studies of stroke victims, for
example, is very different from that in studies of
women who have had Cesarean sections, both be-
cause of the patients’ ages and because of the way
the conditions affect people.

Most of the outcomes studies being done by the
PORTS, funded by the Agency for Health Care
Policy and Research, are using some of the indices
from the SF-36. In addition, various PORTS are
using all or part of the SIP, asking specific ques-
tions about activities of daily living and instru-
mental activities of daily living,5 and inquiring
about disability days or restricted-activity days, as
part of their protocols to assess the effects of treat-
ment comprehensively. One argument for using
the entire SIP or SF-36 is that these measures pro-
duce comprehensive profiles of the patients. Re-
searchers differ, however, in how much they value
measures of domains that are not likely to be af-
fected by a particular treatment.

Thus, although there is virtually complete
agreement on the need for measures of patients’
self-reported health, there is diversity in the ques-
tions chosen by different researchers. The differ-
ences reflect the conditions being studied, the
populations of patients, the burdens deemed ap-
propriate for respondents in particular projects,
and the personal convictions of the researchers
about which specific measures are best suited for
studying particular treatments.

Some convergence will probably occur as re-
searchers gain experience. More systematic eval-
uation of questions is needed, however. Questions
need to be tested with cultural minorities, for ex-
ample, to ensure the questions really mean the
same thing to everyone. Optimal questions about
role limitations-questions that apply equally
well to all age groups, including children and re-
tired persons—have yet to be found.

Although these issues are important and need
to be addressed, they are relatively minor prob-
lems that should not detract from the agreement
about the need for general measures of health-re-
lated quality of life and about the advances in de-
veloping good measures of the major aspects of
quality of life. Nonetheless, at least three major
methodological challenges remain. If medical

5 See box 1-1.
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outcomes studies are to live up to their promise,
each of the following issues must be resolved:
●

●

●

How should prospective and retrospective de-
signs be modified to ensure accurate measure-
ments of the effects of treatment?
How should researchers collect information
about the results that would have been expected
had a particular treatment not been given?
How should the effects of treatment be cali-
brated to facilitate comparisons across condi-
tions?

Prospective vs. Retrospective Designs
Both prospective and retrospective designs are
used to assess treatment effects with patient sur-
veys. In a prospective study, patients are asked the
question “How are you doing?” before treatment
and again at a later point in time. The effect of the
treatment is assessed by comparing the two an-
swers. In a retrospective approach, people who
have already been treated are asked to compare
their present state with how they felt prior to the
treatment: “DO you think you are doing better
now, worse now, or about the same?”

The two methods do not always yield the same
results. Some people report that they feel better af-
ter treatment even though comparisons of their re-
ported symptoms before and after treatment indi-
cate no changes in their conditions (39,54). Some
studies of medical outcomes are most easily done
retrospectively: one cannot easily identify (or col-
lect data from) the individuals who will later have
heart attacks or suffer accidental injuries, whereas
surgical patients are relatively easy to identify af-
ter they have had surgery. Therefore, it is impor-
tant to develop an understanding of how best to
conduct both prospective and retrospective stud-
ies. The measurement implications of the two
kinds of designs should also be considered.

1 Better-Than-Expected Results
Assessing whether results are better than expected
is another methodological problem that needs

work. Although ascertaining whether patients
change for the better by virtue of being treated
may seem a good way to assess treatment results,
considerable medical care is intended merely to
keep patients from getting worse. The manage-
ment of a patient who has had an acute myocardial
infarction (AMI),6 for example, is designed to
make the recovery process as good as possible.
Because people who have suffered AMIs cannot
reasonably be expected to be better off than they
were before the AMIs, their health status must
be compared with what it would have been had
they been treated differently. By the same token,
although measuring the reduction in symptoms
may be a good way to assess the value of the treat-
ment (where symptom relief was the primary goal
of the treatment), some people improve without
treatment.

These examples underscore the fact that all
treatment or outcomes studies require controls or
comparisons and for those, studies of untreated
people (or some other “control” group) are neces-
sary. The traditional standard in clinical research
is a randomized controlled trial (RCT). The de-
sign is good when it is feasible, but such studies
often have not been done and sometimes cannot be
done.

In the absence of good RCTS, researchers have
been trying to do better descriptive studies of pa-
tients who undergo particular treatments, but val-
id conclusions about the treatments’ effects are
difficult to reach without good data about what
would have happened to the patients had they re-
ceived no treatment or alternative treatments.
Such data are scarce. One critical gap is the rela-
tive lack of natural history studies. Patients who
present themselves to physicians and meet crite-
ria for surgical treatment are 1ikel y to get the sur-
gical treatment, particularly in the United States.
There is a dearth of studies that systematically fol-
low candidates for surgery or hospitalization who
do not actually receive the surgery or hospitaliza-
tion.

6 An acute myocardial infarction is a type of heart attack.
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On a related issue, cohorts who are not given an
extreme treatment, such as surgery, tend to be dif-
ferent from the aggressively treated group. As a
result, appropriate data about the symptom status,
comorbidities, and general health of both cohorts
must be collected so that appropriate controls can
be used in analytic comparisons of the outcomes.
The Medical Outcomes Study used this kind of
design. Its approach was a major advance over
having no comparison group at ali, but researchers
often have difficulty making adjustments to en-
sure that the comparisons are appropriate (43).
Agreed-upon methods for cohort studies of people
who receive different treatments or no treatments
must be developed to provide data that will enable
researchers to reach valid conclusions about treat-
ment effects.

Calibrating Measurements
of Treatment Effect

Measuring patients’ views of the significance of
particular clinical states, including complications
of treatment, is central to the problem of how to
measure the value of a treatment. In the past, there

were few good studies of the overall health status
of patients before and after treatments. As more
such studies are conducted, however, the question
of how to calibrate benefits will become much
more salient.

A single summary measure of the net signifi-
cance or value of medical treatment would be use-
ful for decision analysis,7 for ranking the value of
performing various medical procedures, or for de-
ciding whether a particular treatment is one for
which we are willing to pay.

In clinical practice at the individual patient lev-
el, a single summary measure can be obtained
simply by describing the various possible results
to the patient, who then makes his or her own
choice based on personal preferences and values.
Some problems, however, raise social questions
of cost, ethics, or best medical practice (box 1-3).
Producing good statistical descriptions of the re-
sults of treatments might improve judgments and
social choices in these cases.

The QWB Scale and the Health Utilities Index
seek to address this need by asking groups of
people to rate quantitatively how they value vari-

9

●

●

●

Suppose two treatments are available: one has an 80-percent chance of relieving the symptoms and
a 20-percent chance of producing certain side effects; the alternative is less effective but has fewer
side effects. Which is the best treatment?
Suppose the costs of two treatments are significantly different. IS the more expensive treatment justi-
fied?
Suppose a treatment is found that can make a measurable improvement in the cognitive functioning
of mentally impaired elderly patients, but the treated patients remain substantially impaired after
treatment How should the value, if any, of such a treatment be calculated?
Suppose a treatment will prevent 30 premature deaths for every 1,000 people treated, but most of the
treated people will have significant short-term side effects, a few will have long-term quality-of-life
loss, and the treatment is expensive. Should the treatment be used?

SOURCE F.J.  Fowler, 1995

7 In a decision analysis, the analyst considers the variety of possible treatment options, associates each treatment option with a set of proba-
bilities for good and bad outcomes, and tries to put them together to illuminate the implications of each treatment (45). Critical components of

any decision analysis are the values assigned to the various health states in which patients may find themselves, with or without treatment. These
measures of significance-numbers assigned to describe how good or bad patients’ states are--can be derived from each individual patient,

from the average ratings of a group of patients, or from independent ratings (59).
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ous states of health. In doing so, instruments like
these raise issues about the method by which the
ratings of health status are derived—issues that do
not arise with instruments such as the SIP and
SF-36, which do not attempt to come up with a
summary measure of health-related quality of life.
Two issues are especially central:

1. What questions should be asked to rate health
status?

2. Who should be the raters?

One way to measure what significance a condi-
tion holds for people is to ask them to rate it nu-
merically: on a scale from O to 100, where O is
death and 100 is perfect health, what number
would you give to, for example, lower back pain?
This is the approach used by Kaplan and his
associates (42). Other researchers, however, be-
lieve that the valid measurement of the signifi-
cance or importance of a condition requires asking
people how much they are willing to pay, to risk,
or to lose in order to get rid of a condition—an ap-
proach that leads to an entirely different set of
questions (26,35,36,37,38,73). These researchers
prefer the standard reference gamble, which goes
something like this:

Option A is to have no treatment at all and stay in
your current state of health. Option B involves
accepting a treatment. If the treatment is suc-
cessful, it will cure your condition and return
you to perfect health. If it is unsuccessful, you
will die. With what chance of success would you
choose Option B over Option A?
A variation is called the time tradeoff. It also

trades off life against health, quantity versus qual-
ity of life, but in a different way:

Consider the possibility that you will live 10
years with your health just the way it is now.
Suppose I could offer you a treatment that would
return you to perfect health, without the condi-
tion, but you would live fewer years. How many
years of perfect health would you consider to be
the same as 10 years in your current health state?

These approaches presume that the greater the
risks people are willing to take or the more of their
lives they are willing to give up to improve their

current health, the worse the states of health in
which they find themselves.

Studies assessing the significance of health
conditions have used all of these approaches: ask-
ing patients to rate how they think they are af-
fected by various health conditions, asking people
to rate how they think they would feel if they were
in various health states, and asking expert raters
(such as physicians) to say how they think patients
would feel if they got into various states. The
QWB and Health Utilities Index use ratings by
samples of people to assign weights and produce a
summaries of well-being. Both have been used in
clinical studies of medical outcomes. In addition,
a variation of QWB was used in Oregon to set pri-
orities for proposed revisions in the Medicaid pay-
ments system (34,77), and the Health Utilities In-
dex was used by Statistics Canada to assess
well-being in a general population survey in On-
tario.

Researchers disagree about whether scale- or
risk-based approaches are better. Many research-
ers believe that questions based on the standard
gamble or time tradeoff approach are by far the
best way to measure how significant particular
health states are to people (72). Others point out
that these are very hard questions to answer, and
that the answers may not have the meaning the re-
searchers hoped for. Moreover, questions based
on gambles and tradeoffs reflect not only the value
of health states but also the individuals’ attitudes
about trading quality and quantity of life and to-
ward taking risks, and thus they have been criti-
cized as producing confounded—rather than bet-
ter—measures of the value of health states.
Research using both approaches continues.

As for the issue of whose values should be re-
flected in the ratings, the answer depends in part
on the purposes for which data are being collected.
If a physician is treating an individual patient, the
patient’s preferences should have priority. For
managed health care, however, the values of the
average patient might be the most relevant (59). A
different set of priorities might be appropriate for
an insurance company. In that context, the per-
spectives of the people who are paying the pre-
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miums might be most appropriate. Applying that
logic to government-funded health care might en-
tail using the values of a cross-section of the gen-
eral public to determine the ratings (64). But in the
context of government, where the question of
whose values matter is a political as well as an aca-
demic one, there is no unambiguous answer.

Thus, although the SIP, the SF-36, and similar
survey instruments can yield summary measures,
their strength lies in producing profiles of the vari-
ous ways a health condition affects people’s lives.
The QWB and Health Utilities Index researchers
address the problem more directly, but they have
not resolved the perplexing issues of which ques-
tions to ask, whose values to measure, and how to
create an overall summary of the quality of life.
Describing patients’ post-treatment status on vari-
ous indices may actually be the best form in which
to convey information to patients and physicians,
but those who want a simple summary number—
for decision analysis, for ranking the value of hys-
terectomies and fixing broken legs, or for deciding
whether to pay for a particular treatment-do not
yet agree about how to proceed.

CONCLUSION
It is not accidental that researchers’ recent interest
in developing measures of health-related quality
of life has coincided with widespread interest in
better assessing the value of current medical treat-
ments. Patients’ reports about their perceptions of
their symptoms, about the significance of their
conditions, and about their general functioning
and quality of life are essential to documenting
what benefits, if any, patients derive from treat-
ments.

One of the contributions of the PORT concept
has been to emphasize the patients’ perspective in
the evaluation of medical treatments. Although
some very good work was done in the 1970s and
became the foundation of current work, the focus
on how patients fare after treatment is mainly are-
cent phenomenon. That patients’ reports can pro-
vide valid and reliable measures of their health
status has been clearly demonstrated. Indeed,
measures from patients’ reports often prove better

than those from commonly used clinical and labo-
ratory tests, and studies that include patients’ per-
spectives have produced sound results that some-
times raise questions about standard medical
practice.

Work remains to be done in developing and im-
proving measures. Researchers need to increase
their understanding of how best to conduct these
studies to reach valid conclusions and how best to
assess the significance of the results. Nonetheless,
in a comparatively short time, an appreciation for
patient-oriented outcomes studies and how to do
them has developed a great deal. They can be done,
and they produce considerable knowledge that nei-
ther patients, clinicians, nor researchers have had
before.
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SUMMARY
Large health administrative databases are used in three different
ways to assess the effectiveness of medical treatments: in descrip-
tive studies, in comparative studies, and as adjuncts to other re-
search methods.

In descriptive studies, administrative databases can be used to
provide estimates of the rates at which medical treatments are
used. The degree to which these rates vary across population sub-
groups, time periods, and geographic areas can be contrasted.
Administrative databases can also be used to provide general as-
sessments of important clinical and economic outcomes experi-
enced by individuals who receive the treatments. Such assess-
ments can sometimes provide surprising results that raise
questions about how medical treatments-even well-established
treatments-are used.

Some researchers have also used administrative databases in
comparative studies, to identiy populations that receive compet-
ing types of medical treatment. The populations’ health outcomes
-e.g., rates of mortality, rehospitalization, or reoperatio-are
then compared. These comparative studies, howevever are rarely
sufficient themselves to draw definitive conclusions about rela-
tive effectiveness, because like other nonrandomized studies their
results are susceptible to unrecognized underlying biases that
can render the conclusions invalid. Moreovever the quality and
quantity of data in existing databases often limit the researchers’
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ability to use the adjustment techniques employed in other ob- 1

servational research.
This technique is most likely to produce valid results if the med-

ical condition al issue and associated risk factors have been well- 127
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studied, if the treatment is applied in a standard-
ized way, and if the data needs are defined pro-
spectively, so that the database is assembled with
the research question in mind.

Although administrative databases are severe-
ly limited in their ability to be the basis for valid
comparisons between technologies, they may sub-
stantially increase the weight of evidence about a
treatment. They are also useful as adjuncts to oth-
er research methods. Using administrative data-
bases as sampling frames, for example, allows re-
searchers to identifiy populations of particular
interest for further study. The ability to retrieve
data from the medical records of all members of a
representative population in a database, or to
contact the individuals directly, could be extreme-
ly valuable, although it raises privacy issues that
must not be dismissed. Another approach entails
using a claims database to enhance the followup
for a population carefully characterized by a
study that entailed primary data collection.

Linking administrative databases with other
medical information sources (e.g., cancer registry
data), augmenting administrative data with addi-
tional elements (e.g., information on health status
and functioning), and making other improvements
in the availability and accuracy of data could also
expand the usefulness of this tool. 

 

o ne of the earliest demonstrations of the
potential power of using routinely col-
lected data on health services was an anal-
ysis published in 1938 by Glover (58),

who described how the rates at which tonsillecto-
mies were performed on British schoolchildren
varied among school districts. Over the course of
the past two or three decades, the prominence and
volume of such analyses have soared (27), follow-

ing several developments that facilitated the use
of data from claims and discharge abstracts.

Advances in computer systems have allowed
large numbers of records to be manipulated at rea-
sonable cost, which has resulted in computers be-
ing used to store huge amounts of fiscal and ad-
ministrative data and has facilitated the
development of large registries of diseases and
procedures. At the same time, processing these
large databases has become less time consuming
and expensive, making them more accessible for
health services research.

In addition, new computer software (167) al-
lows analysts to use sophisticated statistical tech-
niques. For data sets as large as those now being
examined, some statistical tests—such as Cox’s
proportional hazard analysis of survival data (1 15)
and multiple logistic regression (200)—would
have been nearly impossible to perform with
manual techniques.

Another significant development occurred in
1965, when the United States established Medi-
care, the nationwide health insurance plan for in-
dividuals 65 years of age and olderl (87,157). Be-
cause the vast majority of Americans in this age
group are eligible and choose to participate, a
sample of Medicare beneficiaries approximates a
sample from the U.S. population aged 65 and over
(47,65,1 14). Medicare gathers data on most of the
health care that is provided to beneficiaries, and
Social Security data on mortality can be used to
ascertain a beneficiary’s vital status after treat-
ment (9). Because each Medicare beneficiary has
a unique identification number, his or her use of
health services over time can be traced (with some
limitations) (114).

The interest in database analysis for assessing
medical care burgeoned in response to several fac-
tors. First, the aggregate costs of medical care in
the United States continued to climb (98). Second,
demonstrations of wide variations in the use of
common treatments for common conditions

1 Some of the first claims-based technology assessment research was conducted with data from the Canadian health care system. Canada’s

national health insurance was introduced in various provinces between 196 I and 1971.
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(118,195) suggested that traditional research
methods had not defined the best courses of action
for many common clinical problems (34,191).
Third, when the outcomes of some procedures dif-
fered in practice from what had been suggested by
the medical literature, analysts recognized the
need for more research into how well medical
technologies perform in real-world medical prac-
tice (175,198,204), as opposed to more limited
settings (e.g., academic medical centers). And
fourth, the federal government, primarily through
the Agency for Health Care Policy and Research
(AHCPR), significantly increased funding for this
type of research.

AHCPR was established in 1989 to “enhance
the quality, appropriateness, and effectiveness of
health care services through a broad program of
scientific research and dissemination” (184).
Prominent among its sponsored research activi-
ties are the Patient Outcomes Research Teams
(PORTS). These multidisciplinary, multiyear re-
search teams each focus their studies on a particu-
lar health condition, and large administrative data-
base analysis has been one of the research tools
emphasized by the PORTS.

In addition to being a prime funding source for
research into the effectiveness of medical care,
AHCPR has encouraged database analysis by fa-
cilitating professional communications about its
limitations and potential, by carrying out assess-
ments of the existing databases, and by develop-
ing databases for use by researchers (184,185). A
major function of one branch of AHCPR, the Of-
fice of Science and Data Development, is the de-
velopment of databases as research tools (184).

Types of Databases
This paper focuses on four types of health care da-
tabases:

= Claims databases, which consist of claims to
third-party payers for reimbursement for medi-
cal services provided to covered individuals.
The claims can be made for prescription drugs,
hospital care, outpatient care, medical equip-
ment, and so on. Claims databases are main-
tained by third-party payers.

■

●

Discharge abstract databases, which compile
summaries of information regarding hospital
stays. Each abstract generally includes in-
formation regarding the patient’s age, sex, and
race, the conditions treated during the hospital-
ization, the procedures performed, and other
aspects of the hospital stay, such as the dates of
admission and discharge. Discharge abstract
databases generally contain information simi-
lar to that submitted in claims to third-party
payers for reimbursement of hospitalization
expenses, although additional data elements
may also be included.
Disease and procedure registries, which con-
tain data regarding individuals who have spe-
cific diseases or undergo specific procedures.
Disease and procedure registries include all the
individuals in a defined population who have
the disease of interest or undergo the procedure
of interest.
Practice databases, which contain data accu-
mulated in the course of providing clinical care
to patients. All patients receiving care in a par-
ticular setting are included, regardless of their
diseases or the procedures they undergo. Gen-
erally, a practice database consists of a room
full of patients’ medical records.

Table 2-1 describes these and some other types
of large databases that are of potential use for
assessing medical care, including some addressed
in this paper chiefly with regard to their use with
claims and discharge abstract databases. The latter
include databases generated as part of large epide-
miologic studies such as the Framingham Heart
Study (150). (Population surveys, such as those
conducted by the National Center for Health Sta-
tistics (187), also have a role in medical evaluation
but are not discussed in any detail here.)

Role in Evaluating Medical
Technologies

The analysis of large health administrative data-
bases has three related but distinct potential ap-
plications in efforts to evaluate medical technolo-
gies and services.



Database type Description of population included Data elements typically available Examples

Claims for All individuals covered by an insurance Provider, service provided (e.g., a procedure code), reason for ser- Medicare, Medicaid, pri-
insurance plan. vice (e.g., diagnosis), charge, payment, patient demographics, pa- vate insurance claims
payment tient identifier. databases.

Discharges A defined set of hospital admissions-e. g., Descriptions of hospitalization (including patient characteristics, State discharge registry,
abstract all those occurring in a state or all those in discharge status, procedures performed, admission and discharge
registries

VA Patient Treatment
hospitals participating in a voluntary regis- dates), hospital identifier. Certain registries may collect additional
try

File, CPHA database.
data elements (e.g., in New York State, detailed data on catheteriza-
tion results for patients undergoing CABG.

Disease All people with certain disease(s) who meet Detailed disease-specific information, patient demographics, patient Cancer registries, com-
registries specific criteria (e.g., seen at a participat- vital status. May include information on initial treatment. Since municable disease re-

ing hospital, resident of a geographic these are often gathered at a single site, care received offsite may porting systems.
area). be poorly recorded; for example, outpatient chemotherapy maybe

missed by a hospital-based tumor registry..

Procedure All people undergoing certain procedures Details of procedure (e.g., results of cardiac catheterization, com- CASS cardiac catheter-
registries who meet specific criteria (e.g., have pro- plications of procedure), demographics, vital status in followup izatlon registry.

cedure done by a provider that is partici- Since focus of registry is on the procedure, very detailed data relat-
pating in the registry). Thus, these regis- ing to the procedure may be available.
tries are typically not population-based,
since not all providers in a region are par-
ticipating.

Databases The population identified for study in the Patient characteristics, data collected for the original project (fre- Framingham Heart
gathered as part original research project. quently quite detailed in the original area of interest, especially if the Study, Multiple Risk Fac-
of a separate population included is relatively small), followup data regarding tor Intervention Trial
research project study endpoints. Patient identifiers may not be available because screening cohort.

they are destroyed to preserve patient confidentially. Thus, added
data regarding the cohort may be difficult to obtain.

Practice All patients in a given practice setting. Data gathered in the course of practice (e.g., laboratory tests, Traditional medical re-
databases physical exam results, diagnoses), demographics, charges pay- cords, Duke Database

ments. These data typically do not conform to a predefine set of for Cardiovascular Dis-
data that is gathered on each patient. This disadvantage is eases.
weighed against the fact that all of the data available to the clini-
cians managing the patient are available to the researcher using the
database.

KEY CABG = coronary artery bypass graft surgery; CASS = coronary artery surgery study; CPHA = commission on professional and hospital activities; VA = Veterans Administration

SOURCE: Jeff Whittle, 1994.
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First, large databases have come to be a staple
tool for descriptive studies of medical behavior
and clinical practice. These include research to
describe the variation across areas or populations
in the rates with which procedures are done, stud-
ies that describe the outcomes associated with a
particular procedure or practice, and studies
whose goal is to describe the current state of clini-
cal practice. This use of large database analysis is
well-established, is used widely in research
associated with the federal government medical
effectiveness initiative, and is relatively non-
controversial.

Second, large databases have been used to con-
duct comparative studies: studies in which the
outcomes of two or more interventions are
compared in an attempt to determine which is the
most effective. This application has also been pro-
moted under the federal medical effectiveness ini-
tiative. However, it is much more controversial
than descriptive studies, because of the difficulties
in conducting valid comparative studies using ob-
servational rather than experimental designs.

Third, large health administrative databases
have been used as adjunct methods to enhance
other research techniques. This set of applications
is potentially wide and is only beginning to be ex-
plored.

Each of these applications is described below in
more detail, along with a discussion of some of the
issues and caveats each entails. Many of these is-
sues, such as problems of incomplete or incorrect
coding, have been debated and investigated pri-
marily in the context of the use of these databases
in descriptive studies. They are discussed here in
that context, although they often apply to other ap-
plications as well. Other issues, however, are
unique to a particular application. This is especial-
ly true of comparative uses of large administrative
database analysis. Because this use has featured
prominently in many of the research projects
sponsored by AHCPR, it is discussed in detail be-
low.

DESCRIPTIVE STUDIES

Applications

Variations in Clinical Practice
One important step in assessing medical care is to
determine who receives it. Analyzing databases
allows researchers to describe the population of
patients and to contrast the rates at which sub-
groups defined by geography, race, sex, or other
characteristics undergo particular procedures. The
rate at which the use of a treatment changes over
time can also be of interest, especially when the
increased use of one treatment may be related to
the decreased use of an alternative treatment.

Geographic variation
Many demonstrations of variation using claims
and administrative databases have been published
since Glover reported the variation in tonsillecto-
my rates across different areas of England (58).
Research combining discharge abstract databases
with other databases has shown that geographic
variation cannot be satisfactorily explained by
differences in population characteristics, avail-
ability of services, or other structural factors
(23,106,130, 158,192,197) (although there is a
relationship between the number of providers and
the amount of service provided (1 18,194)).

Wennberg has hypothesized that the variation
reflects a lack of professional consensus about
when treatments are appropriate (19). Even after
joint discussions and reviews of the literature, ex-
pert clinicians have widely varying opinions re-
garding whether certain clinical scenarios are ap-
propriate indications for a variety of procedures
(13,142). The uncertainty implied by the unex-
plained variations in the provision of treatment
(21 ,193) was a major impetus for the Health Care
Financing Administration’s (HCFA’S) effective-
ness initiative (162) and the formation of AHCPR
(97).
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The demonstrations of variation have affected
practice. After practitioners learned that hysterec-
tomy rates were highly variable among regions in
Saskatchewan, Canada, the number of hysterecto-
mies performed by high users decreased (33).
Similar results occurred with tonsillectomies in
Vermont (190,195). Orthopedic surgeons in
Maine are examining indications for a number of
orthopedic procedures, whose use has been shown
to vary geographically (103).

Variations among specific populations
Claims and discharge abstract databases have also
been used to study variations in the provision of
certain treatments to population subgroups, in-
cluding elderly and poor people (201,209), racial
minorities (51,62,200), and residents of rural
areas (156). Many of these studies have found that
some segments of the population are treated less
frequently than others, which impels researchers
and society to consider the reasons for the varia-
tion (72,202).

Although the variations seen in database stud-
ies often seem to be important, a precise under-
standing of the roots of the variations cannot be
gleaned from the current databases. For example,
the relatively low rates at which invasive proce-
dures are performed on African Americans,
compared with whites, could result from differ-
ences in coronary anatomy, baseline comorbidity,
or patients’ preferences—information attainable
in prospective studies but not in current databases
(162,200,202).

Variation over time
Claims databases have also been analyzed to de-
tect temporal changes in the provision of treat-
ment. One study, for example, showed that the
performance of radical prostatectomy had in-
creased nearly sixfold between 1984 and 1990.
This implies a significant change in how the pro-
cedure is used to treat prostate cancer—a change
that is undergoing further evaluation (1 22). Data-
base analyses of changes in the provision of medi-
cal care have been used to assess the compliance
with consensus recommendations (39,140,169),

the introduction of new treatments (155), and the
effects of Medicare’s change to case-based pro-
spective payment as a means of paying for hospi-
tal care (100,172). By demonstrating poor adher-
ence and weak response to the recommendations
of the National Institutes of Health (NIH), data-
base analyses have contributed to the growing rec-
ognition of the need for research into the disse-
mination of new technology and information.

Technology substitution
A special type of variation occurs when the use of
one procedure decreases the use of another-a
phenomenon that is likely to be of particular inter-
est when one of the procedures is new. Unfortu-
nately, very new procedures are often hard to de-
tect in administrative databases. In a recent study
of substitution of angioplasty for bypass surgery
in the treatment of peripheral vascular disease of
the leg, for example, no specific code existed for
angioplasty of the arteries to the legs. At a cost of
considerable time and money, the researchers had
to design and test an algorithm using a combina-
tion of diagnosis and procedure codes to identify
the patients who had received angioplasties (79).

Analyses of claims and discharge abstract data-
bases can address the question of whether in-
creases in the use of a procedure were associated
with decreases in the use of its alternative in a par-
ticular population, but not whether the new proce-
dure caused the decrease. In the study noted
above, the researchers found no decrease in the
rate of peripheral artery bypass surgery as the rate
of angioplasty increased overtime, but they could
not determine whether the rates of surgery would
have been greater had angioplasty not been avail-
able. Thus, the actual question—whether the use
of angioplasty reduces the need for surgery—was
not directly answered. Certain data available in
prospective studies but not in the database (in-
formation regarding angiograms, clinical condi-
tions, and the like) would have helped researchers
answer the actual question.

Outcomes Assessment
Another aspect of evaluating medical technology
entails determining the effects of putting a proce-
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dure into practice. These effects include both eco-
nomic and clinical outcomes, whether good (pain
relief or improved functioning) or bad (rehospital-
ization, complications, or deaths). Because the
outcomes are likely to differ for patients with dif-
ferent characteristics, an ideal assessment would
describe all the relevant outcomes and explain
how they vary among patients defined by such
characteristics as age, sex, clinical condition, and
the setting in which they were treated. These data
might then be used to identify groups of patients
for whom the treatment’s effects were good or
were bad.

Databases that can be linked to reliable sources
of information about death provide a powerful
means of looking at mortality in a defined popula-
tion. In addition, the rates of hospitalization, reop-
eration, and certain complications can be deter-
mined. Studies of the outcomes of surgical
treatment for benign prostatic hyperplasia (BPH)
(161,198,199), for instance, were influential in
bringing about a recognition of the need for the
evaluation of common procedures ( 162). Further-
more, a decision analysis combining these data
with primary data regarding symptomatic out-
comes clarified the importance of patients’ prefer-
ences in selecting management options (53).

Similarly, reports that short-term morbidity
and mortality following carotid endarterectomy
were higher than expected in the Medicare popu-
lation may have contributed to a trend toward low-
er rates of the treatment nationwide (8 1,205) (and
to a decline in the enrollment rates in a random-
ized trial of the treatment (1 l)). Studies of Medi-
care patients’ outcomes during hospitalization
have been another kind of influential (though
controversial) assessment.2

Issues and Limitations

Coding Issues
Much of the concern about claims database analy-
ses has focused on the coding system used to rep-
resent diagnostic and procedural information
(40).3 Hospital discharge data in the United States
are coded using the International Classification of
Diseases, 9th Revision-Clinical Modification
(ICD-9-CM) (181). The ICD-9-CM includes
more than 10,000 numeric codes, with as many as
five digits apiece. All five-digit codes are subsets
of four-digit codes, which are subsets of three-dig-
it codes. The three-digit codes were organized into
17 chapters representing broad disease categories,
which range from “neoplasms” to “symptoms,
signs and ill-defined conditions”4 (40).

The information represented by these codes is
the basis for hospital payment by Medicare, many
national health statistics, and other uses. The cod-
ing system is updated periodically in order to meet
reimbursement needs, to allow more precise iden-
tification of diseases and procedures that have
grown in significance, or to clarify how certain
diagnoses or procedures should be coded.s

The time lag before the implementation of the
coding changes that are needed to identify new
diseases or procedures causes problems for data-
base researchers. The acquired immunodeficiency
syndrome (AIDS) first received a specific diagno-
sis code in 1986, eight years after the first case re-
ports of AIDS were published and three years after
the etiologic agent had been identified. Similarly,
new procedures may be part of practice for some
time before new ICD-9-CM codes are devised to
describe them specifically. For example, percuta-
neous transluminal coronary angioplasty (PTCA)



34 I Tools for Evaluating Health Technologies

was initially coded to a procedure category that
was also used for open-heart surgical procedures.
The use of this code caused the patients who un-
derwent PTCA to be assigned to a Medicare pay-
ment category that was reimbursed at a level much
higher than that of the usual costs (173). New pro-
cedure codes created in 1986 placed the procedure
in a more specific (and less generously reim-
bursed) category.

To limit the number of codes in the system, the
ICD-9-CM lumps certain entities, which can ob-
scure important differences. Codes for patients
with renal dysfunction, for example, distinguish
between acute or chronic cases but not among lev-
els of dysfunction, which range from a slight
change in a biochemical test that has only minor
functional effects to complete cessation of kidney
function (35). Moreover, the ICD-9-CM does not
systematically include the sidedness (left or right)
of a disease or a procedure. Consequently, re-
searchers conducting database studies of proce-
dures that can be done on either side (e.g., cataract
surgery) may have difficulty interpreting whether
certain procedures or diagnoses that occur after
the procedure of interest are related to it (92).

Another limitation in the ICD-9-CM coding
system is that different codes can sometimes be
used to describe the same condition. For example,
a code for a symptom (angina), a disease process
(myocardial ischemia), or an anatomic abnormali-
ty (coronary atherosclerosis) can all be correctly
and legitimately used to describe a patient with
narrowing of the coronary arteries that causes
chest discomfort with exertion (175).

A limitation of hospital discharge data is that
they do not reveal whether coded conditions were
present at the time of admission (preexisting
conditions) or developed during the hospitaliza-
tion (possible complications). To address this
problem in New York, coders were asked to indi-

cate whether conditions were present at the start of
the hospitalization, but initial studies show that
the coders have been slow to implement the
change (61). An alternative approach is to exclude
those conditions that could develop as complica-
tions from being considered as comorbidities. Un-
fortunately, many of the most important factors af-
fecting an individual’s baseline condition fall into
that category.

In addition to dealing with coding problems in
individual databases, researchers analyzing more
than one database for a particular study may have
to resolve differences in the coding systems. Pro-
cedure codes in the ICD-9-CM, for example, do
not correspond to the coding system used for most
professional service claims6 (2).

Inaccurate  Data
The accuracy of a database’s coding depends on
how often the codes entered into the database are
the codes prescribed by the rules of the coding sys-
tem. According to studies of coding accuracy that
were conducted before Medicare’s prospective
payment system (PPS) for hospitals was intro-
duced (in 1983), patients’ age, sex, admission
date, and discharge date were generally accurate,
but the diagnosis and procedure codes were not
(31,89,90). Even at the three-digit level, more
than 25 percent of the principal diagnosis codes
were different from those assigned by expert re-
viewers (90).

Financial incentives for complete coding were
introduced with the Medicare PPS, which linked
the amount of payment to a patient’s diagnosis,
and coding accuracy did improve. For example, at
the three-digit level, overall agreement on the
principal diagnoses increased from 73 percent in
1977 to 78 percent in 1985 (47). Subsequent data
suggest that accuracy has continued to improve
(79,80).
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Accuracy apparently varies significantly
among diagnostic and procedure codes. In the
1985 Medicare discharge data, 90 percent of the
patients coded as having lung cancer had actually
been diagnosed with lung cancer, and only 7 per-
cent of patients who had actually been diagnosed
as having lung cancer had not been coded as such.
By contrast, peripheral vascular disease was
coded for fewer than 60 percent of the patients
who had the condition, and only 53 percent of
those coded as having the disease actually did
(47). Major procedures, which often affect Medi-
care payment, are quite accurately coded. For ex-
ample, 96 percent of the patients who underwent
coronary artery bypass graft (CABG) surgery
were coded, and when the procedure was coded as
having been done, it had always been done. Minor
procedures, however, are much less reliably re-
corded. One study identified far fewer individuals
coded as receiving total parenteral nutrition (a
form of specialized intravenous feeding) than
were known (from other data sources) to be re-
ceiving the treatment (120).

It is unclear whether improvements in coding
that accompanied the implementation of the
Medicare PPS are reflected in codes not used for
Medicare payment. Although many other data-
bases have been subjected to review (25,1 17), the
results are seldom published (101).

Financial incentives can sometimes result in
one-sided errors. For example, the Medicare PPS
pays more for more severely ill patients, and the
study of coding accuracy in 1985 discharge data
showed that errors in how severity of illness was
coded systematically tended to overstate severity,
increasing hospitals’ reimbursements (80). (A
study of 1988 discharge data did not reveal the
same tendency, perhaps because of the strict laws
that now require attending physicians to certify
the accuracy of the designated diagnoses (79)).

The accuracy of the coding on claims for pro-
fessional reimbursement may be somewhat high-
er, because professionals tend to perform the same
procedures (and use the same codes) repeatedly. In

a recent study of carotid endarterectomy, in which
professional claims were used to identify patients
(205), codes for the procedure were verified for
more than 95 percent of the patients. Diagnostic
information is seldom available for professional
claims, however, and has very rarely been used in
research.

Studies of temporal and geographic variations
may be subject to bias because of disparities in the
quality of coding overtime or among regions (44).
If coding is unusually complete in one area, the
rates at which procedures are performed in that
area may appear to be unusually high. Both selec-
tive coding to maximize reimbursement(171 ) and
the trend to move some procedures from inpatient
to outpatient settings ( 163) could create a false ap-
pearance of temporal trends in treatment rates if
inpatient databases are used.

In addition to errors in coding the diagnoses
that are recorded in patients’ charts, physicians
themselves sometimes make diagnostic errors,
and one doctor’s diagnoses are likely to differ to
some extent from those of another. The lack of
precise definitions leads to wide variations in the
reported incidence rates of diseases, depending on
the criteria used for making the diagnoses (40). In
a discharge abstract database, a correctly coded
diagnosis means only that the attending physician
made that diagnosis, irrespective of whether the
appropriate diagnostic criteria were used.

Differences among physicians in how com-
pletely they choose to evaluate their patients can
lead to bias, because patients who have more com-
plete evaluations are more likely to be found to
have signs that indicate poor prognoses, for exam-
ple, the spread of cancer from the site of origin.
The prognosis for patients whose spread of cancer
has been found only after extensive testing falls
between the prognosis for patients in whom the
spread of cancer is obvious and that for patients
whose cancer has not spread. Moving this inter-
mediate group from the good prognosis (no
spread) group to the poor prognosis group im-
proves the prognoses of both groups7 (41).

7 Alvan Feinstein named this the Will Rogers effect, after the humorist observation that the move of many Oklahomans to California was

increasing the average intelligence in both places.
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Groups defined by their clinical characteristics or
treatments may receive systematically different
evaluations. For example, testing to rule out the
spread of lung cancer may be more extensive for
patients treated with surgery than for patients
treated with radiation therapy. If so, a comparison
of how the two groups fared could be biased.

Identifying the Relevant Population
Another important issue with which researchers
must contend involves being able to identify cor-
rectly the universe of people of interest. For exam-
ple, when dealing with the rates at which treat-
ment is provided, researchers must not only know
the denominator (the population under investiga-
tion) but also be able to identify the numerator (the
people who receive the treatment). The numerator
in a claims study is usually defined as those indi-
viduals who are coded for the treatment of inter-
est. The appropriate denominator is not always
clear. One simple denominator comprises all the
people whose receipt of a treatment could appear
in the database. Such a denominator usually in-
cludes everyone in the population, unless the
treatment of interest is only performed on mem-
bers of one sex. If a procedure can be done only
once, however, anyone who has already had the
procedure should not be included in the denomi-
nator. Thus, if hysterectomy rates are to be de-
scribed, the denominator should include only
women and should exclude any woman who no
longer has a uterus (because of prior hysterecto-
my). The fact that as many as half of some female
populations have had hysterectomies might bean
important source of variation (158).

Often, a different denominator—people with
the medical condition for which the treatment is
provided—may be more appropriate. In a study of
variation in rates of radical prostatectomy,8 for ex-
ample, a useful denominator would be men with
prostate cancer (122). Similarly, because CABG
surgery is performed only on patients with coro-

nary artery disease, the analysis ideally would
cover only such patients (202).

Defining the appropriate denominator can be
difficult. Researchers conducting claims-based
analyses of variation in the rates of treatment have
often assumed that similar proportions of different
populations are at risk, perhaps after accounting
for differences in the age and sex distributions.
This assumption allows the total population,
which is easy to quantify, to be used as the denom-
inator, but the assumption is not always valid.

Although some analyses of variation have used
patients hospitalized with conditions of interest as
the denominator, many similarly afflicted patients
are not hospitalized. The interpretation of the de-
nominator, therefore, becomes difficult. Nonethe-
less, such conditions as myocardial infarction
(180), childbirth (119), and hip fracture (45)-
which are almost always treated in the hospital if
they are recognized-can define more complete
denominators. Otherwise, the differences in hos-
pitalization practices across time, regions, or pop-
ulation subgroups could cause spurious apparent
variations in the rates.

For many procedures, appropriate databases
are hard to find. Outpatient procedures, for exam-
ple, are not included in statewide discharge data-
bases. HCFA now retains all professional claims
under Medicare, including bills for procedures
performed in physicians’ offices, but this is a recent
development, and the data go back only to 1991.

Other procedures that are difficult to assess are
those performed on hospitalized patients but not
reliably recorded (e.g., total parenteral nutrition).
New procedures are especially problematic, be-
cause until they have been assigned unique codes,
they cannot reliably be identified in claims data-
bases.

Even a well-defined population can receive
some care that is missed if a researcher uses only a
single database. Some individuals, for example,
may be covered by both their own insurance and
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that of their spouses. Others may lose their cover-
age or never have any at all. Restricting a study to
the consistently covered portion of the population
raises the possibility of selection bias (164).
Medicare data are particularly useful because
nearly all the recipients continue to be enrolled un-
til they die. Even then, however, the beneficiaries
may receive treatment from providers (e.g., the
Department of Veterans Affairs (VA)) whose ser-
vices do not appear in the Medicare database (49).

Obtaining Outcomes Information
Although outcomes assessments have been im-
portant products of database analyses, a number of
limitations are obvious. In addition to problems
with coding and with services provided by sources
not covered in the databases, many important out-
comes other than death are not included in claims
and discharge abstract databases. When such out-
comes are the appropriate measures for comparing
the benefits of different treatments, database anal-
yses are difficult.

For instance, total joint replacement--consid-
ered the most important advance in the manage-
ment of arthritis in the past 20 years (55)—almost
certainly does not increase the survival rates of pa-
tients with arthritis and might even decrease the
rates slightly (because the disease is not fatal,
whereas surgery carries some risk of death) (204).
The objective of the procedure is to improve the
patient’s quality of life by relieving pain and in-
creasing mobility (63). Unfortunately, neither
claims nor discharge abstract databases include
measures of these outcomes. Among the other im-
portant outcomes not available in such databases
are the relief of such symptoms as incontinence
and diarrhea, the ability to function socially, and a
sense of well-being.

Alternative Approaches
There are alternative methods for examining pat-
terns in the use of medical services. One approach,
suitable for procedures that require a single expen-
sive piece of equipment (such as an artificial hip

joint), is to survey the manufacturers of the equip-
ment. If there are only a few suppliers, relatively
good estimates of overall rates of treatment seem
possible (74). Another approach is to survey a
sample of providers regarding the frequency with
which they provide the treatment (32,74). Unlike
database studies, these approaches do not require
coding conventions to identify the treatment. A
third alternative is to sample a population to iden-
tify individuals who have been treated with a par-
ticular procedure. This allows researchers to col-
lect precisely the variables that are of interest in
characterizing both the numerator and the denom-
inator.

These approaches have their own drawbacks,
however. Studies of the use of a procedure at a
single facility or a few hospitals, for example,
might include relatively few patients who have
undergone the treatment. The denominator popu-
lation from which the patients were drawn would
be hard to define, and the treatment rates at the par-
ticipating sites might not be representative. Sever-
al of the health surveys conducted by the National
Center for Health Statistics (e.g., the National
Medical Care Utilization Survey) could be used to
study treatment rates, but the surveys are relative-
ly expensive and time-consuming, include rela-
tively few individuals, and provide only limited
details about which medical services are used. Pri-
mary data collection to address these concerns
would probably be prohibitively expensive.
Moreover, the data collection would have to be
continued if temporal trends were of interest.

COMPARATIVE STUDIES
Frequently, when researchers assess a treatment,
the most difficult question to answer is whether
the outcomes (mortality, morbidity, cost) for pa-
tients treated with therapy A are better than those
for similar patients treated with therapy B (or for
patients who do not undergo treatment). The use
of claims databases to address this question has
generated much controversy (7,15,16,66,70,1 10,
124,125. 178).
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I Rationale
For researchers attempting to assess the compara-
tive effectiveness of health technologies, database
analysis offers a number of potential advantages
over other methods. These advantages helped gen-
erate the enthusiasm for using database analysis in
effectiveness research. Studies comparing the out-
comes of transurethral prostatectomy (TURP) and
open prostatectomy on men with BPH, for exam-
ple, stimulated a reexamination of the question of
which treatment is the most appropriate (46,73).
A recent study of outcomes associated with man-
agement of cataract surgery patients showed that
the rate of retinal detachment was several times
higher among patients who had undergone poste-
rior capsulotomy9 than among patients who had
not undergone the procedure (93)--information
that, if confirmed, could enhance decisionmaking
regarding the timing of the procedure.

Large Size
Probably the most obvious advantage of using
large preexisting databases to conduct compara-
tive effectiveness studies is that the databases are
large. More than 25 million patients are repre-
sented in the Medicare claims database, and about
10 percent of the U.S. population lives in the areas
covered by the National Cancer Institute’s Sur-
veillance, Epidemiology and End Results (SEER)
cancer registries. Analyses of such large databases
can provide estimates of the rates of even relative-
ly uncommon events (e.g., the adverse effects of
particular drugs (147,176) or the complications
that can occur after certain types of surgery
(92,154)) or can identify cohorts of patients with
rare conditions (e.g., endocarditis (7)). The size of
the databases also allows researchers to subdivide
groups of patients by age, race, or sex and still
have a significant number of subjects whose expe-
riences with treatment can be studied (180).

Representative Samples
Because they are generated routinely in the course
of providing care to patients, claims and discharge
abstract databases may include everyone with the
condition of interest in the populations for which
the databases are maintained. For example, Medi-
care claims data cover more than 95 percent of
Americans over the age of 64 (1 14). State dis-
charge abstract databases generally cover nearly
all the hospitalizations that occur in the state. The
people or hospitalizations covered in such data-
bases are generally much more representative than
the populations studied at individual facilities or
at a few academic medical centers (175). The fac-
tors that cause patients to enter tertiary medical
centers for care are often related to the results of
the treatment they undergo (164). Thus, studies
using Medicare claims data to determine the
short-term mortality rates following pneumonec-
tomy for lung cancer (203), carotid endarterecto-
my to prevent stroke (204), and transurethral pros-
tatectomy (TURP) for BPH (161) have found
higher mortality rates than those found in studies
of patients who were treated at medical centers
that had particular interests in the diseases
(50,57,132).

Opportunity for Followup
“Long-Term Follow-Up is a Problem” is the title
of a 1983 editorial in the American Journal of
Public Health (5). This statement holds true for a
number of outcomes of great interest in assessing
medical care. Mortality, cost of care, health status,
and rehospitalization long after treatment are im-
portant in defining a treatment’s utility. Because
individuals who are not followed up may differ
systematically from the rest of the population be-
ing studied, a major portion of research efforts are
directed toward assuring complete followup (54).
The concern is so great that most investigators try
to exclude patients who are unlikely to follow up
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reliably, despite the possibility that their exclu-
sion could affect the representativeness of the
population (83).

In some cases, insurance databases can provide
more complete followup at considerable y less cost.
For example, the Medicare claims database in-
cludes data, gathered by the. Social Security Ad-
ministration (SSA), regarding the vital status of
beneficiaries (199). Because vital status is impor-
tant for determining Social Security payments,
considerable care is given to ascertaining whether
and when beneficiaries have died. The expense of
this ascertainment is borne by the SSA, which
frees researchers from a heavy burden.

Less “Attention Bias”
Many aspects of medical care are difficult to
study, because physicians and patients may
change their behavior if they know that they are
being studied. Physicians may practice more cost-
effective medicine, schedule more timely follow-
up visits, or provide more preventive services. Pa-
tients may be more likely to stop smoking, adhere
to a recommended diet, or comply with a complex
medical regimen (83). This has been called “atten-
tion bias” ( 164) or the “Hawthorne effect” (after
the Chicago industrial site where research in the
1920s showed that productivity improved when
workers were being observed) (151).

By using data gathered in the course of routine
clinical practice, researchers can avoid this phe-
nomenon. The providers and patients involved do
not know that they are the subjects of a study. In-
deed, at the time the care was delivered, the pa-
tients were not in a study, inasmuch as the study
began sometime later.

Timeliness
Because claims data are needed immediately for
payment purposes, they become available for re-
search fairly quickly. Thus, Medicare claims data
from 1991 and VA data from fiscal year 1992 were
available for research in 1993. Because data re-
garding several years’ worth of patient followup
are included in the Medicare and VA databases, re-
searchers can relatively easily conceive of and

carry out studies to address questions that have
been newly recognized, even if they involve
events that have occurred long after the treatment
(e.g., long-term survival following lung cancer re-
section). In contrast, a study using primary data
collection may have to wait many years for a suffi-
cient number of patients to be identified and to ex-
perience the outcomes of interest.

Another way in which database analyses can be
timely derives from their power. Treatments can
change rapidly, particularly when they are new.
By the time a randomized controlled trial (RCT)
of a treatment is complete, the treatment under
evaluation may not be acceptably close to the
treatment that has become state-of-the-art since
the RCT began. The results of coronary artery by-
pass graft surgery, for example, changed signifi-
cantly as the technology evolved. The first major
randomized trial of CABG found excessively high
rates of surgical mortality, but the results of that
study do not seem to apply to surgery done with
modem techniques (146). By contrast, the num-
bers of patients covered by databases are so great
that researchers can use data from a short period
when the technology is likely to be relatively
stable. Thus, database analysis can address the
moving-target problem that plagues other ap-
proaches to assessing health care.

Validity and Reliability
The relative ease of database analysis makes it an
increasingly attractive method to address clinical
questions, particularly when the outcomes of in-
terest are rare but are likely to result in events that
the databases can reveal (92). The important ques-
tion, however, is whether database analysis can
provide valid answers to these questions (1 5).

Using Observational Data
for Comparative Studies
Differences in the outcomes of alternative treat-
ments do not necessarily mean that one approach
is superior, unless the way the treatments are pro-
vided and the composition of the populations re-
ceiving them are comparable. A sick population
provided with a superior treatment might well fare
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worse than a healthy population provided with an
inferior treatment.

Much scientific discussion has focused on the
validity of comparing the outcomes experienced
by apparently similar groups of patients. For ex-
ample, researchers often compare the results for
patients receiving a new treatment at a particular
center with those for historical controls-patients
who had the same condition and received the stan-
dard treatment at the same center in the past
(56,165). The outcomes experienced by a series of
patients treated at a center can also be compared
with the outcomes experienced by similar patients
as reported in the literature or by contempora-
neous patients who have undergone the alternative
therapy.

In each of these examples, the use of the new
treatment is not the only thing that truly differs for
the groups being compared. Historical controls
were diagnosed with older tests, which might not
have discovered their disease until it had reached
more advanced stages. The historical controls also
received older supportive therapy, which means
that improved outcomes might simply reflect the
general improvement in medical care over time,
rather than derive from the treatment being evalu-
ated. Similar concerns exist about controls se-
lected from the literature (they reflect the experi-
ence at different centers, often from earlier times)
and contemporaneous controls from the same
institution (the decision to use a new treatment
may by influenced by the severity of the patient’s
condition).

Experimental studies—specifically, RCTs—
address these problems of comparability by ensur-
ing that the treatments are performed on groups of
patients who are only as different as the random
play of chance would allow. This approach per-
mits any eventual differences in outcomes to be
assessed by the question of how likely it is that the
set of outcomes would have occurred by chance
alone.

Although current opinion holds that an RCT
provides the most scientifically rigorous way to
compare treatments (8,1 12), it has a number of
disadvantages. These include the practical (177)
and ethical (67,144) difficulties of enrolling pa-

tients when there are strong theoretical reasons or
clinical suspicions that one treatment is better than
another (56), the long delay before the results are
available, and the limited numbers of patients
often included. Moreover, such studies can be ex-
pensive to carry out due to the need for screening
many candidates to identify a few eligible pa-
tients, the need for extensive quality control activ-
ity to make sure that the interventions are applied
in a standard fashion, and the practice of obtaining
extensive data regarding each patient.

Just as the study’s design ensures that the par-
ticipants are relatively homogeneous, it also lim-
its the researchers’ ability to generalize an RCT’S
results to patients who do not meet the eligibility
criteria. When the eligibility criteria do permit
participation by identifiably different subjects
(both men and women, for instance, or patients
whose disease differs in severity), the relatively
small number of patients often makes it difficult to
determine whether the results apply equally to all
the subgroups.

As an example, a recent trial of lowering cho-
lesterol with cholestyramine showed that the
treatment reduced rates of myocardial infarction
among 3,806 men between the ages of 35 and 59,
the vast majority of whom were white (150). A
similar trial in an elderly, female, or African
American population would be hard to justify—
both on ethical and economic grounds—although
some researchers have questioned whether the
trials can be extrapolated to populations that were
not studied (151). These limitations have spurred
interest in designing RCTS that keep the benefits
of randomization while incorporating some of the
generalizability of database research (1 7). (See J.
Burning, M. Jonas, and C. Hennekens, “Large and
Simple Randomized Trials,” background paper
no. 3 in this volume).

When RCTS have not been carried out, what
role should nonexperimental data play in the as-
sessments? Should the data be used only to extend
the results of RCTS to population subgroups not
included in the original trials? Should observa-
tional studies never be used to make comparative
judgments? Or can fair comparisons of treatments
be based on the outcomes experienced by popula-
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tions “assigned” to different treatments in nonran-
dom ways?

The problems with using observational data in
general for comparisons offer insights into the
problems with using claims databases—a particu-
lar source of observational data—for comparative
analyses. The most weighty concern about using
observational data to compare therapies is sum-
marized by Byar: “In medicine, the doctor
chooses the therapy precisely in order to affect
outcomes” (123). The choices generally differ for
different patients. One way to address the problem
is to carefully note all the important differences
between the groups receiving the treatments being
compared and then to use statistical techniques to
correct for the differences. This presupposes that
the important differences can be identified and are
recorded when the data are collected. Researchers
using historical controls, literature controls, or
contemporaneous controls have taken this ap-
proach when comparing treatments.

At least three more potential problems with
comparisons based on observational data have
been noted. First, the ability to characterize the
treatments being compared is limited, because
providers may vary in the way they apply the same
treatment, whereas both the new and the control
treatments are administered in standard fashions
in traditional RCTS.

Second, patients are assigned to one group or
another at the time of randomization in RCTS, but
group assignments may be ambiguous in observa-
tional studies. For example, if a patient is treated
medically for coronary artery disease and then un-
dergoes surgery because the medical therapy was
ineffective, the patient’s subsequent death might
be attributed either to the medical group or to the
surgical group. Approaches to this problem have
been investigated by researchers using the Coro-
nary Artery Surgery Study registry of patients un-
dergoing catheterization for possible coronary
artery disease (20), but no course is completely
satisfactory. One feasible approach in a prospec-
tive study would be to ask the physician to outline
a plan of action at the time followup begins. Re-
searchers would then use the plan in assigning the
patient to a treatment group.

Third, the ability to characterize subsets is lim-
ited by the data that are collected: if new, impor-
tant risk factors are discovered, they cannot be
presumed to be present to the same degree in the
two comparison groups. Similarly, the level of de-
tail in which the data are obtained—both at the
baseline assessment and in the followup-is like-
ly to be inconsistent unless the investigator pre-
scribes, in advance, what data are to be collected.
Worse yet, the level of detail is likely to be incon-
sistent in a nonrandom way. It is quite plausible
that more tests or more followup visits, through
which complications could be discovered, would
be ordered for patients receiving the new treat-
ment. Whether differences in the baseline charac-
teristics result from biased assessments is difficult
to ascertain.

Randomized vs. Nonrandomized Studies
One way to gauge whether valid comparisons of
treatments can be made without randomization is
to look at instances of comparisons made with
nonrandomized and randomized study designs
and try to draw conclusions about whether they
are equally valid.

There is considerable agreement that spectacu-
lar effects (137) do not require randomized assess-
ment. Most of the major advances in cancer che-
motherapy, for example, were made without the
benefit of randomized trials (56). Similarly, the
treatment of endocarditis and tuberculous menin-
gitis with antibiotics could be recognized as major
advances without RCTS (70,133). What these
cases have in common is that before the availabil-
ity of the treatment, the patients uniformly fared
badly and that the treatment considerably im-
proved their chances of survival.

This does not mean that the comparisons were
fair. In fact, people diagnosed with Hodgkin’s dis-
ease today almost certainly have better prognoses,
on average, than did individuals diagnosed with
the disease before the advent of chemotherapy, but
the availability of chemotherapy is not the sole
reason for the improvement. Modem imaging
techniques enable the diagnosis to be made earlier,
the treatment of infectious complications has im-
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proved, and patients are more likely to seek medi-
cal care earlier in the course of the disease.

Nonrandomized comparisons have shown
treatments to be beneficial, only to have subse-
quent trials demonstrate them to be useless. Gas-
tric freezing for peptic ulcer disease (13S) and in-
ternal mammary artery ligation for coronary
artery disease (24,59) are frequently cited exam-
ples. Recent studies by careful investigators have
revealed similar patterns of unreliability as well.
Major trials involving patients with advanced
cases of non-Hodgkin’s lymphoma have con-
cluded that a first-generation chemotherapy regi-
men, CHOP1° (19), is as good as, or better than,
more complex and toxic second- and third-genera-
tion regimens (48,60). Previously, the results of
the newer regimens were compared with the re-
sults of CHOP reported in the literature. These re-
ports, and accompanying editorials, had strongly
implied that the newer regimens were superior
(26,105,170). Despite an acknowledged need for
randomized trials, practitioners began using the
more complex regimens. A 10-year lag occurred
between the early reports and the publication of
the studies showing that the supposed benefits of
the more complex regimens were not real
(48,60,121). 11

Another modem example of unreliable ob-
servational data is particularly interesting because
of the methodologic care that was taken to avoid
any identifiable biases. Researchers evaluated
whether administering lidocaine prophylactically
to patients with acute myocardial infarction
helped prevent arrhythmia deaths (76). The ob-
servational study used stringent entry criteria, a
well-defined endpoint, and an adjustment for the
differences in the risks associated with the end-
point. The data were collected by trained research-
ers who were blinded to the study’s hypothesis.
Nonetheless, the finding that lidocaine had a bene-

ficial effect was not borne out by subsequent
RCTS or a meta-analysis of all the available RCTS
(68,207). Although neither the RCTS nor the
meta-amdysis had sufficient statistical power to
identify arrhythmia deaths, the standard inter-
pretation of the available data has been that lido-
caine usually should not be administered prophy-
lactically in the treatment of acute myocardial
infarction (10).

On the other hand, in several instances nonran-
domized comparisons have yielded results similar
to those of randomized comparisons. A study that
addressed the use of tonsillectomies for children
with recurrent sore throats (141 ) provides an espe-
cially good example because the random and non-
random comparisons were carried out simulta-
neously at a single institution. When the parents of
children who were eligible for the randomized
comparison decided against randomization, the
children received the therapy their parents re-
quested. The initial evaluations and data collec-
tion processes, however, were identical for both
the randomized and nonrandomized patients.
Moreover, the two groups were followed up in the
same manner, including the frequency of visits,
the definitions of the endpoints, and the manage-
ment of throat infections. The researchers
compared subgroups matched for important pre-
dictors, such as age and frequency of episodes in
the preceding two years, and found that the out-
comes experienced by the randomized and non-
randomized patients were indistinguishable.

Another study, which used the Duke Database
for Cardiovascular Disease (71), was explicitly
designed to test the hypothesis that observational
data could be used to make fair comparisons be-
tween groups assigned to different treatments in a
nonrandom fashion. The treatments compared
were CABG and medical management for pa-
tients with coronary artery disease. These treat-
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ments had been compared in three separate RCTS,
whose results could be compared with those of ob-
servational studies.

The researchers used the Duke database to
identify individuals who would have been eligible
for each of the RCTS. The predicted survival rates
of these patients, first assuming that all of them
had received medical therapy and then assuming
that surgery had been performed on them, were
calculated using a statistical model derived from
the overall Duke database. The survival curves
were then compared with the actual survival rates
of the participants in each arm of the trials. Differ-
ences between the Duke database analysis and
each of the RCTS were within the limits of random
variation. In addition, the five-year mortality rate
of nearly every subgroup of the Duke patients with
varying severities of the disease, whether man-
aged medically or surgically, differed from the
rates in the RCTS by no more than would have
been expected by chance alone.

Still another study assessed the use of beta-
blockers after heart attacks, an intervention that
has been shown to be beneficial in a number of
RCTS (77). The observational study was modeled
directly on a specific RCT, the Beta-Blocker Heart
Attack Trial (BHAT) (6). Patients in the observa-
tional study were patients consecutively admitted
to the Yale-New Haven hospital for acute myocar-
dial infarction between 1978 and 1982, while the
BHAT enrolled patients from June 1978 to Octo-
ber 1980. The authors of the observational study
explicitly compared their results to those of the
BHAT (77) and found no significant differences
between them, after adjusting for age and severity
of disease in the groups who received beta-block-
ers and those who did not. Each study showed re-
ductions in both 24- and 36-month mortality rates.
Moreover, the magnitude of the difference was
very similar in each trial.

Lessons
The fact that fair comparisons were made using
observational data does not guarantee that similar
designs would lead to fair comparisons in other
studies. Without RCTS for comparison, how can

we determine whether observational data are reli-
able?

The examples provide some clues. The tonsil-
lectomy study (141 ) points out the need for good
followup, particularly when the outcome of inter-
est is not death. In claims and discharge abstract
databases, outcomes other than death are detect-
able only if the patients or physicians have taken
some action. An outcome like “need for repeat
surgery” may be biased by a greater level of sur-
veillance for one of the study groups (164). The
methods for determining outcomes should be
identical for groups receiving alternative treat-
ments. The tonsillectomy study also had the ad-
vantage of patients with few comorbidities, and
the risk factors thought to predict the outcomes of
interest were precisely determined at the outset of
the trial. The clinicians involved had little bias
toward one treatment or the other, and parents
were advised that the randomized trial was an
appropriate option. Therefore, there is little
chance that the clinicians would have encouraged
patients with better prognoses to opt for a particu-
lar treatment.

Although the salient risk factors for death from
coronary artery disease do not predict even half of
the variability in who lives and who dies, they are
well studied (69,70,7 1). Clinicians making deci-
sions are unlikely to consider any factors that do
not appear in the model used by the researchers
who analyzed the Duke database. In other words,
the other factors that predict outcomes are unlike-
ly to vary among groups assigned to different
treatments because no one knows what those fac-
tors are. Their distribution should be random. It is
difficult to disprove the contention that clinicians
can detect and interpret subtle differences among
patients that cannot be captured as concrete data
and incorporated in a model, but the Duke re-
searchers have shown that their risk-adjustment
model is better than expert clinicians at predicting
the prognoses for patients with coronary artery
disease (107,1 16). It would be unreasonable to
think that these same clinicians could select the
patients with the best prognoses for the group that
is to receive CABG.
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The researchers in the beta-blocker study em-
phasized several aspects of their method (77). The
eligibility criteria in their observational study, and
particularly their definition of myocardial infarc-
tion, were identical to those used in the BHAT.
The researchers excluded any patient who would
have been excluded from the BHAT, and they
carefully considered how to assign zero time—the
time at which each patient’s baseline was estab-
lished. After zero time, followup events were as-
signed according to their treatment groups. The
researchers emphasized that this selection should
duplicate, as much as possible, the time at which
the random assignment would occur in an RCT.
As in the BHAT, adjustments were made for dif-
ferences in known confounding variables, such as
age and baseline prognoses.

The studies in these examples have several im-
portant features in common:

1.

2.

3.

Each of the clinical entities (tonsillitis, coro-
nary artery disease, myocardial infarction) is
well studied and understood.
The treatment under study was likely to be ap-
plied in a fairly standard fashion. The control
group was also likely to receive state-of-the art
management, because the control patients and
the experimental patients were treated in the
same sophisticated settings (although this does
not guarantee standard care).
The data needed to define the baseline prog-
noses were collected prospectively and pur-
posefully for each of the observational cohorts.
Thus, from the beginning of the data-collection
process, the database was oriented toward the
type of study that was eventually performed.

Despite the fact that the study of lidocaine in-
corporated many of these positive features, the re-
sults differed from those of the RCTS. The least
hopeful interpretation is that nonrandomized
studies sometimes provide the right answers and
sometimes provide the wrong answers, and that

there is no way to tell the difference without an
RCT to determine the true answer (15,16).

This interpretation suggests that the usefulness
of databases is determined by the answer to a sim-
ple question: “Can valid comparisons be made
with observational data alone?” Phrasing the
question this way, however, ignores the fact that
such comparisons are based on careful assess-
ments of patterns of data. In general, the results of
a single RCT are not definitive. Indeed, the validi-
ty of the comparison of CHOP with the advanced
chemotherapy regimens has been challenged by a
number of respected experts (121). Thus, many
authors would argue that rigorous comparisons
using observational techniques have a role in
assessing medical treatments, because they can
contribute data to the pattern, even if the results of
observational analyses alone are not definitive
(76,77).

Several differences between the data in these
observational studies and the data in claims and
discharge abstract databases bear emphasis. Each
of the researchers used careful, quality- controlled
methods of collecting data elements that had been
defined prospectively as appropriate for the prob-
lem at hand, but database researchers must use
whatever data are available. In general, even data-
bases supplemented with clinical data have diffi-
culty yielding answers to questions that were not
formulated carefully before the data were col-
lected (69).

For example, using a dataset that included de-
tailed clinical data from the MedisGroups medical
severity classification system in addition to rou-
tine hospital-discharge data, researchers ex-
amined how patients whose coronary artery dis-
ease was treated with percutaneous transluminal
coronary angioplasty 12 fared in comparison with
patients who were treated with CABG surgery
(64). After being adjusted for differences between
the groups in the age of patients and the presence
of a number of clinical variables, the data showed
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that the patients who were at low risk of dying did
better with PTCA than with CABG. Despite the
size and detail of this database, however, the lack
of prospective collection of important data rele-
vant to outcomes (e.g., the number of coronary ar-
teries that were blocked) makes it difficult to draw
conclusions.

The current claims databases’ limitations for
making comparisons have been well documented.
There is evidence that discharge data restricted to
ICD-9-CM codes may not contain adequate detail
to allow for valid comparisons of outcomes across
treatments (28) or hospitals (111). For example,
the five-year survival rates were lower for men
whose BPH was treated with TURP than for men
treated with open prostate surgery, and an adjust-
ment based on ICD-9-CM-coded discharge data
did not explain the difference. This suggested that
the open procedure was superior, but an adjust-
ment using more detailed information obtained by
reviewing charts showed that the differences pro-
bably derived from the higher numbers of impor-
tant comorbid conditions in the population under-
going TURP (28). Another study found that case-
mix adjustment using ICD-9-CM codes explained
much less of the variation in hospital mortality
than did case-mix adjustment using additional
data abstracted from the clinical records (11 1).

Other studies have suggested that using
ICD-9-CM codes in making adjustments for dif-
ferences in groups might sometimes actually pro-
duce misleading results. Researchers found that
the presence of a number of comorbid conditions
actually improved the survival rates of patients
admitted for several serious illnesses (95). The re-
searchers interpreted their results to mean that cer-
tain diagnoses were usually coded only when there
were no more important diagnoses to be coded. At
the time of that study, the discharge abstract con-
tained only a limited number of fields in which

diagnostic codes could be recorded, but a later
study found that the same thing occurred when the
number of available fields was not restrictive (85).

Comparisons after adjustments for differences
in baseline risks of poor outcomes are almost cer-
tainly more valid than comparisons made without
such adjustments. Improved methodologies, in-
cluding hierarchical modeling and instrumental
variables techniques, increase the believability of
the adjustments13 (129). Comparisons are also
more believable when the medical condition un-
der study is well understood, when the variables
are objectively defined, and when the data collec-
tion is complete and accurate. Unfortunately, most
claims and discharge abstract databases do not
currently meet that standard. Moreover, enhance-
ments that would make the data in these databases
more similar to those in good observational stud-
ies would eliminate the advantages of speed and
cost (and therefore size) that make database re-
search attractive.

Data-dredging—taking advantage of the con-
venience of large databases to test multiple hy-
potheses—is frequently raised as an issue in large
database analysis (box 2-l). The issue is not
unique to the analysis of administrative data (it
can occur with RCTS as well, for instance), but it is
of particular concern in this context.

The contribution of database analysis to com-
parisons of treatments maybe more appropriately
assessed in terms of how it can contribute, rather
than whether it is definitive (43a). Cross-design
synthesis, a formal mechanism for incorporating
the results of database research into a comparative
assessment of treatments, was described in a Gen-
eral Accounting Office (GAO) report to Congress
(188). This methodology attempts to formalize
the use of database analysis as a complement to
RCTS in comparing medical technologies.
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Large preexisting health databases are often convenient for testing multiple hypotheses about

whether various characteristics of the patients or providers are related to particular outcomes. If

enough combinations are examined, however, some of the characteristics will have closer-than-ex-

pected relationships to some of the outcomes by chance alone-i. e., they will be statistically signifi-

cant. These relationships might be interpreted as important, even though the odds of finding at least

one statistically significant relationship in every 14 such combinations are better than 50-50, even if

there are no real relationships among the variables.

The practice of testing multiple hypotheses in search of one that is statistically significant is

known as data-dredging. Whether this process has taken place may not be readily apparent to the

reader, particularly inasmuch as the immensity of the databases invites the use of complex multiva-

riable statistical techniques (138). Although multiple analyses of research datasets are common and

often appropriate, the potential magnitude of the problem in large administrative databases grants it

special importance (124).

Fortunately, the size of the databases makes statistical approaches—such as developing hy-

potheses in one half of a dataset and testing them in the other—feasible for addressing the problem

(7,138). Moreover, because many similar databases are available, interesting results can be subse-

quently retested in independent databases. In addition, experienced database researchers devel-

op analytical plans that focus on relationships suggested by previous research or theory, which de-

creases the likelihood of spurious results. Finally, as with the findings of any other form of research,

the results of database analyses should be examined in the context of a much larger body of re-

search.

SOURCE: Jeff Whittle, 1995.

ADJUNCTS TO OTHER
RESEARCH METHODS

Applications
Research that combines primary data collection
with the analysis of claims and discharge abstract
databases reaps the advantages of both methods.
The use of large, population-based databases as
sampling frames, for example, facilitates the iden-
tification of representative samples. One of the
original purposes of the National Cancer Insti-
tute’s SEER program was to provide researchers
with a tool: the case-finding capability of the
SEER network (210) of cancer registries, each of
which lists all cancers diagnosed in residents of a
particular area. Data from the Professional Activi-

ty Study conducted by the Commission on Profes-
sional and Hospital Activities (CPHA) have been
analyzed to identify potential cases for case-con-
trol studies of unusual occurrences, such as myo-
cardial infarction following the use of oral contra-
ceptives (96,97). Because myocardial infarction
in women of childbearing age is rare, a single cen-
ter could not have accumulated an adequate num-
ber of cases for a study. CPHA, however, collects
data from thousands of North American hospitals
and has a database of more than 150 million dis-
charge abstracts (96).

Medicare eligibility files have been used to de-
fine a representative cohort of elderly individuals.
The Medicare hospitalization file has been used to
identify representative samples of discharge ab-



stracts for studies of coding (79,80), for assess-
ments of the quality of care before and after the
introduction of Medicare’s prospective payment
system for hospital inpatient care (100), and for
studies of the outcomes experienced by patients
who had suffered myocardial infarction, stroke,
pneumonia, or congestive heart failure (30). Be-
fore studying the appropriateness of various pro-
cedures, researchers have used Medicare files for
professional claims to identify cohorts of patients
who have undergone various procedures (22).
Claims databases can also be used as sampling
frames for pseudorandomized trials that take ad-
vantage of the varied treatment assignments
created by regional differences in the treatment of
common conditions (120).

I s s u e s
One concern about using databases as sampling
frames is that researchers may have difficulty ob-
taining data about the patients whose cases have
been identified. The researchers who studied the
effects of the Medicare prospective payment sys-
tem on the care provided to the program’s benefi-
ciaries, however, managed to obtain the medical
charts for 96.2 percent of the patients in a sample
identified from a Medicare claims database ( 100).
The analysts who conducted the coding studies of
1985 and 1988 obtained 99.6 percent and 91.8
percent, respectively, of the charts of the patients
they had identified (79,80).

Other researchers have used Medicare data to
identify representative samples of hospitalized
patients and then contacted them or their health
care providers to obtain additional information.
Researchers studying cataract surgery are using
the Medicare database to find a sample of cases for
further study of how posterior capsulotomy fol-
lowing the surgery is associated with retinal de-
tachment (174). The researchers will contact pro-
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viders to obtain information regarding factors
(e.g., the length of the eyeball) that place patients
at risk for retinal detachment but that cannot be de-
termined from the claims data. These data will
permit the researchers to control for differences in
those variables, providing stronger observational
evidence that the posterior capsulotomy itself in-
creases the risk of retinal detachment. PORT re-
searchers studying prostate disease and total knee
replacement have contacted patients to ask about
their levels of functioning after certain procedures
have been performed on them (52,145).

Another major concern is that the patients’ in-
clusion in the databases is involuntary. Conse-
quently, a request to participate in a study can be
an unexpected imposition. Nonetheless, research-
ers who have taken this approach have found that
the individuals are generally willing to partici-
pate. These researchers believe that the privacy
mechanisms currently in place are adequate to
protect patients’ confidentiality and their freedom
to choose whether to participate in a study. (The
Institute of Medicine has recently issued a report
with recommendations regarding national policy
on the conflict between patients’ privacy and data-
bases’ usefulness.)

If patients are willing participants, many health
care providers are not. Some providers will not
comply with requests for records or participate in
studies of their decisionmaking processes (101).
The fact that providers who decline to participate
may be systematically different corrupts the very
generalizability that makes the use of databases as
sampling frames so attractive. Researchers at the
RAND Corporation have described methods to in-
crease participation (108), but the methods are
costly and do not result in participation by 100
percent of the providers.

Large databases can also be used in conjunction
with primary data collection to provide followup



48 I Tools for Evaluating Health Technologies

for populations that are well characterized by the
primary data collection. Researchers at the Na-
tional Center for Health Statistics, for example,
have used personal identifiers to link individuals
who are included in several surveys (e.g., the Na-
tional Health Interview Survey Supplement on
Aging) (94,187) with information about the indi-
viduals in Medicare databases. Using personal
identifiers that allow linkage between RCTS and
the National Death Index is an inexpensive way to
improve long-term followup of the participants’
vital status (29). Linkage to the Medicare claims
database could also provide information regard-
ing the need for hospitalization for specific diag-
noses, should yield estimates of the costs of subse-
quent care, and might improve researchers’
chances of contacting patients directly. Unfortu-
nately for researchers, people under the age of 65
have no identifiers other than their Social Security
numbers and have no population-wide insurance
system that could (like Medicare) be used to track
medical events over time.

Variant approaches that use claims databases
both for identifying samples and for conducting
followup are surveys of the Medicare population.
The Medicare Current Beneficiary Survey gathers
personal data in interviews with samples of bene-
ficiaries, then obtains followup information from
the Medicare claims data. More than 12,000 bene-
ficiaries were surveyed in 1991, the first year in
which data were collected (149,1 82). The Medi-
care Beneficiary Health Status Registry uses a
mailed survey to obtain data on a spectrum of is-
sues affecting health, including lifestyle risk fac-
tors, functional status, medical history prior to
Medicare eligibility, sociodemographics, and
quality of life (1 26). Neither the Medicare Current
Beneficiary Survey nor the Medicare Beneficiary
Health Status Registry has existed long enough
for an assessment of its utility.

OTHER ISSUES
The issues in database research vary with the
technology under consideration, the database, and
the focus of the assessment. Thus, coding inaccu-
racies are much more important for a study of

myocardial infarction (where the error rates are
high, perhaps in a biased pattern) than for a study
of lung cancer (where the error rates are low). Sim-
ilarly, the inability to distinguish the reason for a
procedure in outpatient Medicare data might af-
fect a study of mammography ( a procedure that
could just as easily be done for diagnosis or
screening as for a workup for known cancer), but
would not affect a study of cataract extraction (a
procedure that is generally performed only for cat-
aracts related to existing or anticipated visual im-
pairment).

Enhancing Databases
As the use of databases for assessing health care
has grown, so has the realization that the existing
databases are often inadequate for the proposed
uses. This has stimulated interest in designing da-
tabases that are better suited for the analyses.
Strategies for doing so include not only improving
and augmenting the data but, in some cases, even
designing entirely new databases (box 2-2).

Collecting More Data
A number of studies have shown that clinical data
beyond the ICD-9-CM-coded discharge abstract
data can explain the differences in the resources
used for patients in identical diagnosis-related
groups (the clinical grouping categories used as a
basis for Medicare payment) (18,36,75,139). By
collecting this data in multiple hospitals at multi-
ple locations, proponents of these systems have
shown that it is feasible for the data to be collected
on a large scale (3,88). The addition of just three
clinical variables not reflected in the discharge ab-
stract data markedly improves the ability of a
model based on ICD-9-CM data to predict mortal-
ity following CABG surgery (61).

The costs of such data collection, however, can
be high. The experience of the SEER program is
instructive. Early data collected in SEER regis-
tries included detailed data regarding the extent
to which each patient’s cancer had spread. Quali-
ty-control activities disclosed that the reliability
of the data regarding fine gradations in stage was
limited, but the data were very accurate for distin-
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An ambitious method of addressing the problem of limited data is to create an entirely new data-

base that both links and augments existing data sources. The Hartford Foundation’s Community

Health Management Information System project is an example of an effort that has begun the proc-

ess of developing a communitywide database to enhance both the quality of care and the ability to

assess the effects of medical treatment.

The foundation has organized community leaders to consider the advantages of improved health

data systems in several cities around the country, with varying degrees of support from local gov-

ernments. Which elements the database should include, how the data should be gathered, and how

the quality of the data should be maintained are all decisions that will be made explicitly as the da-

tabase is designed.

SOURCE: Jeff Whittle, 1995.

guishing coarser gradations. The coding system A careful assessment of the experience of those
was designed to provide optimally useful scientif-
ic information on stage, but practical difficulties
in obtaining accurate coding limited the use of the
data, which were gathered at considerable cost
(91). The difficulty of precise coding in this re-
search-oriented, single-disease database should
give pause to those who want to initiate more de-
tailed collection in other large databases.

Pennsylvania now requires that all discharge
abstracts include the key elements necessary for
determining the MedisGroups severity levels
(12,86). Researchers in the pneumonia PORT
have used the nationwide MedisGroups database
to analyze predictors of length-of-stay and mortal-
ity among patients admitted with pneumonia
(42,43); they will use the statewide Pennsylvania
MedisGroups database in the future.

HCFA has had an active interest in a similar set
of clinical data, the Uniform Clinical Data Set
(UCDS), for several years (109). The UCDS be-
gan as a set of more than 1,700 clinical data ele-
ments that could be collected by reviewing the
charts associated with a subset of Medicare dis-
charge abstracts. As time has gone by, the UCDS
concept has evolved to a more flexible model that
entails collecting different sets of data for different
clinical entities (37).

who use the databases with supplemental clinical
data may provide future guidance regarding the
overall usefulness of a number of variants of this
technique.

Including a Health Status Measure
Health status is an important outcome that is un-
available in current databases. Because most treat-
ments are intended to improve the patients’ health
rather than to prolong their lives, death as an out-
come of treatment is likely to be inapplicable in
many situations.

Some observers have suggested incorporating
a health status measure in the claims records main-
tained by Medicare. Selecting a measure appropri-
ate for all patients, however, is problematic. The
best measure for assessing the benefits of total hip
replacement is certainly not the best measure for
assessing the benefits of cataract surgery. More-
over, the important outcomes of surgery often can-
not be determined at the time of hospital dis-
charge. The reduction in pain following a hip
replacement is best assessed after the patient has
been discharged, and patients who undergo radical
prostatectomy cannot be expected to assess their
sexual functioning before leaving the hospital.
One approach would be to allow researchers to
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contact the patients later to obtain the specific
functional data of interest. This has been done by
research groups studying the effects of prostatec-
tomy and total knee replacement.

The experience of the Medicare Beneficiary
Health Status Registry may provide guidance re-
garding whether and how health-status outcomes
might be added to claims and discharge abstract
databases.

Linking Databases
Where the data in a single database are limited, re-
searchers can sometimes combine two databases.
In a study comparing open prostatectomy with
TURP in the treatment of BPH, the only clinical
detail available from the claims database was
coded with ICD-9-CM, but some of these patients
could be linked to a list of patients for whom an
anesthesiologist had carried out preoperative risk
assessments (161 ).

This approach can sometimes provide useful
additional data. Epidemiologists link databases
when they determine vital status by comparing the
names of study participants with information
from death registries, driver’s-license agencies,
and telephone books. By carefully reviewing each
linked piece of data, the researchers can be reason-
ably certain that the data refer to the same individ-
uals (9).

Database linkages can provide information be-
yond vital status. Researchers have linked state
discharge data and cancer registry data from New
Jersey to study differences in the results obtained
by breast cancer patients with varying insurance
coverage (4). A linked Medicare-SEER database,
currently under development, will provide in-
formation about patients’ treatment and the costs
of their care from Medicare and detailed informa-
tion about their cancer from SEER. Linkages be-
tween Medicare and Medicaid allow researchers
to obtain information about the use of prescription
drugs from Medicaid and longitudinal followup
from Medicare (147,148).

The experience of several investigators demon-
strates the feasibility and potential usefulness of
this approach. The SEER-Medicare link—using
each patient’s name, sex, Social Security number,
date of birth, and date of death—has identified the
Medicare claims record for nearly 95 percent of
the individuals over the age of 64 who are in the
SEER cancer registry. In another case, Medicare
records were identified for 85 percent of the men
over 64 who used VA facilities in the Northeast
over a four-year period. The researchers were able
to study the degree to which this cohort used med-
ical services provided by entities other than the
VA—an accomplishment that has facilitated more
accurate interpretations of studies of the VA ad-
ministrative database (49).

Database linkages are not without problems,
however. Most practically, linked studies require
access to two (or more) databases, which doubles
(or more) the cost of acquisition, the potential for
violations of privacy, and the amount of data
cleaning that is needed. In addition, different data-
bases may use different definitions for similar
concepts. For example, the coding for cancer sur-
geries in the SEER database differs from the
ICD-9-CM system in the Medicare hospital data-
base and from the Current Procedural Terminolo-
gy (CPT) system in the professional claims data-
base. l5

Other problems of linkage are more technical.
To a greater or lesser extent, all linkages are proba-
bilistic—that is, the researcher identifies pairs of
members of each database that have a certain
probability of being the same persons (two re-
cords that share the same sex, the same last name,
the same date of birth, and the same maternal last
name represent the same person with a certain
likelihood). The use of unique identifiers, such as
social security numbers, can allow very high con-
fidence about a match ( 160), but they often fail to
be truly unique. For example, women who are eli-
gible for Medicare because of their husbands’ eli-
gibility use their husbands’ social security num-
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bers (although each beneficiary’s own number
will be included in the Medicare claims database
in the future). In addition, many older individuals
have been assigned more than one social security
number (104). 16

Methods of increasing linkage, and the confi-
dence with which probabilistic matches can be re-
garded as true matches, are the subjects of active
research. Issues include increasing linkage rates,
enhancing the accuracy of links, providing esti-
mates of the accuracy of links, dealing with uncer-
tain linkages, and minimizing the computational
burden of matching records between large data-
bases {78,159,1 81,1 85).

I The Electronic Medical Record
As expanded databases become more complete,
researchers will have access to more of the data
that are in patients’ charts. Taken to its extreme,
this concept would result in the complete comput-
erization of medical records, which could provide
researchers with access to all the information that
is generated during the patients’ hospital stays.

Researchers at Beth Israel Hospital in Boston
have used a computerized hospital database for
more than 10 years and have demonstrated its abil-
ity to easily supplement the information found in
the coded discharge abstracts. This does not elimi-
nate the concern that risk adjustments made with
these data may be biased because the data are ob-
tained for nonrandom reasons (166). The lack of
uniformly applied diagnostic criteria remains a
potential source of error in any database that does
not impose definitions for the diagnoses of inter-
est, whether the medical record is coded or elec-
tronic. Moreover, certain data that a researcher
might be anxious to have (e.g., scores on a particu-
lar functional status scale) are unlikely to appear
anywhere in the medical record. Of course, many
of these concerns apply whether the data about pa-
tients are obtained from a readily used, computer-

ized practice database or by a laborious review of
charts (the traditional method).

The electronic medical record has many poten-
tial uses for research into the effectiveness of
health care. Inasmuch as more data are available in
an electronic format, however, researchers should
find it easier to retrieve information about samples
of patients who have been identified through
claims databases. The electronic medical record,
therefore, will probably complement, rather than
replace, large databases as tools for evaluating
medical technologies.

Retrieving Primary Data
One alternative to adding information to the data-
base is to allow researchers to retrieve the required
data directly. Access to primary data allows there-
searcher more flexibility in choosing data ele-
ments, as well as direct control over the quality of
the data collection. With the ability to contact pa-
tients or providers, researchers could even identi-
fy data that are not recorded in the charts. This ap-
proach raises difficult questions of privacy
(inasmuch as the patients may not be asked for
permission to use their charts), logistics (because
some databases reflect admissions throughout the
country), and selection bias (because some
charts-which are likely to be the unusual ones—
will not be found) (168).

Several studies have demonstrated high rates of
record retrieval when Medicare databases were
used. Moreover, both the prostate and total-knee-
replacement PORT teams have found that when
individuals who are identified through database
analyses are contacted directly, they cooperate
with research efforts. In addition, HCFA and indi-
vidual researchers have developed methods that
facilitate research with appropriate concern for
privacy rights. There is little experience with sim-
ilar research using private or state databases, per-
haps because concerns about the potential for law-
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suits provide strong incentives for private insurers
to keep researchers from contacting the individu-
als in the insurers’ databases.

Other Possibilities for Improvement

Unique   Identifiers
Probably the most common concern of database
researchers is their inability to get a complete pic-
ture of medical services used over time, except
from the Medicare claims data. The root of the
problem is the lack of unique identifiers for pa-
tients in most other databases. The identifiers in
insurance databases are unique, but patients move
into and out of the systems relatively frequently,
which hinders followup. Moreover, insurance da-
tabases generally do not include representative
samples of the population.

Unique identifiers would provide several bene-
fits:
m

●

●

●

Researchers could more easily follow patients
through time, between providers, and in vari-
ous settings.
All health care services covered by a database
could be linked.
Linkage would be simplified.
A representative sample could be generated by
starting with the list of all active unique identi-
fiers.

Improving Data Accuracy
Improving the accuracy, completeness, and reli-
ability of medical data is widely believed to be a
good thing, for obvious reasons.

There are several potential mechanisms to fa-
cilitate improvements. For example, the comput-
ers used in the data entry systems could be pro-
grammed to reject out-of-range values,
inconsistent codes, and nonspecific codes as the
data are entered. Moreover, the programs could be
altered to prevent the submission of incomplete
data, to incorporate prompts regarding common
errors, and to minimize transcription errors. Pre-
cise guidelines on appropriate coding could also
help by making coding more consistent. Although
the coding manuals used by all coders contain

identical codes, the ambiguities in the ICD-9-CM
system lead to wide variations in how coders in
different sites apply the codes. Another useful
mechanism would be to provide financial incen-
tives for accurate and complete coding. Unfortu-
nately, it is more  difficult  to envision a reward sys-
tem than a system that imposes payment delays or
other financial penalties for coding that fails to
meet standards.

Regardless of any improvements, the data will
always contain errors. As with research involving
primary data collection, assessing the quality of
data is important to understanding the results of
database research. Ideally, researchers should be
able to assess the quality of specific data elements
in the specific database they use. With the excep-
tion of reports on Medicare hospital-claims data,
however, few studies regarding the quality of data
have been published.

Improving the Coding Systems
Inasmuch as the ICD-9-CM coding system itself
has been blamed for much of the difficulty with
using claims data, changing the coding system
might enhance the databases’ usefulness. Obvious
gaps that could be filled include information about
whether diseases were present or procedures were
performed on the patient’s right side, left side, or
both; whether conditions existed at the times of
admission or developed during the hospitaliza-
tion; and how severe conditions are. Like adding
new fields of data to be collected, however, in-
creasing the complexity of the coding system adds
to the data-collection burden. In New York, a
binary code to designate whether a condition was
present at admission has been introduced but has
not been reliably implemented (61 ).

The ICD-9-CM is under continuous revision.
In addition to HCFA, the entities most concerned
are special-interest groups that wish to make cer-
tain conditions more precisely identifiable. Reli-
able, regular communication with persons knowl-
edgeable about the data needs of medical
researchers could provide guidance about how
proposed coding changes might affect the useful-
ness of coded data for their research. For example,
AHCPR staff made suggestions regarding
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changes that could make the coding of inconti-
nence and prostatic diseases more useful for eval-
uating the effects of treatment (131).

National standardization of HCFA’S coding
system for professional claims might facilitate the
use of professional service claims in the Medicare
database.

Exchanging Information
About Database Research Methods
Information about how the data in a database are
collected, verified, and stored is crucial for under-
standing and using a database. Although the accu-
racy and completeness of specific data elements in
particular databases may have been studied, the
results often are not published and summary docu-
ments are unavailable, which means that other re-
searchers must spend time and money rediscover-
ing or recreating vital pieces of information.
Increasing the availability of such information is
a major focus of AHCPR’S Office of Science and
Data Development (184), but researchers are re-
luctant to write summaries of their findings about
the databases, because the subject is too arcane for
publication and the writing is too time-consuming
to undertake without strong incentives.

Although there are many published and unpub-
lished studies of the quality of the information in
various databases, the need for current informa-
tion about the accuracy of data never ceases. Con-
tinuous changes in coding incentives and conven-
tions can affect coding accuracy in ways that are
unpredictable in magnitude, if not direction. Be-
cause the accuracy of databases varies consider-
ably, depending on which conditions are being
studied, information on the specific codes of inter-
est must be used. This usually means that the re-
searchers must carry out coding studies that spe-
cifically target the issue at hand, because even the
large (more than 7,000 charts) validation studies
carried out in connection with the change in Medi-
care payment included fewer (usually much few-
er) than 100 patients with any one condition.

Ideally, the studies should be published, but they
frequently are not.

Methodologic Advances
Certain aspects of methodology are particularly
important for research using claims and discharge
abstract data. For example, better case-mix adjust-
ers based only on ICD-9-CM data would be ex-
tremely useful. This area has been active, with
several proprietary and open systems available. At
present, there is no consensus as to the most useful
method, although different methods will probably
prove best for different applications.

Newer statistical methodologies, including hi-
erarchical modeling (129), are being explored for
use in adjusting. Of course, improvements in sta-
tistical techniques do not eliminate the require-
ment for accurate, reliable data on important po-
tential confounders.

Analytical Costs
Compared with research that entails primary data
collection, database analysis is inexpensive
(92,175). Researchers incur fewer expenses for
collecting claims data, for example, which has al-
ready been gathered for billing purposes. More-
over, because the patients are receiving routine
clinical care and the clinicians are paid as part of
routine practice, the study does not need to fund
the patients’ care (202). Nonetheless, a number of
the costs involved in preparing the data for use in
research should be considered.

First, the data must be acquired from whomev-
er collects them. The charges are generally low
compared with those for primary data collection,
but they are not insignificant. The costs of the pub-
lic use tapes that include 100 percent samples of
Medicare hospital discharge data with linkable
identifiers, for example, are $6,120 for each year
of data (182). Pennsylvania provides state discharge
abstracts, supplemented with the admission and
followup MedisGroups severity scores,17 for one
cent per discharge plus the computer costs of se-
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lecting the desired population. The cost of acquir-
ing discharge abstract data enhanced with the
more than 100 clinical data elements that go into
the MedisGroups scoring system was 15 cents per
record for the pneumonia PORT.

Elements of particular interest to researchers
are sometimes poorly documented, and the re-
searchers incur additional costs in time and com-
puter resources while discovering the weaknesses
in the data and validating the data elements. Re-
searchers who wish to link two or more databases
must pay the costs of acquiring and examining
each database separately and then performing the
linkage. Furthermore, the statistical analyses are
generally more expensive to perform in studies
using large databases than in studies using prima-
ry data collection from relatively small numbers
of individuals.

As efforts are made to enhance the databases,
the costs of data collection itself may become a
significant factor. Gathering data solely for a data-
base is not inexpensive. The Connecticut Tumor
Registry, for example, lists nearly 15,000 new
cancer cases each year (and follows them up) at a
cost of approximately $1 million (170). If ele-
ments are added to routine billing data for research
purposes, the added costs should be assigned to
the research. ] 8 As part of an effort to provide risk-
adjusted data on costs and outcomes in state hos-
pitals, the Pennsylvania Health Care Cost Con-
tainment Commission (HCCCC) has, since 1986,
required most of the state’s hospitals to gather the
clinical data (Key Clinical Findings) needed for
determining the MedisGroups severity scores
when patients are admitted and again during their
hospital stays (12,86).

Pennsylvania’s experience illustrates the po-
tential costs of such data collection. The HCCCC
has a budget of $2 million, somewhat over half of

which is allocated to data analysis (38). The added
cost to the hospitals is significant: researchers cal-
culated the cost of collecting these dataat$13.90
per discharge for the first year (88), which—in a
state with approximately 2 million discharges
annually—meant that the total cost of compliance
approached $25 million. Anecdotal evidence sug-
gests that the costs decrease by $1 or $2 per dis-
charge as the process becomes routine, but a state-
wide cost in excess of $20 million annually
appears likely. MediQual, which markets the Me-
disGroups system, estimates the time commit-
ment at 20 minutes per medical chart and 30 min-
utes per surgical discharge abstract (136).

The potential usefulness of the MedisGroups
data for quality assurance had led 15 percent of the
hospitals in Pennsylvania to collect this data prior
to the HCCCC’S mandate. Moreover, the value of
the data for nonresearch activities should be con-
sidered when evaluating the cost. Nonetheless, if
data requirements are imposed on hospitals to
support research activities, a careful consideration
of the financial implications for all parties con-
cerned is warranted.

Researchers working with the PORTS report
varying commitments of time and resources to da-
tabase analyses, but all agree that the amount of
time is both greater than expected and substantial.
An estimate of the actual cost is difficult to obtain,
because time allotted by salaried investigators is a
major variable. Depending on the PORT, between
10 percent and half of the resources committed to
the overall project have been devoted to database
analyses (102).

Several things are likely to reduce the costs of
database analysis in the future. Information about
which elements in databases are reliable will be-
come available from the researchers who are cur-
rently exploring them, which will save future re-
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searchers a lot of time.19 Databases may become
available in already linked form, allowing the cost
of linkage to be paid just once. After two data-
bases have been linked, the cost of updating them
will probably decrease. AHCPR has been active in
trying to identify and remove the obstacles to the
efficient use of databases (185).
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SUMMARY
For addressing many important research questions, randomized
trials are neither necessary nor desirable. However, if the effects
of a hypothesized intervention are likely to be only small to mod-
erate in size, a randomized trial with a large sample size will be
necessary to provide a definitive test of such research questions.
Large trials, if properly designed, can be conducted using rela-
tively simple protocols in which minimal screening or data
collection is required.

Large and simple trials are characterized by their emphasis on
enrolling large numbers of participants; testing an intervention’s
effect on a readily ascertained, clinically important outcome; and
collecting a relatively limited amount of baseline and followup
data. Such trials are particulary appropriate for addressing
questions about the relative effectiveness of treatments with wide
potential applicability. Because they enroll such a broad range of
participants, their results are directly relevant to the wide range
of patients seen in clinical practice. Because such trials often in-
volve nonacademic as well as research-oriented clinicians and
health care institutions, their results also may be more rapidly in-
corporated into standard care of patients.

Not all areas of medical research are suitable for large, simple
trials. Nevertheless, many questions could be tested using far
simpler protocols than those that have been used in most random-
ized clinical trials. Where appropriate, large and simple trials
can provide more reliable tests of an intervention than can other
feasible research approaches, and do so at very low cost per pa-
tient randomized. 
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T
wo types of epidemiologic studies can be
used to test hypotheses: observational
studies (case-control or cohort investiga-
tions) and randomized trials. Because of

the methodologic limitations inherent in observa-
tional studies, randomized controlled trials (in
which the investigators allocate the treatment to
participants at random) represent the type of ana-
lytic study in humans that most closely resembles
the highly controlled experiments possible in the
laboratory (29).

Randomized controlled trials are particularly
useful for detecting small to moderate effects of
treatments or interventions-effects that are like-
ly to change outcomes by 10 to 50 percent. In such
circumstances, observational studies, which eval-
uate self-selected exposures and the subsequent
occurrence of disease, are particularly vulnerable
to the effects of unmeasured or unmeasurable con-
founding factors that may account for all or part of
any observed association. For example, in an ob-
servational study that reports a 30-percent lower
risk of cancer among individuals with high dietary
intake of the antioxidant vitamin beta-carotene,
the participants with greater intake of this micro-
nutrient might have other dietary or lifestyle prac-
tices not fully accounted for in the study analysis
that might be partially or entirely responsible for
the observed benefit.

Even when an observational study reports a
large effect, the amount of uncontrolled confound-
ing may affect the magnitude of the estimated rel-
ative risk. Confounding factors, for example,
could mean that the reported 15- to 20-fold higher
risk of lung cancer among lifelong smokers than
among nonsmokers could actually be as high as 25
or as low as 10. It is unlikely, however, that the
confounding factors would change the conclusion
that a strong relationship exists between smoking
and lung cancer. In the case of current smoking

and coronary heart disease, if the true effect of
smoking is about an 80-percent increased risk of
heart disease, uncontrolled confounding may
mean that the observed effect is as small as 60 per-
cent or as large as 100 percent. Again, however,
this uncertainty does not materially affect the con-
clusion that current cigarette smoking increases
the risk of coronary heart disease.

Thus, when the most plausible effects of an in-
tervention or exposure are relatively large, they
can be easily detected through observational stud-
ies.1 But when the most plausible effect size is be-
tween 10 and 50 percent, as is the case with many
promising interventions, a small amount of un-
controlled confounding could mean the difference
between a 20-percent decreased risk, no effect, or
even a 20-percent increased risk. While such mod-
est effects are difficult to detect reliably, they can
have tremendous public health impact for a com-
mon or serious condition. Reliably detecting
modest effects of a treatment, however, can only
be done through randomized trials.

If such trials are sufficiently large, they elimi-
nate the residual confounding that cannot be con-
trolled in observational studies, by randomly allo-
cating participants to the exposure of interest. For
example, if a randomized trial is conducted to test
whether beta-carotene reduces the risk of cancer,
some participants would be assigned at random to
take beta-carotene supplements, while others
would serve as the comparison group by receiving
no beta-carotene supplements. Such a strategy
eliminates the self-selection of exposure that oc-
curs in observational studies, and the impact of
other variables that might be more prevalent
among those who choose to eat diets high or low in
beta-carotene. The unique strength of randomiza-
tion is that, if the sample is large enough, the two
study groups will usually be comparable with re-
spect to all confounding variables, known and un-
known, that might independently be related to risk

1 For an exposure hypothesized to confer harm rather than benefit (e.g., cigarette smoking), randomized trials cannot be justified, because it

would be unethical to assign study participants to such an exposure. In such cases, observational studies remain the only epidemiologic study
design available, even when the likely effect of the exposure is modest.
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of the disease. Randomized trials thus achieve a
degree of control over bias and confounding that is
not possible with any other epidemiologic design
strategy.

Recognizing that small to moderate treatment
effects can be reliably detected only with large
samples, some researchers have focused on large
and simple trials to answer important medical
questions. The size of such trials, which generally
involve several thousand participants, and the
simplicity of their study protocol and streamlined
collection of followup data distinguish these in-
vestigations from most randomized trials con-
ducted to date.

PRINCIPLES OF LARGE
AND SIMPLE TRIALS
The basic principles of clinical trial methodology
must be considered in the design and analysis of
any randomized trial, regardless of size. However,
the design and conduct of large and simple trials
rest on several additional principles and consider-
ations (49):

the need for Large sample sizes in order to reli-
ably detect the most plausible small to moder-
ate effects of particular treatments or to exclude
with statistical certainty the possibility of such
effects,
the importance of testing widely practicable
treatments that could have broad application if
demonstrated to be effective,
the use of broad entry criteria to determine eli-
gibility for inclusion in trials,
the use of streamlined protocols, and
the use of a clinically important outcome mea-
sure to assess the effects of treatments.

Need for Large Samples Sizes
Through the random assignment of treatment,
trials maximize the probability that both known
and unknown confounding variables will be dis-
tributed equally among the treatment groups. Be-
cause this phenomenon works “on average,” equal
distribution is more likely to occur if the trials are
large. Moreover, large samples also enhance the

statistical power of trials—i.e., the likelihood that
a trial will detect an effect if one is truly present.

A fundamental aim of any randomized trial
should be to assemble a sample size that is ade-
quate to permit the researchers to definitively de-
tect an effect if it exists, or to clearly demonstrate
the lack of an effect if there isn’t one. Many ran-
domized trials have failed to provide definitive
tests of research hypotheses simply because they
were too small to rule out the play of chance as a
plausible alternative explanation for any findings
that emerged. Such trials can actually do scientific
harm if their results are interpreted as providing
clear evidence of no effects when the trials simply
had inadequate statistical power to answer the re-
search questions with certainty. Null findings
have emerged from a number of small trials test-
ing treatments that were later shown unequivocal-
ly in investigations with adequate samples to con-
fer clear net benefits.

Two examples of the importance of large sam-
ples to definitively evaluate a hypothesis involve
the testing of promising treatments for acute heart
attacks, or myocardial infarction (MI). The In-
ternational Studies of Infarct Survival (ISIS) is a
set of studies on treatment for MI, conducted
through a worldwide collaboration of hospitals,
that began in the early 1980s. The first ISIS trial
was designed to test the effects of the beta-blocker
drug atenolol. More than 16,000 patients in the
acute phase of a suspected heart attack were en-
rolled into ISIS- 1 and assigned at random to re-
ceive atenolol (5 to 10 mg intravenously and then
100 mg per day orally for 7 days) or to serve as
controls (32). Another trial of beta-blocker thera-
py, the Metoprolol in Acute Myocardial Infarction
(MIAMI) trial, enrolled approximately 6,000 pa-
tients to test this treatment (39).

When the two trials were completed, the esti-
mates of the effects of treatment were very similar,
with the study participants who received beta-
blocker therapy experiencing reductions in vascu-
lar mortality of approximately 13 percent in the
MIAMI trial and 15 percent in ISIS-1. Though the
estimates of effect in the two trials were virtually
identical, the ISIS- 1 result achieved statistical sig-
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nificance, whereas the MIAMI result did not. This
difference in the strength of the conclusions that
could be drawn from the two trials resulted almost
wholly from their respective sample sizes.

Another promising area of research in the treat-
ment of acute MI in the early 1980s was the use of
thrombolytic drugs, agents given during the acute
phase of a heart attack to dissolve the clots in the
coronary artery that had precipitated the attack.
By restoring blood flow to areas of the heart
muscle that have been starved of oxygen-rich
blood by the blockage, these drugs can spare the
heart from permanent damage.

By the mid- 1980s, 24 separate trials had tested
the hypothesis that the use of an intravenous
thrombolytic agent (primarily streptokinase)
would decrease the risk of mortality in patients
with acute MI. Of these trials, five reported a sta-
tistically significant benefit on mortality from use
of a thrombolytic drug, 11 suggested a benefit but
were not statistically significant, and eight re-
ported a harmful trend but were also not statisti-
cally significant (50). The discrepancies in the
trials’ findings most likely derived from the fact
that the effect of such agents was anticipated to be
modest (on the order of a 10- to 30-percent de-
crease in mortality), and the majority of the indi-
vidual trials were simply too small to detect such a
benefit accurately (none enrolled more than 750
patients).

The uncertainties left by these trials led directly
to ISIS-2, in which more than 17,000 patients
were randomized to the thrombolytic drug strep-
tokinase or placebo as well as to a month-long reg-
imen of daily low-dose aspirin or placebo (33).
With respect to vascular mortality, patients who
received streptokinase experienced a statistically
significant 25-percent reduction in risk, those re-
ceiving aspirin experienced a statistically signifi-
cant 23-percent decrease, and those who received
both treatments experienced a significant 42-per-
cent decrease in vascular death. Thus, this large
and simple trial was able to detect definitively the
modest but clinically meaningful benefits of
thrombolytic therapy in the treatment of acute MI.

The reason that larger trials are better able tore-
liably detect modest treatment effects derives not
just from the numbers of randomized participants
but rather from the number of events they experi-
ence. For example, whereas a trial of aspirin in the
primary prevention of heart disease might require
a sample of 22,000 men over the age of 40 in order
to detect a 20-percent reduction in risk, a sample
of 40,000 women over the age of 45 would be re-
quired to detect the same effect, because women
have a lower baseline rate of heart disease than
men do. Thus, trials must be large enough to ac-
crue sufficient numbers of outcome events to
demonstrate either definitive positive results or
truly informative null findings.

The identification of effective treatments for a
condition also affects the sample size require-
ments of future investigations. As the efficacy of
thrombolysis and aspirin has been demonstrated
in large trials, these therapies have become more
common components of the routine management
of MI patients (35,40). Any new therapies, then,
must be shown to confer additional benefits be-
yond those of an expanding regimen of effective
standard treatments. As a result, the absolute mag-
nitudes of any further benefits are likely to be pro-
gressively smaller. Such benefits may be very
worthwhile, since MI is a common and serious
condition, but detecting them will become in-
creasingly difficult and will require trials with
even larger samples.

A second circumstance that affects a trial’s
sample size requirements is the need to compare
directly two or more treatments to determine
whether one has clear advantages. It was just such
a question that led to ISIS-3 (34). Randomized
trials had suggested that, in addition to streptoki-
nase, two other thrombolytic agents—tPA (tissue
plasminogen activator) and APSAC (anisoylated
plasminogen-streptokinase activator complex)—
were effective in dissolving clots in acute MI and
reducing subsequent mortality. Although throm-
bolytic therapy was clearly a valuable treatment, it
was unclear whether there were any important dif-
ferences in the benefits and risks of the three prin-
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cipal thrombolytic drugs, so a head-to-head com-
parison of the agents was carried out.

All patients in ISIS-3 received thrombolytic
drugs, with one-third of the study participants ran-
domly assigned to each agent. To detect meaning-
ful differences among the treatments, all of which
were expected to confer roughly comparable
benefits, 1S1S-3 randomized more than 41,000 pa-
tients. The trial provided statistically conclusive
evidence that there were no significant differences
between the three thrombolytic drugs in reducing
mortality following acute MI. Moreover, in terms
of the most serious adverse effects associated with
thrombolytic drugs, tPA and APSAC were shown
in ISIS-3 to be associated with significantly more
cerebral hemorrhages than streptokinase. The
three drugs differ substantially in cost, which
ranges from roughly $300 per dose for streptoki-
nase to approximately $1,700 for APSAC and
$2,200 for tPA.

A subsequently reported trial, GUSTO (Global
Utilization of Streptokinase and Tissue Plasmino-
gen Activator for Occluded Coronary Arteries),
which included comparisons of streptokinase and
tPA, suggested that a newer method of administer-
ing tPA very rapidly conferred a slight advantage
in reducing mortality over streptokinase (26).
Again, however, tPA was associated with a higher
rate of cerebral hemorrhage. Considerable contro-
versy has surrounded specific issues in the inter-
pretation of the GUSTO findings (41).

An issue raised by the findings from GUSTO
and other trials of thrombolytic agents is the need
to distinguish between differences in treatment ef-
fects that are statistically significant, based on
comparisons of tens of thousands of patients, and
those that are clinically meaningful in treating pa-
tients. In the case of streptokinase and tPA, cur-
rently available evidence from large-scale trials
suggests that emphasizing the differences in
thrombolytic agents’ efficacy and safety is far less
important than encouraging their wider use, since
all of them confer clear benefits in a large propor-
tion of acute MI patients (41).

I Testing Widely Practicable Treatments
The need to test widely practicable treatments is
another principle of large and simple trials. From
a public policy standpoint, a treatment is likely to
have a greater effect on public health if it can be
readily administered at most community hospitals
than if it is very complicated or expensive (or re-
quires specialized training or resources available
only at tertiary care facilities), even if the two
treatments confer the same degree of benefit.

For example, three recent small randomized
trials of treatments for acute MI patients compared
the effects of a clot-dissolving thrombolytic agent
with those of coronary angioplasty, a procedure in
which a balloon-tipped catheter is guided into the
blocked coronary artery and briefly inflated to re-
open the occluded vessel (22,23,53). In two of the
three trials, patients receiving angioplasty experi-
enced lower rates of mortal it y or recurrent MI than
did those receiving thrombolytic therapy (23,53).
The third trial found no clear evidence of a differ-
ence in the effects of the two treatment strategies
(22).

These results suggest that the two approaches
may be equally effective, or perhaps even that an-
gioplasty has a short-term advantage. Of far more
significance from a public health perspective,
however, is the fact that only 18 percent of U.S.
hospitals are capable of performing angioplasty,
with even fewer equipped to conduct emergency
coronary bypass surgery (which is necessary in
the small number of cases where a vessel abruptly
closes following angioplasty). Many acute MI pa-
tients in the United States probably live reason-
ably near hospitals equipped to perform angio-
plasties as well as emergency coronary bypass
surgery, but the widespread use of angioplasty
instead of thrombolytic therapy would greatly in-
crease the demands on such facilities and would
have tremendous implications for the level of cor-
onary care services required in U.S. hospitals.
Consequently, the editorial accompanying the
three trial reports concluded that “the strategy of
immediate angioplasty for acute myocardial in-
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farction has limited applicability because of the
severely restricted accessibility of the procedure”
(37). At present, therefore, thrombolytic therapy,
which can be administered at most emergency
care facilities—and in prehospital settings in
some areas-can have a far greater overall public
health impact on mortality following acute heart
attack.

I Use of Broad Entry Criteria
Many randomized trials have studied relatively
homogeneous, narrowly defined groups of pa-
tients, thereby meeting the scientific urge for pre-
cision in knowing exactly which types of patients
will benefit from particular interventions. By con-
trast, large, simple trials generally have used very
broad and flexible entry criteria. On a practical
level, the use of broad entry criteria aids the re-
cruitment of large numbers of patients and mini-
mizes costs by eliminating the need for elaborate
screening procedures. In addition, however, there
is a compelling scientific rationale for such a prac-
tice (52).

The goal of randomized trials is to provide reli-
able evidence of treatment effects that can be used
to improve clinical practice. Large, simple trials
have used very wide entry criteria so that the heter-
ogeneous population under study will more close-
ly mirror the broad population of patients to whom
the results can be generalized. A basic premise un-
derlying the use of broad eligibility criteria is that
the direction, though not necessarily the magni-
tude, of the net effect of a treatment is likely to be
similar for many subcategories of patients. In oth-
er words, the magnitude of any benefit or harm
may well differ according to certain patient char-
acteristics, but such quantitative differences in the
size of the effect are much more likely than unan-
ticipated qualitative differences, in which one
group of participants benefits from a treatment
while another either does not benefit or is harmed.

The use of narrow eligibility criteria can unnec-
essarily limit the generalizability of findings. For
example, from the results of animal experiments,
researchers thought that thrombolytic therapy
would be ineffective or perhaps even harmful if

initiated more than six hours after the onset of
symptoms. Some early trials of thrombolytic ther-
apy, therefore, restricted participation to patients
with symptoms of less than six hours’ duration.
The rationale for this limitation was that little
benefit would accrue to patients whose symptoms
were of longer duration but that the drugs’ known
risks (e.g., cerebral hemorrhage) would still exist.
However, even if the results of such trials sug-
gested a benefit of thrombolysis, they could not
answer whether the treatment might also benefit
patients who arrived at hospitals more than six
hours after their symptoms began.

ISIS-2 adopted much wider eligibility criteria,
enrolling patients up to 24 hours after the onset of
MI symptoms. Large-scale trials can, and indeed
should, collect data on key variables that may de-
fine clinically important subcategories of patients
in whom treatment effects may substantially dif-
fer. Therefore, the time that had elapsed since the
onset of symptoms was one of the select variables
in ISIS-2 for which information was gathered at
baseline. The collection of such data allowed for
the analysis of trial results according to duration
of symptoms prior to treatment, an analysis that
demonstrated that the benefit of streptokinase, al-
though greatest for patients treated early, extends
to those treated up to 24 hours after the onset of
symptoms. Overall, a 25-percent reduction in car-
diovascular death was associated with streptoki-
nase treatment given within 24 hours of the onset
of symptoms. The reduction was 35 percent for
those treated within four hours and 17 percent for
those treated within five to 24 hours.

Although the ISIS-2 results demonstrated the
advantages of wide eligibility criteria, precise def-
inition of the eligibility criteria for a trial is a mat-
ter of scientific judgment, based on the particular
question being asked. Randomizing patients up to
one week following the onset of MI symptoms,
for example, makes little biological sense, in view
of the known properties of thrombolytic drugs and
the pathophysiology of MI over such a period. Not
only would such broad eligibility criteria unneces-
sarily expose late-treated patients to the possible
risks of thrombolysis, but they would also dilute
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any benefit of treatment to such an extent that the
overall finding from the trial might be null, even if
analyses restricted to early treated patients sug-
gested a clear benefit. In fact, while some early
trials of thrombolysis used unduly restrictive
entry criteria, others cast too wide a net, randomiz-
ing patients up to 72 hours after initial symptoms
(50). Thus, reasonable judgments must be made
not only in identifying the population at risk for
the outcome under study, but in defining the group
of individuals in whom an effect of the interven-
tion is biologically plausible.

One criticism of the use of broad entry criteria
is that even though the study’s overall results may
apply to a wide population of patients with a par-
ticular disease, they do not offer much guidance
about how to treat individual patients with specif-
ic medical profiles. This tension—between the
broadly relevant data available from large, simple
trials and the highly detailed information upon
which practicing clinicians might ideally wish to
base individual treatment recommendations—
may never be fully resolved. However, several
factors support the use of wide, rather than narrow,
entry criteria in many trials evaluating promising
medical interventions. First is the belief that un-
less there is a clear reason to believe otherwise, a
beneficial treatment is likely to be effective across
a broad spectrum of patients. Results from trials
using broad entry criteria, therefore, are directly
relevant to the wide spectrum of patients to whom
the results will be generalized in actual clinical
medicine. Second, if the effect of an intervention
differs among categories of patients, a large-scale
trial enrolling a broad range of patients might be
the only way to detect the differences. Even in
large trials, however, the statistical power to de-
tect treatment effects among subcategories of pa-
tients may be inadequate. Further, if many sub-
categories are analyzed, it becomes increasingly
likely that an erroneous finding will emerge sim-
ply from the play of chance. Therefore, for re-
search questions that require the enrollment of
large numbers of participants, the main finding
will be one that answers whether, on average, the
study intervention confers a net benefit compared
with no treatment (or the alternative treatment).

More precise evidence may emerge from analyses
of select subcategories, but applying trial results
to medical practice will always involve making
individual clinical judgments based on each pa-
tient’s medical profile. A decade ago, a paper de-
scribing the principles of large, simple trials ad-
dressed these issues succinctly:

Trials are at least a practical way of making
some solid progress, and it would be unfortunate
if desire for the perfect (i.e., knowledge of ex-
actly who will benefit from treatment) were to
become the enemy of the possible (i.e., knowl-
edge of the direction and approximate size of the
effects of the treatment of wide categories of pa-
tient) (49).

I Use of Streamlined Protocols
The use of streamlined study protocols has very
practical advantages in the design of a large-scale
trial. If a trial requires many thousands of patients
in order to answer a question reliably, the trial or-
ganizers usually must reach beyond the confines
of the academic medical centers (where most re-
search is conducted) to involve general-care com-
munity hospitals or even medical settings in a
number of countries. This can be accomplished
only if treatments can be administered in a wide
range of settings, as is the case for thrombolytic
therapy. Furthermore, to secure the cooperation of
busy physicians and nurses (whose primary mis-
sion is to care for their patients, not to conduct re-
search), trial treatments must be relatively simple
to administer, and the added burdens of participa-
tion must be minimized whenever possible by us-
ing streamlined screening procedures and collect-
ing only the most important followup data needed
for assessing the efficacy and side effects of the
treatment.

The cost of research is also an important factor
in the move toward simple trial protocols. Particu-
larly during an era of shrinking research budgets
and increased competition for funding, efficient
study designs are imperative if large trials are to be
funded to any significant extent. For example, the
Beta-Blocker Heart Attack Trial (BHAT), which
began in 1977, randomized 3,837 patients with
prior heart attacks in order to test whether the beta-
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blocker drug propranolol hydrochloride reduced
total mortality, at a total cost of $20 million (3). In
contrast, a trial testing the drug digitalis among
patients with congestive heart failure, which was
begun in 1991 and is employing a streamlined trial
protocol, randomized 7,790 patients and will have
a total budget of $16 million (21). After adjust-
ment for inflation, the earlier BHAT investigation
cost approximately $11,350 per participant, while
the ongoing digitalis trial will incur costs of
approximately $2,050 per participant.

Similar efficiencies are possible in studies of
preventive interventions in apparently healthy
participants. Most such investigations have col-
lected extensive baseline and followup data and
required regular clinic visits, with costs generally
ranging from $3,000 to $15,000 per randomized
participant for a five-year trial. In contrast, the
Physicians’ Health Study, a trial testing aspirin
and beta-carotene in the prevention of cardiovas-
cular disease and cancer, has been conducted en-
tirely by mail among 22,071 U.S. male physicians
at a cost of approximately $80 per participant per
year (4).

Practical considerations underscore the need
for simple trial protocols, but in addition, the most
widely practicable treatments are often those that
are simple. And for interventions where the out-
come of interest is a straightforward, easily ascer-
tainable event such as mortality, most of the cru-
cial information needed for future clinical
decisionmaking and public health policy is avail-
able from the streamlined data collected in large,
simple trials.

In ISIS-2, for example, virtually every patient
entering a participating hospital within 24 hours
of the onset of symptoms of suspected MI was
considered eligible to participate. If there were no
clear indication for or against the trial treatments,
the patient was eligible to be randomized. If in-
formed consent were obtained, a 24-hour toll-free
randomization telephone line was dialed, and the
physician or nurse collaborator provided basic
identifying data on the patient as well as informa-
tion about a very few select medical variables,
such as time since the onset of symptoms. A ran-
domization code was then obtained and matched

against one of the treatment packs stored in the
hospital, and the contents of the pack adminis-
tered to the patient. At the time of the patient’s
hospital discharge, the clinician completed a sim-
ple one-page followup form, providing informa-
tion on vital status (i.e., whether the patient was
alive or dead) as well as major in-hospital events,
such as reinfarction, stroke, or significant bleed-
ing episodes. The clinician then sent this form,
along with the results from a pre-randomization
electrocardiogram, to the international coordinat-
ing center in England. At that point, the clinician
responsibilities to the trial were over.

An important assumption underlying the use of
a simple protocol with streamlined followup is
that the areas of chief concern regarding adverse
effects of the intervention have been reliably iden-
tified. Although the balance between the benefits
and the risks of a treatment is unknown-and, in-
deed, is the principal question being asked in most
large trials—preliminary testing or knowledge of
biological mechanisms should have allowed the
researchers to identify the most serious potential
side effects so that the collection of followup data
could be confined to a few key variables. Trials of
agents or procedures for which there is little prior
knowledge concerning safety may require much
more detailed data collection and thus will more
closely resemble traditional randomized con-
trolled trials.

I Use of Clinically Important
Outcome Measures

Small and more complex trials may be important
early in the development of a treatment. Such in-
vestigations may collect data on scores of vari-
ables to assess their response to treatment. This
may, in turn, provide important information about
the action of the drug, its side effects, or features
of the disease itself. When an intervention is suffi-
ciently promising to warrant testing for efficacy in
a large-scale trial, however, the fundamental goal
is to obtain information that can inform clinical
practice and public health policy. For this reason,
the primary outcome in a large, simple trial should
be a clinically meaningful event, not  an  intermedi-
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ate marker whose clinical significance is un-
known. In most trials of serious diseases, the fun-
damental question is whether a treatment
increases patients’ chances of survival. Major
morbidity events, such as nonfatal heart attacks,
may also be suitable endpoints in some trials, but
the use of subclinical or intermediate markers as
surrogates for clinical endpoints can lead to spuri-
ous conclusions.

Reliance on an intermediate endpoint in studies
of the effect of thrombolytic drugs in the treatment
of acute MI, for example, may have led to erro-
neous conclusions about the relative benefit of
different agents. Many physicians believed that
the thrombolytic drug tPA was superior to strepto-
kinase because it appeared to be faster at dissolv-
ing the clots in the coronary artery that precipi-
tated the attack. This conclusion was based on
angiographic studies demonstrating that 90 min-
utes after treatment, blood flow was restored
through the previously occluded artery in 70 per-
cent of patients receiving tPA compared with 50 to
55 percent of patients receiving streptokinase
(46). However, further studies indicated that coro-
nary patency rates for tPA and streptokinase be-
come equal over the next several hours. Moreover,
for the primary clinical endpoint of mortality, the
results of large-scale trials demonstrated identical
35-day vascular mortality rates for patients given
tPA and those given streptokinase (25,34).

In addition to making a clinically important
outcome the primary focus, a large and simple
trial must also have a main outcome event that can
be fairly readily ascertained without extensive,
specialized testing or frequent in-person followup
visits. In this regard, mortality is the most straight-
forward outcome event, inasmuch as its occur-
rence is not subject to dispute and can even be
tracked by searching death certificate databases or
using other indirect methods of followup. Nonfa-
tal medical events may also be suitable endpoints
for large, simple trials. For example, most nonfa-
tal heart attacks or cancer diagnoses can be veri-
fied using existing medical record information
that would be available regardless of whether an
individual was part of a trial protocol.

OTHER APPLICATIONS
OF LARGE, SIMPLE TRIALS
Acute MI has been the clinical context in which
the principles of large, simple trials have been
most widely applied to date, as discussed above.
Because it is an easily defined, common, and seri-
ous clinical event—and one for which the funda-
mental measure of a treatment’s efficacy can be
made over a relatively short time frame—acute
MI is particularly well-suited to this research ap-
proach. In addition, however, trials employing
these principles have been conducted and pro-
posed for a wide range of treatments and health
conditions, including longer-term trials of chronic
heart disease, the management of women with
high-risk pregnancies, treatments for patients
with human immunodeficiency virus (HIV) infec-
tion or acquired immune deficiency syndrome
(AIDS), and the surgical treatment of cancer, as
well as the testing of promising interventions in
the primary prevention of cancer and heart disease
among apparently healthy participants.

Polio Vaccine Field Trial:
An Early Example

Perhaps the first large and simple randomized trial
was carried out 40 years ago, when the National
Foundation for Infantile Paralysis recruited a team
of physicians and public health researchers to
mount a massive randomized trial to test the effi-
cacy of the Salk polio vaccine (38). More than
400,000 U.S. school children took part in this ex-
periment in the spring and summer of 1954. The
polio vaccine trial randomly assigned half of the
participants to receive the vaccine, while half re-
ceived a placebo injection. The incidence of dis-
ease in the two groups was then tracked by simply
monitoring the hospitalizations for polio in the
areas where the field trial was carried out. Over the
course of several months, the effectiveness of the
vaccine in preventing this serious, disabling child-
hood disease became clear (20).

In many respects, the large and simple design of
the massive polio trial was a response to the urgen-
cy of the problem, in which there was tremendous
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pressure to provide a quick and reliable test of the
newly developed vaccine in a single polio season.
While the polio trial may have been the first exam-
ple of a large and simple randomized trial, it was
not until several decades later—in the late 1970s
and early 1980s—that the principles of this ap-
proach to answering health questions were more
formally described and its methods more widely
used to evaluate clinical questions (38).

Digitalis in the Treatment
 of Congestive Heart Failure

Researchers have recently begun testing the drug
digitalis in the treatment of congestive heart fail-
ure in a long-term trial that has incorporated many
features of large, simple trials (12). Although
overall rates of cardiovascular disease have de-
clined significantly in the United States, over the
past two decades the incidence and prevalence of
congestive heart failure (CHF) have increased sig-
nificantly, a pattern that is expected to continue as
the population ages. CHF, a cardiac syndrome
characterized by a weakening of the contractions
of the heart muscle, is estimated to be a primary
or contributing cause of 250,000 deaths in the
United States each year.

Digitalis preparations, which have been avail-
able for more than 200 years, are one of the most
commonly prescribed treatments for CHF. In
1986, more than 12 million prescriptions for this
drug were written in the United States (12). De-
spite its widespread use, the net effect of this drug
on mortality in patients with CHF remains uncer-
tain. Although a number of small trials of digitalis
have been conducted, the results of the trials are
inconsistent (51 ). Digitalis may improve the out-
put of blood by the heart (ejection fraction) and
thereby slow the progression of CHF and decrease
mortality, but the drug has other biochemical
properties that, in theory, may increase the risk of
dangerous changes in cardiac rhythm. In view of
the continued uncertainty regarding the net effect
of digitalis, a large trial of the drug was initiated in
1991 under the direction of the National Heart,
Lung and Blood Institute (NHLBI).

Because any large benefit of digitalis would
probably have been clear from the smaller studies
already conducted to date, its true benefit-if
any-in reducing mortality is likely to be on the
order of 10 to 15 percent. However, as with throm-
bolysis or aspirin therapy of acute MI, even a
modest mortality benefit for such a common
condition could be of great public health value.
For researchers to detect a benefit of digitalis in
this range, about 2,000 deaths would need to occur
in a trial population. To enable researchers to ob-
serve this number of events over a relatively short
period, the trial has enrolled nearly 8,000 patients
at more than 300 hospitals throughout the United
States and Canada.

The digitalis trial will involve treatment and
followup of patients for three years. The principal
entry criterion for the trial will be moderate or se-
vere CHF (ejection fraction< 0.45). All patients in
the trial must have had a chest x-ray within the
past six months and cardiac ejection fraction doc-
umented by either angiography or echocardio-
gram. Patients will be randomized via telephone
calls to a central coordinating center, with key
baseline data given directly by phone for entry in
the study’s database. Each randomized patient
must return for a followup visit in four weeks, and
every four months thereafter. Because digitalis
has a relatively narrow therapeutic window, with
high toxicity at elevated doses, blood will be
drawn during followup visits to monitor the serum
levels of digitalis as well as those of potassium,
creatinine and magnesium. In addition, since the
appropriate dose of digitalis depends on patient
characteristics such as age, weight, and sex, four
different dose regimens will be used.

Despite these considerations, which add com-
plexity to the trial protocol, the digitalis trial re-
tains two chief characteristics of large, simple
trials: the collection of followup data is limited (a
one-page questionnaire at each visit), and the clin-
ic visits and many of the monitoring tests of dose
level, as well as the required radiologic studies for
eligibility, would be carried out anyway as part of
the standard clinical management of CHF pa-
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tients. The principal outcome measurement in the
study will be mortality, and the trial should pro-
vide clear evidence of digitalis’s net effect on
mortality in patients with CHF.

Aspirin in Treatment of
High-Risk Pregnant Women

Pre-eclampsia, a condition caused by high blood
pressure, is a common and serious complication
of the second half of pregnancy. It can lead to in-
trauterine growth retardation and fetal death as
well as to complications of prematurity, because
early delivery of the baby is the only effective ap-
proach to the condition.

Several trials of aspirin have suggested that
treatment in high-risk pregnant women is benefi-
cial, but the small samples of patients in most of
the trials have left a great deal of uncertainty con-
cerning the treatment’s effects. To address this
problem, the Collaborative Low-Dose Aspirin
Study in Pregnancy (CLASP) randomized 9,364
women in 16 countries to either 60 mg of aspirin
or a placebo daily (8). According to the trial’s
broad entry criteria, women were eligible if they
were between their 12th and 32nd weeks of preg-
nancy and were judged by their treating clinicians
to be at sufficient risk of pre-eclampsia to consider
aspirin treatment. Randomization was carried out
by having clinic staff telephone a 24-hour ran-
domization service. For each patient, data were
collected on several key variables at entry, and a
single-page followup form was completed fol-
lowing hospital discharge at the end of the preg-
nancy, recording information on treatment com-
pliance, use of other drugs, and major clinical
events occurring after randomization.

Overall, those assigned to receive aspirin expe-
rienced a 12-percent reduction in the development
of pre-eclampsia, but this difference was not sta-
tistically significant. Aspirin-allocated women
did experience a modest but significant lower rate
of delivery before 37 weeks estimated gestation.
However, there were no significant differences be-
tween treatment groups in the proportion of still-
births, neonatal deaths, or babies with intrauterine
growth retardation. Because of the possibility that

the benefits of aspirin might be restricted to cer-
tain subgroups of women, the CLASP protocol
called for separate analyses of data based on sever-
al entry characteristics. There were no subgroups
in whom the reduction in pre-eclampsia was as
large as that reported in the earlier small trials. The
authors concluded that currently available data do
not support the widespread use of aspirin in
women at high risk for pre-eclampsia. Nonethe-
less, among women with preterm deliveries, there
was a significant trend toward greater reductions
in the development of pre-eclampsia in the group
that received aspirin. The authors suggest that as-
pirin may have effects in women who are suscepti-
ble to early pre-eclarnpsia that it does not have
among women who develop this condition in the
late stages of gestation. Aspirin may, therefore, be
justified in those at particularly high risk of early-
onset (before 32 weeks) pre-eclampsia, but inas-
much as these women are difficult to identify pro-
spectively, the clinical implications of the CLASP
findings may be restricted to high-risk women
with prior histories of early-onset pre-eclampsia.

Treatments for Patients
with HIV or AIDS

Several investigators have suggested that large,
simple trials could be used for the efficient testing
of potential treatments for those infected with
HIV or with diagnosed AIDS (6,7,13,14,42). Very
detailed studies in specialized centers are clearly
crucial to gain more knowledge about this disease.
Indeed, it is from the intensive study of patients
and potential treatments that promising hypothe-
ses will emerge. To reliably answer the broader
question of a treatment’s net clinical effect, how-
ever, will require collaborative trials using the
principles of large, simple trials, because most of
the promising therapies are likely to have only
small to moderate effects. In addition, as with the
treatment of acute MI, trials will need to be de-
signed to detect the equal or superior efficacy of
new treatments in relation to an expanding array
of standard therapies.

Both the National Institutes of Health and the
American Foundation for AIDS Research have es-
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tablished networks of community physicians for
research studies. Such consortia could form the
organizational basis for the implementation of
large, simple trial protocols (13, 14). Another ave-
nue that has been suggested for the development
of large trials is the enrollment of patients now re-
ceiving treatments as part of the system known as
the treatment IND (investigational new drug) or
parallel track. This expanded-access program
was approved by the Food and Drug Administra-
tion to make treatments still undergoing exper-
imental evaluation available to a broad population
of patients who have life-threatening diseases and
who are no longer able to tolerate or benefit from
the standard available treatments. Although these
programs are providing many patients with exper-
imental AIDS drugs and uncontrolled observa-

 tional followup, direct comparison of such treat-
ments could be carried out as part of simple,
randomized treatment protocols, without undue
requirements for additional work by busy clini-
cians, but with systematic coordination by a data
center.

Because large-scale community-based trials
would collect uniform data on only a small num-
ber of important variables, more extensive data
could be gathered at selected participating sites,
such as academic research centers. This strategy,
which has been used in other large trials, may be
particularly appropriate for AIDS treatment,
where the rapid development of new experimental
therapies means that there is frequently much less
long-term experience with a drug’s toxicity oroth-
er effects than is often the case with agents being
tested in large-scale trials. Such trials might,
therefore, more appropriately be considered hy-
brid trials, with a large component that uses a sim-
ple trial protocol and a small subgroup for whom a
more detailed randomized clinical trial protocol is
implemented.

Since a major goal of AIDS treatments is to
prolong survival, large numbers of patients must
be enrolled in trials if any net benefit of these treat-
ments on mortality is to become known relatively
quickly. New antiretroviral agents, for example,
could be compared with current standard therapies
in large-scale trials to assess their survival benefits

(42). Other important questions that could be an-
swered through large trials include determining
the optimal doses of available treatments (13).
Many currently available AIDS treatments have
significant toxicity. Randomized trials comparing
different doses of a particular drug could deter-
mine whether lower, less toxic doses confer a sim-
ilar survival benefit. Studies of zidovudine
(AZT), for example, have already shown that dai-
ly doses of 600 mg are as effective at prolonging
survival as 1200-mg doses. Even lower doses
might work equally well, and such a finding could
significantly improve the quality of life for many
AIDS patients (13).

At present, AIDS treatments differ qualitative-
ly from those used in other conditions. In the case
of acute MI, where treatment with thrombolysis or
aspirin saves several lives for every 100 patients
treated, these individuals are, in some sense, con-
sidered “cured” because they avoided death dur-
ing the high-risk period immediately following
their attack. Such patients remain at higher risk for
cardiovascular death, but they could live for de-
cades and then die from nonvascular causes. There
is no comparable life-saving effect of current
AIDS treatments, which confer only short-term
survival benefits.

This suggests some justification for using other
clinical endpoints besides mortality, such as quali-
ty-of-life measures or the development of oppor-
tunistic infections, to determine the benefits of
some agents. It is crucial to keep in mind, how-
ever, that an observed improvement in such out-
comes may not translate into longer patient sur-
vival. The demonstrated benefits of any
treatments approved on such a basis must be clear-
ly identified to avoid overstating their known ef-
fects.

Biological markers, such as CD4 cell counts,
have also been proposed for use as endpoints in
AIDS trials. Because drugs may affect these surro-
gate endpoints much sooner than clinical outcom-
es (e.g., opportunistic infections or death), the use
of such endpoint markers can reduce the needed
size and duration of a trial. This approach is clear-
ly attractive in the face of a fatal epidemic. Unfor-
tunately, none of the biological markers currently
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measured in AIDS patients has been shown to pre-
dict clinical course or survival reliably enough for
use as a firm endpoint (7).

After the initial demonstration that AZT con-
fers a short-term reduction in the mortality of
symptomatic patients (19), a trial was conducted
to test whether early treatment would delay the on-
set of AIDS in asymptomatic individuals infected
with HIV. A clear delay in disease onset was ob-
served and the trial was stopped prematurely (47).
However, it was not at all clear whether the early
use of AZT in asymptomatic patients would ex-
tend their survival beyond what would be
achieved by initiating therapy at the onset of the
disease. Moreover, early use of an antiretroviral
agent may render the drug less effective later, dur-
ing the actual disease phase, thereby potentially
shortening the survival time after the development
of full-blown AIDS (42). Because of the debilitat-
ing and fatal nature of the disease, this may be an
acceptable choice to patients, who face limited life
expectancies regardless of which treatment course
they pursue. Information on this question should
be available, however, so that patients can make
informed choices.

To provide further data on the relative merits of
immediate versus delayed treatment with AZT, a
randomized controlled trial in Europe compared
how the two treatment approaches affect mortality
(1,9). The Concorde trial was a multicentered trial
carried out in England, Ireland, and France among
1,749 HIV-infected individuals who were symp-
tom-free at baseline. Half of the participants were
randomized to begin immediate treatment with
AZT; the others were randomized to deferred
treatment, which entailed taking inert placebo
pills that resembled AZT. Once patients exhibited
symptoms of AIDS or AIDS-related complex
(ARC), or had persistently low CD4 cell counts
that led their physicians to believe treatment was
indicated, their assignments were unblinded and
those who were receiving placebos began AZT
therapy.

Throughout the trial, the patients randomized
to immediate AZT treatment had significantly
higher CD4 cell counts. It has been postulated that
higher levels of these disease-fighting cells indi-

cate the efficacy of an AIDS treatment, and that
decreases in CD4 cell counts signal the progres-
sion of HIV disease. Despite the favorable effect
of immediate treatment on CD4 cell counts in
asymptomatic patients, the three-year survival
rates in the two treatment groups were virtually
identical (92 percent in the immediate treatment
group vs. 94 percent in the deferred therapy
group). Even more surprising, the Concorde re-
sults indicated that early treatment of HIV did not
appear to slow the rate of progression of asympto-
matic HIV disease to ARC, AIDS, or death—a
finding in marked contrast to previous studies,
which had indicated a benefit of early treatment of
asymptomatic patients. However, these tria~s
were stopped much earlier than the Concorde trial.
Short-term followup data from the Concorde trial
were also compatible with the finding of a benefit
from early treatment, but the apparent advantage
of immediate AZT therapy disappeared with long-
er-term treatment and followup.

Although the Concorde findings appear to rule
out any large benefit from early treatment with
AZT in asymptomatic individuals, the trial was
not large enough to rule out the possibility of a
small advantage of such treatment.

The Concorde results raise important questions
about the ultimate public health benefit of the rap-
id approval of AIDS drugs in the United States.
The highly organized activities of individuals
with HIV mark an unprecedented degree of direct
involvement by affected patients in the quest for
advances in treatment of their condition. This ac-
tivism has led to many positive changes in what
some have regarded as an often cumbersome and
unduly bureaucratic drug approval process. At the
same time, however, the pressure to speed drug
approval may also lead to rapid decisions made
without full benefit of the optimal quality or quan-
tity of randomized trial data.

The guiding principle of broad entry criteria in
large, simple trials has particular relevance to the
study of AIDS treatments. Many AIDS patients
are interested in participating in treatment proto-
cols, but have been excluded because of stringent
entry criteria. Because most of the treatments that
are found to be effective will be made available to
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most patients, it is reasonable—and indeed desir-
able—to include a broad range of patients in
trials (6).

As in the large trials of patients with MI or
CHF, several key baseline variables should be col-
lected to allow for the assessment of any differing
effects of treatments among subgroups.

Breast Cancer Treatments
Some of the most significant advances in the treat-
ment of breast cancer have resulted from the col-
laboration of a large number of hospitals in the
National Surgical Adjuvant Breast Project
(NSABP), which has coordinated multicentered
randomized trials comparing different treatment
approaches to breast cancer ( 17, 18). For many de-
cades, the standard treatment was radical mastec-
tomy, which entails removal of the breast, axillary
lymph nodes, and pectoral muscles. Anecdotal ev-
idence suggested that less disfiguring approaches
might be as effective as more extensive surgery,
but definitive evidence was not available to settle
the debate.

In a study to determine whether alternative
treatments to radical mastectomy increased the
risk of cancer recurrence or death (18), a total of 34
institutions in the United States and Canada ran-
domized 1,665 women with operable breast can-
cer. Women judged to be free of cancer in axillary
nodes were randomly assigned to undergo radical
mastectomy, total mastectomy with regional radi-
ation treatments, or total mastectomy alone.
Those judged to have cancer in the axillary nodes
were assigned randomly to either radical mastec-
tomy or total mastectomy with radiation treat-
ment. The overall rates of survival and cancer re-
currence were similar for all three groups of
patients with clinically negative axillary nodes.
The overall survival at 10 years for patients with

positive axillary nodes was similar for those who
underwent radical mastectomy and those who had
total mastectomy with accompanying radiation
treatment. This trial provided clear evidence that
surgery less extensive than radical mastectomy
could be safely performed with no decrease in
long-term survival.

A second trial coordinated by the NSABP
sought to determine whether even greater breast
conservation could be safely achieved through
segmental mastectomy (also referred to as lum-
pectomy), in which only the tumor and immedi-
ately surrounding tissue are removed (17). This
trial randomized 1,843 women who had breast tu-
mors no more than 4 cm at the largest dimension.
The three types of treatment tested were: total
mastectomy, segmental mastectomy (lumpecto-
my), or segmental mastectomy with accompany-
ing radiation treatments. All of the women under-
went removal of their axillary nodes, and those
patients found to have evidence of nodal cancer
underwent chemotherapy. After five years, the
overall rates of survival were better for the women
who had received segmental mastectomy, with or
without radiation, than for those who had under-
gone total mastectomy, and the rates of survival
with no recurrence of the disease recurrence were
better for those who had undergone segmental
mastectomy with radiation treatment than for
those who had undergone total mastectomy.2

Because the NSABP trials enrolled a broad
range of patients, their results are clinically rele-
vant to a large proportion of women, and the out-
comes measures-disease-free survival and over-
all survival-were easily ascertained, clinically
important events. The trial treatments and follow-
up monitoring were clearly more complex than
those of nonsurgical large-scale trials, but most of
the procedures are part of the standard manage-
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ment of breast cancer patients and would have
been followed anyway.

Promising Therapies
in Primary Prevention

For a common and serious condition such as acute
MI, even modest reductions in mortality can have
a significant public health impact, saving tens of
thousands of lives per year. At the same time, ef-
fective means of preventing such a disease could,
in theory, have a far greater impact, preventing
perhaps hundreds of thousands of deaths each
year. The conduct of large-scale trials of promis-
ing therapies in primary prevention presents
unique challenges not faced by those conducting
trials to test treatments in a population with a spe-
cific disease.

One primary prevention trial that has employed
many of the principles of large and simple trials is
the Physicians’ Health Study, an ongoing, ran-
domized, double-blind, placebo-controlled trial
begun in 1982 to test the effect of low-dose aspirin
on cardiovascular disease and beta-carotene on
cancer risk among a population of 22,071 appar-
ently healthy U.S. male physicians, ages 40 to 84
(28,29).

Because the rates of disease and death among
an apparently healthy population “at usual risk”
are much lower than rates among a comparable
group of individuals with a serious condition such
as MI, a primary prevention trial must not only en-
roll a large number of participants, but also follow
them for an extended period in order to allow for
valid tests of the study’s hypotheses. The partici-
pants must also remain compliant with their as-
signed treatment regimens and be conscientious in
maintaining contact with the researchers to report
their health experiences. Significant noncom-
pliance with the assigned study regimens or losses
to followup will weaken the study’s ability to gen-
erate valid results. The choice of a study popula-
tion for such a trial, therefore, is particularly im-
portant. Because of their clear interest in health
issues, physicians were considered a group who
would be motivated participants willing to follow
daily pill-taking regimens for an extended period.

A guiding principle of large, simple trials is to
minimize the necessity for procedures or clinic
visits beyond those that would take place in the
standard management of a condition (49). But par-
ticipants in a primary prevention trial are, by defi-
nition, free of major disease and therefore have no
regular clinic visits or procedures. Because physi-
cians were deemed capable of reporting on their
own health with a high degree of accuracy, the trial
could be conducted entirely by mail. Annual sup-
plies of study medications are sent in convenient
monthly calendar packs, and brief, followup ques-
tionnaires are mailed to collect data on com-
pliance and relevant outcomes at 12-month inter-
vals. Reports of study outcomes are verified by
seeking permission to obtain copies of confirma-
tory medical records.

The Physicians’ Health Study also implement-
ed a prerandomization run-in period, in which the
participants took their study pills for approxi-
mately 18 weeks before their official randomiza-
tion into the study took place. After this run-in pe-
riod, the doctors were sent a brief followup
questionnaire, and only those who reported that
they took their study pills at least two-thirds of the
time were randomized into the trial. Participants
were randomly assigned to one of four treatments:
aspirin alone, beta-carotene alone, both active
agents, or both placebos. This efficient design
(known as a 2x2 factorial design) has allowed the
trial to test two agents simultaneously, with little
increased cost over that of a study testing one
agent alone. The choice of study population, the
enrollment procedures, and the prerandomization
run-in period were designed to assemble a group
of proven compliers who would be likely to fol-
low the study regimen and report accurately on
their health experience for the extended period of
trial treatment and followup. Compliance with the
assigned regimen is an important factor in deter-
mining a trial’s statistical power to answer a re-
search question. The run-in, therefore, increased
the trial’s power. Indeed, a study- population of
22,071 men who remain compliant with the regi-
men will have greater statistical power to answer a
question than would a group of 33,000, one-third
of whom become noncompliant (36).
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The initial assembly of the study population in-
volved much more effort than that of many large,
simple trials, but once the participants were ran-
domized, the trial procedures and followup in the
Physicians’ Health Study have proved remark-
ably streamlined and simple. Moreover, com-
pliance rates after 10 years remain at over 80 per-
cent, morbidity followup is over 95 percent, and
every death among participants has been re-
corded.

In 1988, the external Data Monitoring Board
terminated the aspirin component of the trial early
because the group taking aspirin had experienced
a statistically extreme 44 percent reduction in the
risk of a first MI. The beta-carotene component of
the trial has continued uninterrupted and is sched-
uled to end in 1995.

In addition to performing added work to as-
semble its study population, the Physicians’
Health Study differed from many other large, sim-
ple trials in that it enrolled a relatively homoge-
neous study population. From the standpoint of
generalizability of the study findings, testing
these hypotheses in a more heterogeneous group
might have seemed preferable. From the stand-
point of validity, however, in view of the need to
conduct the trial efficiently by mail, to maintain
the followup of all participants, and to rely upon
their own reporting of health outcomes and mo-
tivation to adhere to the treatment regimen over an
extended period, a group of health professionals
was considered an ideal population in which to
conduct the trial. The increased validity and effi-
ciency derived from choosing physicians for the
study population were judged, overall, a greater
asset to the generalizability of the trial results than
a more representative study population unable to
maintain adequate compliance for the duration of
the study.

Although it may be reasonable to assume that
the direction of any net effects seen in the Physi-
cians’ Health Study would be similar for other
groups, the balance of benefits and risks may well
differ for populations with different risk profiles.
Because of the desirability of obtaining direct evi-
dence of aspirin’s primary prevention effect in
women, a large-scale trial of aspirin was begun in

1992 among apparently healthy U.S. female
health professionals. The Women’s Health Study
plans to enroll approximately 40,000 women,
ages 45 and older, and will test the effects of low-
dose aspirin, beta-carotene, and vitamin Eon the
risks of cardiovascular disease and cancer (5).

IMPACT OF LARGE, SIMPLE TRIALS
ON CLINICAL PRACTICE
Although the immediate goal of any large-scale
randomized trial is to provide a reliable test of the
intervention, the ultimate goal is to provide in-
formation that can be incorporated into the clini-
cal management of patients in general medical
practice. It is difficult to draw broad generaliza-
tions about the effects of large, simple trials on
medical practice. Nevertheless, because large
trials are generally better than small trials at an-
swering research questions, their degree of scien-
tific reliability is high, an important factor that
probably influences clinicians’ receptivity to re-
search findings. The results of large trials also
tend to be published in prominent journals, mak-
ing physicians and the public more aware of them.

Several reports suggest that the recent large,
simple trials of the treatment of acute MI have in-
deed had a measurable impact on medical prac-
tice. For example, in the mid- 1980s, about 25 per-
cent of acute MI patients in the United States
received thrombolytic therapy. By 1989, follow-
ing publication of the ISIS-2 results, this figure
rose to just under 40 percent (40). Aspirin was ad-
ministrated to 39 percent of all acute MI patients
before the ISIS-2 report, and approximately 72
percent of all patients following the report (35).
Significantly more patients could benefit from
thrombolysis and aspirin in acute heart attacks
than are presently receiving these treatments (31 ).
Nevertheless, the data indicate that practitioners
are adopting these treatment regimens, which
have been demonstrated to confer clear benefit.

Although findings from a trial maybe clear and
unequivocal, in terms of their public health im-
pact, it is equally important that they address
questions considered important by clinicians. For
this reason, the ability to provide reliable data on
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important possible modifying factors, such as age
or time delay to treatment for thrombolysis, may
also be a determinant of the impact of the findings
for a large, simple trial on medical practice.

Large and simple trials may also affect clinical
practice more directly and immediately than
small, academic-based investigations because the
large trials involve the collaboration of the prac-
ticing physicians who ultimately decide how to
incorporate research results into patient care (48).
Perhaps the best example of this is a series of trials
of acute MI treatment in Italy. The GISSI trials
(Gruppo Italiano per 10 Studio della Streptochina-
si nell’Infarto Miocardico) have tested questions
similar to those addressed in the ISIS trials. The
first GISSI trial paralleled ISIS-2, testing intrave-
nous streptokinase versus standard treatment
among 11,806 patients at 176 coronary care units
throughout Italy (24). Three-fourths of Italy’s cor-
onary care units collaborated in the trial. Within a
year after the publication of the trial finding dem-
onstrating a clear benefit of streptokinase, the
drug had become routine treatment for acute MI in
99 percent of the country’s coronary care units,
suggesting a remarkably rapid and complete in-
corporation of the trial results into clinical prac-
tice (45). The GISSI investigators also held sym-
posia for collaborating clinicians in order to
provide scientific background on the trial treat-
ments as well as information about aspects of ran-
domized trial methodology.

LIMITATIONS OF LARGE, SIMPLE TRIALS
Testing a promising intervention by assembling a
large study population and using a streamlined
trial protocol can be an extremely effective ap-
proach to answer a wide range of important health
questions. However, there are many questions for
which large, simple trials are either not necessary
or not feasible.

The anticipated number of outcome events is
the primary determinant of how big a sample must
be in order for a trial to reliably detect a moderate
treatment effect. In a primary prevention trial, the
sample must be quite large. In the Physicians’
Health Study, where the anticipated rate of cardio-

vascular disease was very low, more than 22,000
participants were randomized in order to detect
meaningful differences between the group receiv-
ing aspirin and the group receiving a placebo.
Fewer than 400 heart attacks occurred during a
five-year period (139 in the aspirin group versus
239 in the placebo group). The 44-percent de-
crease in the risk of a first MI among those as-
signed aspirin was highly statistically significant,
with probability of less than 1 in 100,000 that the
finding was the result of the play of chance (p-val-
ue < 0.00001) (44). A trial one-fourth the size of
the Physicians’ Health Study, with 5,500 partici-
pants (which would still be substantially larger
than most randomized controlled trials), would
have had inadequate statistical power to detect
with certainty the 44-percent reduction in mortal-
ity.

By contrast, in a trial testing a chemotherapeu-
tic agent inpatients with advanced metastatic can-
cer, half of whom were expected to die within six
months, a small trial of several hundred patients
could reliably detect the fact that six-month sur-
vival could be achieved in three-quarters rather
than half of the patients. Large-scale trials, there-
fore, are not needed to detect even modest treat-
ment effects in a population where the expected
outcome rate is extremely high.

With respect to the trial treatment and study
protocol, large, simple trials may not be feasible
for studying interventions that are complex to ad-
minister and that require frequent clinic visits. Ex-
amples include trials testing new physical therapy
treatments or drug trials in which frequent blood
tests are necessary to maintain proper dosing lev-
els and to monitor potential toxicity.

Also impractical for study in large, simple trials
are interventions for which information on inter-
mediate biological markers is deemed important
for understanding the treatment’s actions or as-
pects of the pathophysiology of the disease. For
example, in a trial of a potential AIDS treatment,
detailed laboratory studies at regular intervals
may be important, because there maybe compara-
tively limited knowledge concerning the drug’s
side effects as well as the postulated mechanism
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for its benefit. An alternative to a highly complex
investigation may be to carry out more intensive
laboratory studies among a subset of participants,
while the overall trial design incorporates features
of the large, simple trial approach.

Finally, the principle of evaluating a treat-
ment’s effect on a clinically important outcome
that is easily ascertained also limits the types of
questions that can be addressed by large, simple
trial designs. Examples in which the outcome of
interest may be clinically important but difficult to
assess in a streamlined trial include tests of prom-
ising treatments for arthritis, where objective
measures of mobility must be made; mental ill-
ness, where detailed clinical evaluations are need-
ed; visual acuity; and many quality of life outcom-
es, which are measured in terms of competence in
carrying out activities of daily living.

ADDITIONAL ISSUES

Timing of Randomized Trials
Timing is an important issue in the initiation of all
randomized trials. For ethical reasons, there must
be sufficient belief in the potential benefit of a
drug or procedure to justify exposing half the indi-
viduals to it, while at the same time, there must be
sufficient doubt about its efficacy to justify with-
holding the intervention from the other half. Ideal-
ly, therefore, randomized trials should be con-
ducted as soon as there is a belief that a treatment
might confer a net benefit.

The danger in waiting too long to conduct a trial
of an intervention that is potentially effective, but
as yet unproved, is that it may be adopted into
widespread clinical use and become accepted as
standard therapy, even without firm evidence sup-
porting its efficacy. Not only does this expose in-
dividuals to medical interventions that might not
be beneficial (or might even be harmful), but it
also increases the logistical difficulty of conduct-
ing subsequent randomized trials to evaluate the
intervention. Such trials may not be feasible if po-
tential participants or health care providers be-
come reluctant to be part of a trial in which some
participants will not receive a treatment that has

come to represent standard medical care. It may be
difficult to find a sufficiently large population of
individuals willing to forego a treatment or prac-
tice believed to be beneficial for the duration of
the trial, even if there is no sound evidence to sup-
port this view.

For example, radical mastectomy for breast
cancer gained wide acceptance as the standard of
care after its introduction in the early 20th century
by William Halsted. Halsted’s clinical impression
was that removal of the surrounding lymph nodes
and muscle, in addition to the breast itself, would
decrease the risk of recurrence or spread of the
cancer and subsequent mortality. By the 1970s,
however, questions that had been raised concer-
ning the necessity of the radical mastectomy (11)
prompted randomized trials comparing this pro-
cedure to less extensive surgery. Many physicians
resisted the call to randomize patients into such a
trial, because the radical mastectomy was so en-
trenched as the standard of care (2).

Eventually, however, a large number of women
were enrolled in two multicenter trials. The trials
clearly demonstrated that for women with local-
ized tumors and no evidence of spread beyond the
breast itself, five-year mortality rates as well as
overall rates of recurrence were similar in those
undergoing radical mastectomy, those undergoing
simple mastectomy, and those undergoing a lum-
pectomy followed by radiation therapy (17,18).

Use of Factorial Designs
In view of the cost and feasibility issues of large,
simple clinical trials, one technique to improve ef-
ficiency is to test two or more hypotheses simulta-
neously in a single trial, using a factorial design.
In a 2x2 factorial design, participants are first ran-
domized to treatments A or B to address one hy-
pothesis, and then within each treatment group
there is further randomization to treatments C or
D to evaluate a second question. In a 2x2x2 facto-
rial design, each of these subgroups would be fur-
ther randomized into two additional intervention
groups to address a third hypothesis, and so on.

For example, ISIS-2 used a 2x2 factorial design
to evaluate streptokinase as well as aspirin in the
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treatment of acute MI (33). Patients were random-
ized to 1.5 million units of streptokinase or a pla-
cebo given intravenously, as well as 160 mg of as-
pirin or a placebo daily for 30 days, for a total of
four treatment groups: participants receiving ei-
ther streptokinase alone, aspirin alone, both active
agents, or both placebos.

The principal advantage of the factorial design
is that it allows the simultaneous testing of more
than one question in a single trial, while costing
little more than a trial of one of the questions
alone. Ideally, of course, the additional treatments
in a factorial design should not complicate trial
operations, materially affect eligibility require-
ments, or cause side effects that could lead to poor
compliance or losses to followup. In addition, the
possibility of an interaction between the treatment
regimens must be considered. Although the possi-
bility of such interactions is considered by some to
be a limitation of a factorial design, only through
such a design can any combined effects of trial
treatments be detected (43). ISIS-2 showed that
streptokinase alone and aspirin alone clearly re-
duced 35-day vascular mortality, but that the par-
ticipants who received both drugs experienced the
greatest reduction in risk. The factorial design al-
lowed this interaction to be assessed, which would
not have been possible in a single-factor study.

Subgroup Analyses from
Randomized Trials

Looking at the effect of an intervention among
specific subgroups of participants might appear to
be a way to address the question of whether the
findings of a trial conducted in a wide group of pa-
tients are also applicable to patients with particu-
lar characteristics. It is important to keep in mind,
however, that the most valid comparison in a ran-
domized trial is between the originally allocated
treatment groups. It is only in this comparison that
randomization, in trials of adequate sample size,
assures nearly even distribution of all the potential
confounding variables, both known and un-
known. In an analysis of any subgroup, whether
defined on the basis of compliance or any other
baseline characteristic, the comparison is no long-

er randomized and the potential role of confound-
ing must be evaluated and controlled to the extent
possible, just as in any observational study.

This point is illustrated by the experience of the
Coronary Drug Project trial, a study testing the ef-
fect of the cholesterol-lowering drug clofibrate in
the reduction of mortality following MI (10). In
that trial, the five-year mortality rates in the
groups receiving the clofibrate and the placebo
were very similar (18.0 percent versus 19.5 per-
cent). Because there was substantial noncom-
pliance with the clofibrate regimen, the investiga-
tors attempted to more clearly evaluate the
efficacy of the drug by also analyzing the mortal-
ity rates within the clofibrate group. They found
that patients whose compliance was at least 80
percent had a mortality rate of 15 percent, com-
pared with a rate of 24.6 percent among those who
were less compliant. Such a finding might be erro-
neously interpreted to indicate that clofibrate re-
duces mortality. An analysis within the placebo
group, however, found a similar disparity in
mortality between compliers and noncompliers,
with rates of 15.1 percent and 28.2 percent, re-
spectively. Even after controlling for 40 known
possible confounding variables, researchers still
found a difference between the mortality rates of
compliers and noncompliers in the placebo group.
These data indicate that subgroup analyses of
compliers did not provide valid results, because of
the inability to control for the confounding effects
of differences between compliers and noncompli-
ers that independently affected their prognosis.

Another problem in the interpretation of find-
ings from subgroup analyses relates to the mean-
ing of testing for statistical significance, or the p-
value. In medical research, the conventional level
of statistical significance is p=0.05. This means
that once in 20 times, a finding will be said to be
statistically significant by chance alone, even
though no difference between the treatment
groups actually exists. This implies that if enough
comparisons were made in a trial, as would occur
in an evaluation of the treatment’s effect among a
large number of subgroups, one in 20 would be
statistically significant, even if the intervention
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actually had no effect. The interpretation of this
finding, however, greatly depends on whether the
subgroup was previously defined as being of in-
terest or was found by “fishing” or “data-dredg-
ing.”

To illustrate the potential pitfalls of analyzing
many subgroups, the ISIS-2 investigators carried
out analyses according to patients’ astrological
signs. The researchers found that those born under
the birth signs Gemini and Libra experienced a
nonsignificant adverse effect of aspirin in acute
MI, whereas aspirin significantly reduced the
mortality rate of those born under all other zodiac
signs (33). This was not an a priori hypothesis, as
there was no clinical basis for the belief that aspi-
rin would differentially affect those born under
certain astrological signs, and the analysis clearly
demonstrates the caution that must be used in in-
terpreting the results of subgroup analyses.

The Decision To Terminate a Trial Early
In the design phase of a trial, the researchers need
to develop guidelines for deciding whether the
trial should be modified or terminated before its
originally scheduled conclusion. To assure that
the welfare of the participants is protected, the un-
blinded data should be monitored by a group that
is independent of the investigators who are con-
ducting the trial. If the data indicate that the inter-
vention has a clear and extreme benefit on the pri-
mary endpoint, or if a treatment is clearly harmful,
the modification or early termination of the trial
must be considered.

A decision to terminate a study early is based
on a number of complex issues and must be made
with a great deal of caution. It is critical that a trial
not be stopped prematurely based solely on
emerging trends from a small number of patients,
because these findings might well be transient and
disappear or even reverse after data have accumu-
lated from a larger sample. As a general rule, the
first requirement for even considering the modifi-
cation or early termination of an ongoing trial is
the observation of a sustained statistical associa-
tion that is so extreme, and so highly statistically
significant, that its emergence by chance alone

would be virtually impossible. The observed
association must then be considered in the context
of the totality of evidence. A number of specific
guidelines have been used in various studies, but
the aim is to achieve an equitable balance be-
tween, on the one hand, protecting randomized
participants from real harm and, on the other hand,
minimizing the risks of mistakenly modifying or
stopping the trial prematurely.

Whenever a trial is ended prematurely because
of findings related to one endpoint, the ability to
answer other, often equally important, questions
may be lost. The Physicians’ Health Study is a
case in point. The study was designed to evaluate
two primary prevention hypotheses: whether low-
dose aspirin reduces cardiovascular mortality and
whether beta-carotene decreases cancer inci-
dence. In early 1988, the trial’s Data Monitoring
Board prematurely terminated the randomized as-
pirin component of the trial (7a). This decision
was based on all the available evidence, including
three major considerations: the presence of a sta-
tistically significant (p<0.00001 ) reduction in the
risk of MI among those in the group receiving as-
pirin; the fact that no effect of aspirin on cardio-
vascular mortality could be detected in the trial
until the year 2000 or later, because of the excep-
tionally low cardiovascular death rates among the
participating physicians; and the fact that aspirin
was subsequently prescribed for more than 85 per-
cent of the participants who experienced nonfatal
MIs, which would render any later findings about
aspirin and cardiovascular mortality particularly
difficult to interpret.

Two other significant outcomes of interest in
relation to aspirin were stroke and cardiovascular
death, both of which occurred less frequently than
MI. As a result of the early termination of the aspi-
rin component, participants experienced inade-
quate numbers of strokes and cardiovascular
deaths to permit a reliable assessment of aspirin’s
effect. There was an apparent increased risk of
stroke—primarily in the subgroup of hemorrhagic
strokes—but it was not statistically significant.
No reduction in the risk of cardiovascular mortal-
ity was associated with aspirin. Although a num-
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ber of explanations have been proposed, the pri-
mary consideration must be that the number of
cardiovascular deaths in the trial at the time the as-
pirin component was terminated was simply too
small to reliably evaluate the endpoint. Thus, two
major pieces of the benefit-to-risk equation for the
use of aspirin in the primary prevention of cardio-
vascular disease could not be determined, because
of the ethical and practical considerations that
prompted the early termination of the aspirin com-
ponent of the trial.

Role of Meta-Analyses in
Randomized Trials

The sample size of a trial and its resultant statisti-
cal power determine the extent to which chance
may have influenced the study findings. If a
study’s sample size is inadequate, then a finding
of no statistically significant association between
the intervention and the outcome (a so-called null
finding) may well be uninformative, because a
true lack of association would be difficult or im-
possible to distinguish from a true association that
simply could not be detected because of inade-
quate statistical power.

The ambiguity of the results from individual
trials with small samples provides a strong ration-
ale for much larger trials that could reliably detect
modest treatment effects. Some investigators
have argued that small trials should be pursued
first, with larger investigations undertaken only if
shown to be necessary. Because uninformative
null results from small trials may erroneously sug-
gest no effect, however, it would appear far prefer-
able to mount a large trial once there is sufficient
belief in a treatment’s potential. If the effect is far
greater than anticipated, a large trial can always be
terminated earlier than scheduled.

Although a single well-designed and -con-
ducted trial of sufficient size to detect the true ef-
fects of an intervention is usually considered opti-
mal, in the absence of a definitive study, statistical
overviews or meta-analyses that consider in ag-
gregate the data from several small trials can pro-
vide useful information by minimizing the role of
chance as an explanation for the findings (30) (see

M.P. Longnecker, Meta-Analysis, background pa-
per no. 4). However, meta-analysis cannot over-
come the effects of bias or confounding present in
the individual trial results.

One of the most important uses of meta-analy-
ses of small trials may be not to provide a defini-
tive answer to a question, but to provide a reliable
estimate of the most likely effect of an interven-
tion. That estimate then can be used in planning a
future trial with adequate power to detect such an
effect if it truly exists. With respect to estimating
the size of any reduction in risk, the results from a
pilot study or even a single small trial are likely to
be quite unstable due to sampling variability. By
contrast, the unique strength of meta-analysis of
data from all randomized trials is to minimize the
variability of the overall estimate that is obtained
from each individual study. Thus, meta-analyses
provide the most reliable risk estimates that can be
obtained in the absence of individual trials of ade-
quate statistical power.

The pitfalls of estimating the likely effects of an
intervention from a single small trial instead of an
overview can be illustrated by comparing two
trials that tested the effects of beta-blockers, drugs
given in the early acute phase of a heart attack: the
Metoprolol in Acute Myocardial Infarction (MI-
AMI) trial and the First International Study of In-
farct Survival (ISIS- 1). Before the initiation of the
MIAMI trial, the investigators conducted a pilot
study of approximately 1,400 participants. Based
on an observed 36-percent reduction in total
mortality, approximately 6,000 individuals were
enrolled in the full-scale trial. By contrast, the
sample size for ISIS- 1 was calculated from an
overview of 21 previously conducted trials of
beta-blocker therapy, which indicated an approxi-
mate 10-percent reduction in total mortality. On
the basis of this estimate, more than 16,000 pa-
tients were enrolled in ISIS-1. When the two trials
were completed, the estimates of the effects of
treatment were similar, with vascular mortality re-
duced by approximately 13 percent in MIAMI and
15 percent in ISIS- 1, but the results from the MI-
AMI trial did not achieve statistical significance,
while the results from ISIS-1 did (32,39).
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CONCLUSIONS
For addressing many important research ques-
tions, randomized trials are neither necessary nor
desirable. However, if the effects of a hypothe-
sized intervention are likely to be only small to
moderate in size, a trial with a large sample will
be necessary to provide a definitive test of such re-
search questions. Large trials can, if properly de-
signed, be conducted using relatively simple pro-
tocols in which minimal screening or data
collection is required.

There must be flexibility in the application of
these principles to suit the particular circum-
stances of each research question. Although trials
of in-hospital treatment of acute MI may be ex-
tremely simple in design and collect minimal data,
those of chronic disease treatments, such as the di-
gitalis trial in congestive heart failure, may require
somewhat more involved protocols. Trials of pri-
mary prevention, in turn, may necessitate more
prolonged screening phases to enroll populations
of willing and eligible participants, and longer
treatment and followup will be needed to accrue
sufficient numbers of endpoints to permit valid
tests of the trial hypotheses.

All these trials are characterized by their em-
phasis on enrolling large numbers of participants;
testing an intervention’s effect on a readily ascer-
tained, clinically important outcome; and collect-
ing a relatively limited amount of baseline and fol-
lowup data. Many areas of medical research are
suitable for large, simple trial protocols. Some
types of questions, however, do not lend them-
selves to testing using such an approach, and are
therefore best evaluated in more traditional trials
with complex protocols and extensive data collec-
tion.

Nevertheless, many questions could be tested
using far simpler protocols than those that have
been used in most randomized controlled trials.
Physicians are by training-and perhaps by tem-
perament-oriented toward gathering detailed in-
formation on individual patients. This has very
likely contributed to the use of very complex trial
protocols with small samples in which hundreds
of variables are collected on a few participants.

Although an extensive history on a particular pa-
tient is correctly viewed as crucial to rendering in-
dividually appropriate clinical decisions, the
same is not necessarily true for attempting to an-
swer fundamental questions regarding the effec-
tiveness of a promising medical intervention. It is
far preferable, in the case of many trials, to have
data on a few variables for hundreds or thousands
of participants than to collect information on
scores of variables from only a few study partici-
pants.

Where appropriate, therefore, large and simple
trials can provide more reliable tests of an inter-
vention than can other feasible research ap-
proaches. As their broad contributions to medi-
cine become more widely understood, such
investigations may play an increasing role in an-
swering important research questions, and in pro-
viding a sound basis for formulating rational clini-
cal decisions for individual patients and public
health policy for the general population.
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SUMMARY
A meta-analysis is a systematic, quantitative review of a subject.
Using very explicit procedures, the analyst reviews the existing
studies of a subject and re-analyzes their results to arrive at a
more robust and comprehensive result. Three major features dis-
tinguish this method from a traditional narrative literature re-
view:
●

●

●

the formal and comprehensive search for relevant data;
the explicit, objective criteria for selecting studies to be in-
cluded; and
the quantitative statistical analysis of the studies’ results.

The justification for analyzing studies’ results together in a
meta-analysis is that all the component studies provide results
that address the same research question.l Where all the results
come from similar randomized controlled experiments, meta-
analysis is widely recognized as a powerful technique for evalu-
ating the effectiveness of health technologies. Where the existing
studies are less ideal for a meta-analysis, using the principles of
this technique (e.g., making one’s criteria for selecting and re-
viewing studies formal and explicit) can still improve the ana-
lyst's ability to undertake an objective, comprehensive review.

Several issues regarding the appropriateness and method-
ological rigor of meta-analyses are still matters ofdiscussion and

1 The definition of the term same in this context depends on the goal of the specific
investigation. It may mean that the studies were virtually identical but carried out indiffer-
ent places or that the studies were quite different but addressed a similar problem.
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debate. These include:
1.

2.

3.

Issues relating to the combinability of studies.
Whether to use meta-analysis for nonexper-
imental or dissimilar studies is controversial
and best evaluated on a case-by-case basis.
The approach can, however, sometimes provide
important insights that might not be evident
with traditional narrative review methods.
Issues relating to publication bias. Results
from unpublished studies can be different from
published study results. Thus, not including all
available studies can lead to bias. Meta-ana -
lysts differ in how they attempt to overcome this
problem.
Issues relating to the procedure for conduct-
ing a meta-analysis. Meta-analysts also differ
in the specific procedures they follow to try to
ensure that the review is unbiased and to recog-
nize differences in the quality of the studies be-
ing reviewed.

Despite the continuing discussion of these issues,
and their importance for readers to consider when
evaluating the quality and validity of any particu-
lar meta-analysis, the general technique is now
well-established, and its applications continue to
grow. 

T he practice of combining the results of dif-
ferent studies to obtain a more powerful
and conclusive result has along history. In
1904, Pearson summarized the relation

between mortality and inoculation against enteric
fever by calculating the average correlation be-
tween mortality and inoculation across five com-
munities (75). Statistical methods for combining
the results of agricultural experiments were devel-
oped in the 1930s (42). Several applications of sta-

tistical methods for combining results across stud-
ies appeared in the medical literature in the 1950s
(2,64), but it was the application of meta-analysis
in the social sciences in the 1970s (37,59) that led
to its frequent use in medicine today.

Applied to medical care, meta-analysis can be
used to evaluate a treatment effect on any sort of
outcome (e.g., to assess a treatment that is sup-
posed to reduce the level of serum cholesterol) or
to describe other characteristics when no treat-
ment is involved (e.g., to calculate across studies
the average sensitivity of a screening test, the av-
erage level of cholesterol indifferent populations,
or the average correlation between sex and
height). This paper focuses on the use of meta-
analysis for assessing the effect of a treatment2 on
a health outcome, such as the risk of death, and as-
sumes that the effect of a treatment is compared
with an alternative-no treatment, a placebo, or
an accepted treatment.

Rationale
The traditional method of combining the results of
previous studies is the narrative review of a sub-
ject. Narrative reviews have generally been con-
sidered an acceptable evaluation and synthesis of
data, but they have several well-known draw-
backs. The method of identifying and selecting in-
formation is rarely defined, the information may
be reviewed haphazardly, and the quality of the
data is rarely assessed systematically (71). Be-
cause the narrative review approach is not quanti-
tative, nor formally and explicitly systematic in its
procedures, a traditional literature review may fail
to include important studies and (because of its
nonquantitative approach) may fail to make full
use of the available data (91). The reviewer’s
biases may influence the assessment of the data,
and directly comparing results across studies can
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be difficult when the treatment effects are ex-
pressed differently.3 In addition, in traditional re-
views, authors often assess evidence by “vote
counting” (tallying the number of studies that pro-
vide evidence for and against the presence of a
given treatment effect (40)) without considering
that some studies are larger or better than others.

In contrast, in a meta-analysis, the existing
studies of the subject of interest are reviewed sys-
tematically and quantitatively, using formal and
explicit procedures (box 4-1 ). The advantages of
meta-analysis stem from two factors:
1.

2.

The use of explicit procedures for identify-
ing and processing the study results. The
comprehensive search for relevant studies
minimizes the possibility y that available data are
omitted. Explicit procedures for evaluating and
handling the study results assure, to the extent
possible, an unbiased assessment of the data in
each study. These explicit procedures also help
the reader to assess the competency and ap-
propriateness of the meta-analysis.
The expression of the results of individual
studies in comparable quantitative terms. A
meta-analysis expresses the results of each
study in a uniform way, facilitating compari-
sons of the results and their relation to the size
of the individual studies. The uniform expres-
sion of results in a meta-analysis allows the
analyst to calculate a summary number repre-
senting the average effect of a treatment across
studies (if such a summary is of interest). A
treatment effect is more easily detected when
the results of several studies are considered to-
gether than when the results are examined indi-
vidually; a related benefit is that a treatment ef-
fect within a subgroup of participants may
become clear in the huge sample that is formed
when study results are combined. The meta-
analytic method facilitates objectivity and reli-
ability, and the use of statistical methods can

help researchers identify reasons for any varia-
tion in the studies’ results (39,54,62,63,84).
Identification of patterns in the variation of the
treatment effect may contribute to the under-
standing of the generalizability of the result
(31) and may suggest new hypotheses (34).

The astute traditional narrative reviewer may
take the size and quality of studies into account,
but such steps are key features of the meta-analyt-
ic approach. In a recent comparison of conclu-
sions from traditional reviews and meta-analyses,
Antman and his associates found that traditional
reviews had often failed to recognize important
treatment effects that were clearly evident from
meta-analyses (l).

Although some authors have asserted that
traditional narrative reviews are no longer useful
(90), that view seems extreme. If the resources to
support a meta-analysis are unavailable or the data
are too different for statistical combination, a
well-conducted review may be the only altern-
ative. The review, however, will be most useful if
the principles of meta-analysis are incorporated to
the extent feasible.

The theoretical justification of meta-analysis
rests on the assumption that the component stud-
ies all address the same research question. If the
populations, the treatment, the study design, and
the outcomes measured in each study are virtually
identical, the studies essentially replicate the same
protocol. Consequently, any differences in the
treatment effect across studies can be presumed to
occur by chance. Under these circumstances, a
meta-analysis and an analysis of data from a mul-
ticenter clinical trial differ only slightly, and even
a skeptic is likely to view a meta-analysis as ap-
propriate.

In practice, however, the studies being com-
bined in a meta-analysis are seldom virtually iden-
tical. As the component studies of a meta-analysis
become less similar, the appropriateness of ana-

group, and another author expressed the treatment effect as the ratio of the mortality rate in the treated and untreated groups, the results would
not be directly comparable.
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The term meta-anatysis was coined in 1976 by Glass, a social scientist (37), who defined it as “the

statistical analysis of a large collection of analysis results from individual studies for the purpose of inte-

grating the findings.”1 Other broad definitions in frequent use in the medical and health care literature

include:
●

●

●

“the practice of using statistical methods to combine the outcome of a series of different experiments
or investigations” (54);
“a quantitative summary of research in a particular area” (31); and
“[the use of the results of collections of research papers to answer specific questions, usually in a quanti-
tative manner” (63).

The National Library of Medicine has developed a detailed definition that actually specifies the proce-

dures to be followed in a meta-analysis (92). It defines this analytic tool as:

“aquantitative  metho dof combining the results of independent studies (usually drawn from the published liter-
ature) and synthesizing summaries and conclusions which may be used to evaluate therapeutic effectiveness,
plan new studies, etc., with application chiefly in the areas of research and medicine. The method consists of four

steps: a thorough literature review, calculation of an effect size for each study, determination of a composite effect

size from the weighted combination of individual effect sizes, and calculation of a fail-safe number (number of un-
published studies with opposing conclusions needed to negate the published literature) to assess the certainty of
the composite size.”

The elements common to most definitions of meta-analysis are that the analysis is quantitative, that it is

based on observations in independent studies, and that the results of the independent observations are

summarized across studies.2 The most prominent difference among the definitions of meta-analysis re-

lates to the kinds of studies that may be included in the analysis. Some definitions stipulate that only re-

sults from randomized trials should be analyzed (1 1,98).

The exact systematic procedures used (such as literature searches and quantitative analyses) vary

somewhat among published meta-analyses. Thus, the meta-analytic approach is more a set of general

principles than a set of standard rules invariably followed. Nonetheless, it is note worthy that at least for the

meta-analysis of randomized clinical trials, “meta-analysis has matured as a scientific discipline, with well-

documented standards and methods” (57).

Some authors (78) use the term meta-analysis to refer to a combined analysis (47) or a pooled analysis

(17,60), Unlike other meta-analyses, however, in a combined or pooled analysis the data for the individual

participants in different studies are combined into one data set and analyzed as if they were from a multi-

center study with a common protocol.3 In contrast, in most meta-analyses, the studies’ results—rather than

the original data—are combined. In practice, the results of a combined or pooled analysis usually are

virtually identical to those from other meta-analyses. Pooling can be more difficult to perform than other

meta-analyses, because It often requires the cooperation of many scientists (to obtain their raw data), but

it has the advantage of facilitating the analysis of treatment effects in subgroups of participants.

1 For a scholarty discussion of the etymology of the term, see Dickersin (24).
2 other terms sometimes used to describe meta-anafyses include systematic overviews, pooling, data syntheses, and quantitative

syntheses (24) and, less frequently, integrative research reviews, research integrations, research consolidations, research syntheses,
quantitative assessments, surveys, re-analyses, and quantitative reviews (50,69).

3 A study protocol defines the characteristics of people who are eligible to be in the study, describes the nature and duration of the
treatment, discusses how the effect of treatment is assessed, and provides other details of how the study is conducted.

SOURCE: Matthew Longnecker, 1995
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lyzing them jointly becomes a matter of judgment
and, therefore, subject to debate. Yet even when
the results that are combined come from some-
what dissimilar studies, meta-analysis may be
useful—not so much for calculating a summary
treatment effect as for allowing the analyst to ex-
amine how the treatment effect varies according to
study characteristics or across subgroups of par-
ticipants (72).

Current Applications: An Example
A good illustration of the manner in which meta-
analyses are being used can be found in the work
of Yusuf and his associates (101), who assessed
whether a drug that dissolves blood clots (fibrino-
lytic therapy) decreased mortality in patients who
had heart attacks (myocardial infarctions). The
motivation for their assessment was that the re-
sults of individual clinical trials addressing this
topic appeared contradictory and unreliable. The
analysts examined data from studies in which pa-
tients were assigned at random to receive either
treatment or no treatment (randomized clinical
trials).

Using a computerized literature search, review-
ing abstracts from scientific meetings, and con-
tacting investigators who had completed trials but
not published the results, the analysts located rele-
vant studies and identified 24 eligible trials. For
each trial, the number of patients treated with the
fibrinolytic therapy, the number not treated with
the therapy (the control group), and the number of
deaths occurring in each of these two groups were
noted. The analysts then used a relatively simple
statistical method to calculate across all 24 studies
the average effect of the treatment on mortality.

When the data from all the studies were consid-
ered together, 51 fewer deaths were found in the
group treated with the fibrinolytic therapy than
would have been expected if the treatment had no
effect on mortality rates. This reduction was found
to be statistically significant (see box 4-2). In con-
trast, just five of the 24 studies had individually
shown a statistically significant beneficial effect
of treatment. Using the quantitative methods of

meta-analysis to consider the results of all the
trials simultaneously demonstrated that the treat-
ment was effective in reducing mortality, in a way
that a simple narrative review of the results of in-
dividual studies would not. (For a detailed discus-
sion of the quantitative methods used in this and
other meta-analyses, see appendix 4-A.)

CONDUCTING A META-ANALYSIS
Before conducting a meta-analysis, the analyst
should evaluate its utility and desirability and the
combinability of the studies. Questions to be
asked include:

Are there any good studies that address the re-
search question?
If so, are the study designs similar enough that
combining them makes sense?
Given the available data, are the results of the
meta-analysis likely to make an important con-
tribution to knowledge?

If the answers to these questions are positive, the
analyst then proceeds.

Conducting a meta-analysis is a systematic
process (30,50,53,85) that entails the following
steps:

1.
2.
3.
4.

5.
6.
7.

8.
9.

defining the research question,
defining the admissibility criteria for studies,
searching for relevant data,
reviewing the retrieved data to determine ad-
missibility,
assessing the quality of the eligible studies,
correcting for bias,
performing the data analysis (including sensi-
tivity analysis and influence analysis),
assessing the publication bias, and
interpreting the results.

Defining the Research Question
In defining the research question, the analyst spec-
ifies the treatment under investigation, the treat-
ment’s alternative, the outcome, the study popula-
tions, and the quantitative measure of the effect in
which the analyst is interested.



98 I Tools for Evaluating Health Technologies

“Statistical significance” is a phrase that traditionally has been used to indicate the researcher’s be-

lief that the effect observed in an experiment represents a real phenomenon and is unlikely to be due

entirely to chance. It is sometimes contrasted with “clinical significance, ” which indicates that the effect

is not only real but is large enough or important enough to have a meaningful impact.

In a typical medical experiment to determine whether a new treatment has a beneficial effect

(compared with plausible alternatives), the researchers begin by assuming that it does not (the “null

hypothesis”) and then attempting to disprove that assumption. If the study is a well-designed, random-

ized trial, it is unlikely that an observed apparent treatment effect will be due to chance alone. In statis-

tics, tradition holds that if an observed effect has less than a 5-percent probability of being observed

where no treatment effect exists (i.e., p<.05), the treatment effect is most likely not zero. In that case, the

treatment effect is said to be statistically different from zero (statistically significant).

The use of the 5-percent cutoff level is a popular scientific convention that is somewhat arbitrary;

one could also justify choosing 1 percent, or 0.1 percent, or some other low value, as the cutoff for

significance. Thus, whether a result is considered statistically significant depends, in part, on the cho-

sen significance level.

An alternative approach, which is growing in favor with researchers and analysts alike, is to place

confidence limits around an observed treatment effect, concerning oneself more with the size of the

treatment effect and one’s certainty about how big it is than with an absolute answer to whether it exists.

A 95-percent confidence interval, for example, indicates that in 95 of 100 hypothetical repetitions of the

experiment, the true treatment effect would fall within the range of estimated treatment effects included

in the confidence interval. (For a complete discussion of confidence intervals, see Rothman (83)).

SOURCE: Matthew Longnecker, 1995.

Defining the Admissibility Criteria
The next step is to define formal admissibility cri-
teria for the component studies. The research
question is expressed in specific terms that facili-
tate the decisions about whether potentially eligi-
ble studies should be included. The criteria might
require, for example, that to be admissible a study
must:

● be double-blinded,4

● have a placebo as the alternative treatment,
● have the dose of the treatment be in a certain

range,

● have study participants whose ages are within
a certain range,

● present its results in a manner that permits the
relevant effect to be calculated,

● evaluate the effect of treatment on the outcome
within a specific length of time, and

■ be written in English.5

Expertise on the research topic is indispensable at
this stage (33).

Searching for Relevant Data
The computerized literature search (45), the most
important part of the formal search for study re-

4 In a double-blinded study, neither the patient nor the clinician administering the treatment know which treatment the patient is actually

receiving.
5 Note that this criterion tight eliminate many otherwise eligible studies.
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suits, requires special training and is often done in
consultation with a qualified librarian. The librari-
an performs an over-inclusive search using the ad-
missibility criteria for the meta-analysis. Search-
ing at least two different computer databases for
studies to include in the meta-analysis increases
the number of eligible studies found (14,86).

Because computerized searches can miss im-
portant references (23), meta-analysts usually
supplement the searches by perusing the reference
lists of the identified articles and by consulting ex-
perts in the field, abstracts of conferences where
relevant papers are likely to have been presented,
and any other informally identified sources.

Reviewing the Data for Admissibility
The articles and papers resulting from the litera-
ture search are then reviewed to determine wheth-
er they meet the criteria for admissibility. Careful
documentation of the rejected studies has been ad-
vocated (85). The relevant information is ab-
stracted from the admissible articles, and the
study results are re-expressed in a standard fash-
ion, if necessary, for subsequent statistical analy-
sis. The characteristics of the individual studies
are recorded for use in the data analysis. Ensuring
that the analysis does not include multiple studies
based on the same participants prevents the inclu-
sion of redundant data (18).

Some authors recommend that the information
in the admissible studies be re-abstracted by a sec-
ond researcher as well, and the extracted data
double-checked (35,100). This process is time-
consuming but is believed to improve the quality
and objectivity of the analysis.

Assessing the Quality of Studies
Many meta-analysts assess the quality of the eligi-
ble studies with the aid of standard, published cri-
teria (10,1 4,21 ) or with criteria specially tailored
to the research question under investigation
(6,60). Subjective methods of assessing quality
have also been employed (6). Examples of criteria
used to assess the quality of a randomized clinical
trial are:

■

●

whether the participants knew what they re-
ceived (the treatment or the placebo),
whether the investigators knew which partici-
pants received the treatment and which re-
ceived the placebo during the trial,
whether the presentation of the data was ap-
propriate, and
whether the statistical analyses were appropri-
ate.

Meta-analysts often try to quantify the quality of
the studies by awarding points that reflect how
well each study approached the ideal for each cri-
terion; the sum of these points for a given study is
then used as its summary quality score (16).

Correcting for Bias
The manner in which a study was designed, con-
ducted, or analyzed can cause the observed effect
of the treatment to differ from what would have
been observed if the study had been done better.
For example, investigators who are aware of what
the participants received during a trial tend to find
larger treatment effects than do investigators who
are blinded to the participants’ treatment or lack
thereof (19). This may occur because of the inves-
tigators’ desire to find the new therapy effica-
cious, which interferes with their ability to make
equally accurate assessments of the outcomes in
the treatment and control groups. High-quality
studies are presumed to provide better estimates
of the true effect of the treatment.

If the treatment effect observed in a given study
is not an accurate measure of the true effect of the
treatment, the result of the study is biased. The
amount of bias is reflected by the difference be-
tween the observed effect and the true effect.

In some studies, the size of the bias is known
with enough certainty that the observed treatment
effect can be adjusted for the bias (28,39,93). The
adjustment entails taking the treatment effect ob-
served in a study and making it larger or smaller by
an amount proportional to the bias (before the
study’s result is included in the meta-analysis).
Correcting the results of studies for bias has not
been a frequent practice, however, because it often
is nearly impossible to determine whether a given
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type of bias occurred in a study or not. Even if a
bias is known to have occurred, the degree to
which the bias reduced or increased the observed
treatment effect is difficult to estimate with cer-
tainty.

1 Analyzing the Data
The quantitative data analysis sets meta-analyses
apart from other systematically conducted re-
views. In the data analysis, the meta-analyst  first
examines the results of the component studies.
Graphical representation of the studies’ results are
well-suited to this purpose. For example, figure

4-1 represents the data from the i. ~-analysis
conducted by Yusuf and his associates described
above. This figure demonstrates that most of the
studies found a beneficial effect of treatment (i.e.,
an odds ratio less than 1), that the variation in
study-specific treatment effects appeared rather
large (suggesting heterogeneity), and that many of
the individual studies were imprecise.

The reasons for variation among studies’ re-
sults may be identified by analyzing subgroups of
studies separately or by using regression analysis.
The degree of variation in the studies’ results is as-
sessed with a formal statistical calculation. If a
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summary estimate of the treatment effect is ap-
propriate, the effects from the different studies are
combined (see appendix 4-A).6

Sensitivity analyses are then conducted to de-
termine the extent to which the findings of the
meta-analysis depend on assumptions made by
the analysts. If, for example, the authors of a meta-
analysis excluded several studies on grounds that
others might challenge (e.g., the authors excluded
studies not published in English), the meta-analy -
sis could be repeated after including those studies
to determine whether the overall results were sen-
sitive to those exclusion criteria. If the second
meta-analysis yields essentially the same results
as the first one did, the authors’ findings can more
readily withstand criticism.

Influence analyses are another way of testing
the robustness of the results. They examine
whether the findings of the meta-analysis depend
on the inclusion of the results of any particular
study, such as a single large study or a study in
which the treatment effect is extreme. In an influ-
ence analysis, the analyst recalculates the results
of the meta-analysis after excluding the particular
study of interest (e.g., the study with the unusual
treatment effect) to determine whether the new re-
sults support the conclusions that were reached
when all the data were included. If the results of
the meta-analysis do not depend on the inclusion
of such studies, the analyst can be more confident
of the results.

Information regarding the quality of the studies
may be considered in the data analysis. For exam-
ple, summary quality scores may be included
in the calculation of the overall result, in a regres-
sion analysis, or in the sensitivity or influence
analyses.

Assessing Publication Bias
In the data analysis, the effect of publication bias
on the result of the meta-analysis is assessed. Pub-
lication bias occurs when the published studies are
not representative of the results of all the studies
that have been conducted on the research ques-
tion. Publication bias reflects the preference for
publishing studies that have statistically signifi-
cant findings or that support popular ideas (23).
The analyst evaluates the potential effect of publi-
cation bias when graphically representing the in-
dividual studies’ results (3,58) or after estimating
the summary treatment effect (48,81 ).

Interpreting the Results
Like other analysts, meta-analysts conclude the
process by interpreting the results so that their
generalizability and their implications for practi-
tioners and researchers are clear.

RELIABILITY AND VALIDITY

Reliability
A reliable meta-analysis is one that gives the same
result when used again to assess the same research
question using the same set of studies. If the iden-
tical studies were available to two meta-analysts
and both were addressing precisely the same re-
search question, the comparison of the results of
the two meta-analyses would be a direct reflection
of the reliability of the method. In practice, how-
ever, the research questions in replicate meta-
analyses usually differ slightly, or the meta-analy -
ses are done at different times, when different
studies are available. Thus, some differences be-
tween replicate meta-analyses are expected.

6 Meta-analyses often require specialized statistical methods, because the units of observation in meta-analyses differ from those used in
traditional statistical analyses. The units of observation in meta-analyses are the results of independent studies, whereas the units of observation
in clinical trials are the data for individual participants. Several reviews of statistical methods in meta-analysis  are available (39,42,54) for read-

ers interested in the technical details.
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Meta-analyses appear to be at least moderately
reliable. In an investigation of 20 replicated meta-
analyses done by others, Chalmers and his
associates (13) found that the differences among
meta-analyses of the same research question were
“almost always of degree rather than direction.”
The authors’ interpretations of the findings in the
replicate meta-analyses differed more than did the
estimates of the summary treatment effects.

In a more recent examination of the reliability
of meta-analyses (44), 20 more research questions
were examined in replicate meta-analyses. These
meta-analyses appeared to be more reliable than
the ones studied by Chalmers and his colleagues
(13). Henry and Wilson attributed the disagree-
ments between the meta-analyses to differences in
the research questions addressed by the analysts.
In meta-analyses of progestins to prevent early
pregnancy failure, for example, one group found
no effect, whereas another group-which focused
on studies whose subjects were women with histo-
ries of recurrent miscarriages-found evidence
that the treatment was effective.

Inasmuch as the quality of meta-analyses be-
fore 1987 was found to be highly variable (85), the
greater reliability of recent meta-analyses may re-
flect their improved quality.

Validity
Assessing the validity of meta-analysis requires
the comparison of the results of applying this tech-
nique with the treatment’s true effect, which is
rarely known. As a substitute, investigators often
use the results from a large clinical trial (one that
is not part of the meta-analysis) as an estimate of
the true effect. Where the true effect is unknown,
this practice may be the most reasonable method
for assessing validity.

Two teams of investigators have compared the
results of meta-analyses with the results of single,
large randomized clinical trials (15,44). Compar-
ing three meta-analyses with the results of their re-
spective clinical trials, Chalmers and his
associates found that only one pair clearly agreed
on the treatment effect (15). The researchers of-
fered no explanation for the disagreement be-

tween another meta-analysis and its large trial but
suggested that the third meta-analysis was based
on such a small number of subjects that its result
might have been greatly influenced by publication
bias. Henry and Wilson (44) compared a large trial
of oral anticoagulants with a meta-analysis ad-
dressing the same question and” found their results
comparable. Although similar examples are easily
identified (57), their importance is unclear. There
has been no comprehensive survey to test the va-
lidity of meta-analysis. (Box 4-3 discusses what
such a survey might look like if it were con-
ducted.)

The reliability and validity of meta-analyses
are likely to improve as the quality of meta-analy -
ses improve. Several investigators have proposed
guidelines for assessing the quality of meta-analy-
ses (69,74,79,85). Whether these guidelines
succeed in identifying meta-analyses of greater
reliability and validity has not been established.

ISSUES AND CONTROVERSIES
Meta-analytic results can be controversial (66) be-
cause of concerns regarding the combinability of
results, publication bias, or the meta-analytic pro-
tocol.

Combinability
Important questions regarding the combinability
of studies (72) include the following:
■

■

What types of studies should be included in a
meta-analysis?
Are the study protocols similar enough to war-
rant combining the results?
What should be done if the treatment effects
vary widely across studies?

Including Studies with Different Designs
Although evidence from good randomized clini-
cal trials is widely accepted as valid, the validity
of results from nonrandomized trials is less clear.
Because the quality of randomized studies is re-
lated to the size of the treatment effect that is ob-
served (19), some researchers believe that nonex-
perimental data—which presumably are partic-
ularly susceptible to bias—have no place in a

.
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Existing studies that have examined the validity of meta-analyses on particular subjects are few and

have somewhat conflicting results. One possible way to examine the question more conclusively would

be to conduct a comprehensive survey to address this topic.

Such a survey would begin with the definition of the broad research area about which an investiga-

tion of validity is desired. If the area were defined as, for example, the effects of all drugs on total

mortality, the investigator would enumerate all the specific drugs for which meta-analyses of the effects

on mortality have been done, select at random several specific drug-mortality meta-analyses to evalu-

ate. For each drug-mortality meta-analysis, the investigation would perform a new meta-analysis in the

following way: the investigator would order the original studies according to their dates of publication,

then take the first five studies and compare the inverse variance of their combined meta-analytic esti-

mate of treatment effect to the inverse variance of the treatment effect of the next published report. If the

inverse variance of the next report is at least 50 percent of the inverse variance of the meta-analytic

estimate, a comparison of the estimates of the treatment effect will provide information about validity If

the inverse variance is less than 50 percent, the meta-analytic estimate should be recalculated to in-

clude the result of the sixth study. This result should be compared with that of the seventh study, and

the process should be repeated, if necessary.

Some refinement might be required to make this approach work. If it could be carried out, however,

its results would enable users of meta-analyses to be more confident of the validity of their results.

SOURCE Matthew Longnecker, 1995.

meta-analysis, and these results are excluded from meta-analysis of alcohol consumption in relation
many meta-analyses (76). Some researchers even
define meta-analysis as including only data from
randomized trials (1 1,98).

For many research questions, however, data
from such trials either are unavailable (4) or not
currently possible to collect (e.g., for logistical or
ethical reasons). If data from randomized clinical
trials (experimental data) are not available, a
meta-analysis of observational (nonexperimental
data) may still provide a more useful summary of
data than a traditional narrative review would pro-
vide. The analyst’s interpretation of the results of a
meta-analysis of observational data should be ap-
propriately conservative, as should the interpreta-
tions of the underlying individual observational
studies.

Some types of observational studies are more
susceptible to bias than others (box 4-4), a fact
which meta-analysts must take into account. In a

to the risk of breast cancer, for example, the ana-
lysts examined the results of followup studies and
case-control studies separately (60). The treat-
ment effect in the followup studies was found to
be larger than that in the case-control studies, and
the results of the two types of studies were not
combined, because the analysts felt that the results
of the followup studies were more likely to repre-
sent an unbiased estimate of the treatment effect.
This represents an empirical approach to deci-
sions regarding combinability. A consensus re-
garding the appropriateness of combining the re-
sults of observational studies with different
designs (regardless of their results) has not been
reached (85). At this time, it is common in meta-
analyses of observational studies to present there-
sults separately according to the types of study de-
sign.
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Study designs can be classified according to the methods of obtaining data: simple observation

(nonexperimental studies) or observation after some type of intervention (experimental studies). The de-

signs can be further classified according to the units upon which the observations are made: a popula-

tion (for example, ecologic studies) or individuals (e.g., followup and case-control studies). Study de-

signs vary with respect to the type of bias most likely to occur and the likelihood that the bias would

materially affect the result.

In theory, experimental studies (randomized controlled trials) are the best method by which to as-

sess the effect of a treatment. Data obtained from clinical trials are the most powerful for making causal

inferences and are the least likely to be biased. Unfortunately, clinical trials are sometimes infeasible for

practical, financial, or ethical reasons, When clinical trials cannot be performed, followup and case-

control studies are the two nonexperimental study designs most commonly used. In a followup study,

the occurrence of disease among the individuals who have and have not undergone the treatment of

interest is compared. In case-control studies, the prior treatment experience of persons who already

have the disease is contrasted with that in nondiseased (control) subjects, who represent samples of

the population in which the cases occur. In general, the results of followup studies are considered less

likely to be biased than are the results of case-control studies.

An example of an ecologic study is an examination of the rate of death from breast cancer in relation

to per capita sales of fat in different countries, Ecologic studies such as this provide only weak evi-

dence for causal inference, because it is not known whether the subjects who ate fat are the ones who

got breast cancer, and because some factor (other than fat intake) correlated with fat sales may be the

true reason for the variation in rates of breast cancer across countries.

SOURCE: Matthew Lortgnecker, 1995.

Different Protocols
Another combinability issue is whether the proto-
cols of the studies (e.g., a group of randomized
trials) are similar enough to warrant the combin-
ing of the studies’ results. The answer depends on
the particular research question, and the decision
to combine the results depends on the judgment of
the meta-analysts and their audience.

Many of the criticisms of meta-analysis have
been related to decisions regarding combinability
in a specific meta-analysis rather than to the meth-
od itself (9,34,36,46,52). In conducting a meta-
analysis of nonmedical treatments for chronic
pain, for example, Malone and Strube (65) calcu-
lated the average effect of one treatment on several
different kinds of pain, including headache pain
and cancer pain. Holyrod and Penizen (46) criti-
cized the meta-analysis because the treatment ef-

fect might have been very different for headache
and cancer pain, and the summarization across
different types of pain might have obscured a
treatment effect.

In another example, Held and associates (43)
performed a meta-analysis in which they sought to
summarize the effect of a general class of drugs
(calcium antagonists) on preventing death among
persons who had had heart attacks. The meta-anal-
ysis was criticized (9) because specific drugs
within this class differed in their treatment effica-
cy. One subclass of drugs (which lowered the heart
rate) reduced morbidity and mortality, whereas
another subclass increased these outcomes. By
analyzing all these drugs together, Held’s team
had come to the potentially misleading conclusion
that the general class of drugs was not effective in
reducing mortality and morbidity.
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Fleiss and Gross (34) have presented an interesting hypothetical example that illustrates some of the

issues regarding the choice between the fixed-effects model and the random-effects model (described

in greater detail in appendix 4-A). One meta-analysis includes two published studies with odds ratios’

of 1.0 and 6.0, and another includes two published studies with odds ratios of 2.0 and 3.0. All four odds

ratios have the same variance (of the logarithm of the odds ratio): 0.01. When a fixed-effects model is

used for both meta-analyses, the summary odds ratio is 2.45, and the 95-percent confidence intervals

extend from 2.13 to 2.81. In both of these meta-analyses, the fixed-effects model’s confidence intervals

do not even include the values upon which they are based.

If a random-effects model is used to analyze the same data, however, the 95-percent confidence

intervals are 0.5 to 10.0 in the first meta-analysis and 1.65 to 3.64 in the second. In both cases, the

random-effects confidence intervals include the values upon which they are based, and the width of the

confidence intervals reflects the amount of variation in treatment effect between the studies.

To take the example further, note that the random-effects summary in the first meta-analysis (2.45)

gives the impression that, on average, a treatment effect exists, even though one of the two studies

showed no treatment effect at all (an odds ratio of 1). Although the confidence interval is wide, an ob-

server might look at the summary estimate and fail to appreciate that some studies showed no effect.

Despite the disadvantages of summaries from random-effects models, however, the disadvantages of

fixed-effects models are often even greater. As a result, random-effects models are gaining widespread

acceptance (57).

1 The odds ratio is the ratio of the odds of an event occurring under one set of circumstances to the odds of the event occurring

under another set of circumstances

SOURCE Matthew Longnecker, 1995

Heterogeneous Results
A third combinability issue arises where the treat-
ment effects in the component studies vary mark-
edly—for example, when several studies show a
large beneficial effect but other studies show a
harmful effect. Large variation (heterogeneity) in
the results of individual studies, when present, is
usually evident when the study-specific results are
represented graphically (see figure 4-1 ). The ana-
lyst can also assess the degree of variability to ap-
plying formal statistical tests of this characteristic.
Summarizing a treatment effect across studies
even when the study results are heterogeneous has
been common in meta-analysis, although the
practice is a subject of debate (39,77).

Also debated is the appropriate statistical pro-
cedure for summarizing the treatment effect in

such cases (68,77). The two methods used most
frequently to summarize treatment effects across
studies are the fixed-effect model and the random-
effects model (described in greater detail in appen-
dix 4-A). In practice, if the treatment effects found
in the component studies vary greatly, the results
of meta-analyses using the two approaches maybe
somewhat different (box 4-5). If the results of the
studies are homogeneous, however, the two ap-
proaches give the same result.

The assumptions underlying the fixed-effects
model are that all studies are estimating the same
treatment effect and that the difference in effect
observed across studies results by chance. The as-
sumptions underlying the random-effects model
are that the treatment effect truly differs across
studies and that the goal is to determine the aver-
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age of the different effects. Fixed-effects models
have been used frequently in the past and still have
some strong advocates (39,77), although the use
of random-effects models to summarize the treat-
ment effect has been favored recently (20,34,72).

Critics of random-effects models (39) question
the assumption underlying the model: that the
studies were sampled from a hypothetical uni-
verse of studies where the true treatment effect va-
ries. They also note that the meaning of random-
effects summaries are often misinterpreted. (The
correct interpretation is that the random-effects
treatment effect is an estimate of the average treat-
ment effect in the universe of hypothetical studies
with differing treatment effects.) Proponents of
random-effects models argue that they are ap-
propriately imprecise when heterogeneity is pres-
ent (34).

Publication Bias
Publication bias refers to the fact that results are
more likely to be published if they are statistically
significant than if they are not (3,23,27). The like-
lihood of publication is also greater for results
from large studies or results that are perceived as
important (27). The exclusion of unpublished study
results thus can cause the results of a meta-analy -
sis (or any literature review) to be misleading (3).

Informal graphic methods of detecting publica-
tion bias have been proposed (58). These methods
are easy to use and are widely employed, although
their sensitivity and specificity are unknown.

Formal statistical methods for detecting and
assessing publication bias have also been pro-
posed (5,48,81 ), but experts disagree about which
formal statistical approach is best (49). Some of
these methods are more easily implemented (81)
than others (5,48). An advantage of the more com-
putationally intensive methods (5,48) is that they
can be used to estimate the true effects of treat-

ment (what would have been observed if there
were no publication bias). Estimating the true ef-
fects of treatment or determining the number of
negative studies necessary for canceling out a pos-
itive finding in a meta-analysis is possible, how-
ever, only if assumptions are made, and these as-
sumptions may be untestable or not entirely
reasonable. The Iyengar and Greenhouse (48) ap-
proach, for example, relies on the assumption that
the often inappropriate fixed-effects model is used
for summarizing treatment effect and that only re-
sults significant in one direction7 are published,
which apparently is not entirely true (82). Berlin’s
approach relies on the assumption that a study’s
size is unrelated to the size of the treatment effect,
which may be incorrect, as well (5). Thus, the for-
mal approaches to assessing publication bias are
useful but imperfect solutions to the problem.

The definitive method of correcting publica-
tion bias is to include all unpublished results in a
meta-analysis, subjecting them to the same inclu-
sion criteria and quality scoring methods as pub-
lished studies. Accordingly, some authors suggest
that analysts routinely attempt to include all the
relevant unpublished data in meta-analyses (35,
100).

However, tracing unpublished studies can be
difficult. Registries of studies undertaken in a giv-
en field are becoming more common (26), but
where registries are unavailable, the inclusion of
every unpublished study may be impossible for
lack of information (22) or may be infeasible on
practical grounds (97). When unpublished results
can be easily obtained, their inclusion in a meta-
analysis, at least in a sensitivity analysis, is rea-
sonable.

Because of a concern that unpublished results
may be less reliable than published ones, includ-
ing unpublished results to combat publication bias
is not universally accepted (4).8 This concern is
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probably unwarranted: there is no strong evidence
that a study’s quality is related to its publication
(22,27), and the quality of the component studies
may be assessed and considered in a meta-analy-
sis.

Protocol Controversies
The third major category of issues regarding meta-
analysis concerns the details of the meta-analytic
protocol—the specific procedures followed when
conducting the meta-analysis.

Variations in the Standard
Meta-Analytic   Protocol
Chalmers (12) has long advocated the use of
blinding in evaluating the studies for a meta-anal-
ysis: to minimize bias in the evaluation process,
identifying information is obscured on each ar-
ticle that is potentially eligible for inclusion in the
meta-analysis. Thus, the names of the authors,
where they did their study, whether they found an
effect of treatment, and other pieces of informa-
tion that might bias an assessment are not avail-
able to the person who determines whether to in-
clude the study in the meta-analysis. Blinding also
helps ensure an unbiased evaluation of the study’s
quality. Nonetheless, the added assurance that
studies are chosen and evaluated in an unbiased
fashion comes at a price. If a large number of stud-
ies must be reviewed, the blinding process can
substantially increase the cost of the meta-analy -
sis. Although the theoretical justification for such
blinding is understandable, its actual benefit has
not been studied.

Chalmers also recommends that two persons
independently evaluate the quality of the studies
in a meta-analysis (12). This practice serves as a
form of quality control, but its cost-effectiveness
has not been documented.

Some statisticians who have spent considerable
time thinking about the analytic issues in meta-
analysis have recommended that procedures to
correct bias be implemented (39,70,84). In prac-

tice, however, few investigators have done so.
This fact stems partly from a lack of the informa-
tion necessary for correcting the bias. More im-
portant, as mentioned previously, the validity of
bias-correction procedures depends on strong as-
sumptions that may be untestable, wrong, or con-
troversial. Furthermore, bias-correction proce-
dures complicate the analysis and may decrease
the understandability of its results. Nonetheless,
such procedures may be the only sensible ap-
proach when optimal analysis of flawed data is a
priority.

How best to incorporate assessments of the
quality of the component studies in a meta-analy -
sis has not been resolved. One issue is whether a
summary measure of a study’s quality should be
used. Another issue is how to use the summary
measure.

The debate as to whether a summary measure of
a study’s quality has a use in meta-analysis stems
from uncertainty about whether such measures re-
liably and validly identify biased studies. The spe-
cific weaknesses that bias a study’s observation of
the treatment effect are often unknown. A summa-
ry score that reflects what the meta-analyst sus-
pects are specific flaws in a study thus may ex-
clude information that is, in fact, related to the
findings. If certain studies in a meta-analysis are
given less weight because of the analyst’s impres-
sion that an irrelevant aspect of the study was not
ideally conducted, the results of the meta-analysis
may be misleading (92). Also, the summary score
of quality may contain too much “noise” to ade-
quately reflect the problem of interest.9 Further-
more, because of space limitations in publica-
tions, authors may not present enough informa-
tion for the quality of the study to be fully as-
sessed; this problem is particularly acute for those
attempting to assess observational studies.

Rubin (84) has suggested that individual fea-
tures of the quality of the studies be examined in
relation to the treatment effect, so that important
features can be identified. One possible compo-

9 Noise refers (to the random variation that may obscure the general trend or characteristics of the Item of interest.
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nent of a summary measure of quality, for examp-
le, is whether the study participants were blinded
to the treatment they received. Analysts could ex-
amine whether the treatment effect found in stud-
ies with blinding differed from that found in stud-
ies where blinding was not used. Although this
approach is sensible, it is of limited use in prac-
tice: the attributes of different studies are often so
highly correlated and the numbers of studies so
limited that analysts have dificulty linking spe-
cific aspects of the quality of a study to the size of
the treatment effect observed.

How best to incorporate a summary measure of
the quality of a study into a meta-analysis is also
unclear. Detsky (21) has outlined the major op-
tions for using the information. The first option is
to exclude poor studies from the analysis. The sec-
ond option is to weight a given study not only ac-

cording to its statistical precision, but also accord-
ing to its quality. Finally, the quality scores may
be included as terms in statistical models or serve
as the basis for sensitivity or subgroup analyses. A
consensus about which of these methods is
theoretically preferable has not emerged in the lit-
erature on meta-analysis.

Bayesian Meta-Analysis
A Bayesian approach to meta-analysis (box 4-6)
is strongly supported by some investigators (29).
Few meta-analysts have used Bayesian methods
and few empirical comparisons between the re-
sults from the Bayesian and traditional methods
have been presented (79).

Bayesian methods have three potential advan-
tages. First, the statistical results are more easily
interpreted than are those from the traditional fre-

The frequentist and Bayesian approaches to data analysis are two different ways to use data to

make inferences about the treatment effect, The frequentist approach is more prevalent throughout the

sciences, though the use of the Bayesian approach is growing.1

The frequentist approach assumes that a given study could hypothetically be repeated an infinite

number of times, and that the particular treatment effect observed in the study actually done is just one

of all possible observations, selected at random.

In the Bayesian approach to statistics, the analyst specifies in quantitative terms his or her belief

(and certainty in that belief) about the size of the treatment effect under investigation, and the observa-

tions made in a particular study are used to modify the analyst’s belief.

A frequentist, at the end of the data analysis, specifies an estimate of the size of the treatment effect

(based only on the data in the study performed) and also presents a p-value or an equivalent 95-per-

cent confidence interval (see box 4-2). This confidence interval describes statistically the interval within

which the true effect of the treatment would lie in 95 of 100 hypothetical repetitions of the experiment.

Because most studies cannot be repeated multiple times, the assumptions upon which the statistics are

based cannot be verified directly,

A Bayesian, at the end of the data analysis, specifies an estimate of the size of the treatment effect

and an interval in which he or she believes with 95-percent certainty the true treatment effect lies. This

approach gives validity to the analyst’s subjective beliefs, a controversial issue behind some of the re-

sistance to broader use of Bayesian statistics in the sciences,

1 For an in-depth discussion of these two approaches, see Oakes (73).

SOURCE: Matthew Longnecker, 1995.
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quentist approach (box 4-6) (38). Second, when
adjusting treatment effects for bias, the analysts
may incorporate their degrees of certainty or un-
certainty about the adjustment into the analysis.
Third, greater flexibility is possible when combin-
ing different types of information about the treat-
ment effect.

The Bayesian approach also has three disad-
vantages. First, even fewer people understand
Bayesian methods than understand the frequentist
approach. Second, performing Bayesian analyses
requires specialized computer software that has
only recently become widely available (29).
Third, because Bayesian analyses can be based on
even more assumptions than can frequentist anal-
yses, the Bayesian results maybe subject to more
debate. Once empirical comparisons of the two
methods are available and more investigators
have experience with Bayesian methods, the rela-
tive merits of the approach will be easier to assess.

FUTURE APPLICATIONS
Meta-analysis is gaining in popularity, especially
in the medical field. The tool has been used fre-
quently for assessing technology and promises to
be useful for improving assessments of risk and,
by strengthening the estimates of the effects of
treatments, for increasing the accuracy of cost-ef-
fectiveness analyses.

The number of meta-analyses conducted each
year is growing. Dickersin and her associates (24),
in their examination of the literature, found three
meta-analyses published between 1966 and 1969,
nine published between 1976 and 1978, and 44
published between 1985 and 1987. Seventy per-
cent of these meta-analyses were on medical top-
ics. The computerized database of the National Li-
brary of Medicine began formally identifying
meta-analyses and related work in 1989. A com-
puterized search for articles relating to meta-anal-
ysis in that database resulted in 232 articles for the

year 1989,297 articles for 1990, and 368 articles
for 1991. Although only a portion of these articles
are themselves meta-analyses (many are merely
about meta-analysis), the increasing prominence
of this tool in the medical literature is evident.

The use of meta-analyses is also growing. For
example:
■

●

■

m

Influential medical professionals use evidence
from meta-analyses to evaluate treatment effi-
cacy (57,67,91).
The Food and Drug Administration allows the
results of meta-analyses to support New Drug
Applications (34).
The U.S. General Accounting Office (GAO)
has endorsed meta-analysis as a method of
assessing treatment efficacy (93).
The Agency for Health Care Policy and Re-

search is using meta-analyses to guide policy
regarding medical procedures that will be reim-
bursable under Medicare (23).

GAO (93) has proposed that meta-analyses
combining results from randomized clinical trials
and “database analyses” be conducted. 10 The jus-
tification for combining results among studies
conducted using different designs is that random-
ized clinical trials tend to measure the treatment
effects in only small subsets of all the types of sub-
jects who might receive the treatments in practice.
Database analyses provide an estimate of the treat-
ment effect in a much more diverse group of sub-
jects, and they reflect the effect of treatment as ad-
ministered by physicians in general, not just those
specialists conducting clinical trials. They are also
observational studies, however, and an estimated
treatment effect based on observational data alone
is often not reliable (see J. Whittle, “Analysis of
Large Administrative Databases,” background
paper #2).

GAO has named this type of data synthesis
“cross-design synthesis.” The technique entails
combining the results from studies with different
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designs and analyzing raw data from the data-
base(s) as part of the analysis, whereas meta-anal-
ysis entails simply analyzing the results of stud-
ies. The validity of cross-design synthesis will be
even more difficult to establish than the validity of
traditional meta-analysis has been. Still, like
meta-analysis in general, cross-design synthesis
might sometimes facilitate more efficient use of
existing data than is possible with the traditional
narrative approach to evaluating the effects of
treatments.

The potential for meta-analysis to improve risk
assessments 11 has been recognized by several ob-
servers (32,87). Meta-analysis may improve the
accuracy of cost-effectiveness analyses and can
identify effective therapies, gauge the treatment
effect, and estimate other quantities that influence
cost-effectiveness (88).

Because the meta-analytic approach can be ap-
plied to virtually any problem in the evaluation of
medical technology that has been previously stu-
died (28), its use in the health care field can be ex-
pected to increase, but the benefit of a given meta-
analysis in relation to its cost deserves critical
evaluation. The cost of a meta-analysis depends
on the number of potentially eligible studies, the
number of admissible studies, the use of blinding
(or lack there of), the usability of the format in
which the data have been presented, the experi-
ence of the analysts, the number of decisions that
the analysts must make, and other factors.

For meta-analysis to be beneficial, its results
must be persuasive. The results of a meta-analysis
are most likely to be persuasive where there is
little controversy about how it was done or how its
results should be interpreted. The credibility of a
meta-analysis is likely to be greatest when the ap-
proach is applied to clearly combinable, homoge-
neous results from methodologically strong ran-
domized clinical trials that were identified
through a registry of all trials conducted on a given
research question. As the circumstances of a meta-

analysis depart from this ideal, the validity of its
results will be less clear and increasingly difficult
to assess. Even when the results of a meta-analysis
are controversial, however, they may provide in-
sights into data not attainable with traditional re-
view methods. Several authors have suggested
criteria to be used in evaluating the results of a
meta-analysis (53,85), and these may assist an
evaluation of a meta-analytic result. With or with-
out such guidelines, the evaluator must have sub-
ject-matter expertise to fully appreciate the worth
of a given meta-analysis.

CONCLUSION
Despite the controversies, meta-analysis appears
to be generally accepted as a useful tool for ana-
lyzing data from, at least, randomized clinical
trials (51,89). Yet unquestioning reliance on the
results of meta-analysis (67) has been criticized
(55), because despite the advantages of meta-anal-
ysis’ explicit, formal approach, the results of
meta-analyses are still influenced by the some-
times fallible judgments of their authors (93).

The usefulness of meta-analysis may best be
considered on a case-by-case basis. Where the set-
ting is ideal for a careful meta-analysis, the meth-
od may accelerate and aid the evaluation of health
care technologies and practices. Where the setting
is less than ideal, the method may help investiga-
tors to identify the combination of treatment and
participant characteristics where the efficacy is
greatest or the circumstances under which more or
better data regarding a treatment effect are need-
ed.

Although the results of meta-analyses may re-
duce the number of randomized controlled trials
needed to evaluate a technology (57), meta-analy -
sis should not eclipse the need for randomized
trials. In fact, a meta-analysis may clarify the need
for a trial when the meta-analytic result suggests
that a treatment effect is present but the estimate of
the effect is imprecise.
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Meta-analysis, properly done, requires signifi-
cant resources, including access to experts in the
specific technique and in the subject being stu-
died. Since identifying relevant studies is one of
the most time-consuming steps, the systematic
registration of randomized clinical trials (and oth-
er studies) could improve the efficiency of this
technique.
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APPENDIX 4-A: QUANTITATIVE METHODS
IN META-ANALYSIS
The quantitative methods appropriate for any
analysis, including a meta-analysis,  depend on the
research question to be addressed. Although meta-
analysis has many uses in health care-e. g., cal-
culations across studies of the average value of a
laboratory result, a disease rate, a population char-
acteristic, or the sensitivity of a diagnostic test—
the discussion here focuses on meta-analytic  tech-
niques for evaluating the effect of a medical
treatment on an outcome.

I Determining the Treatment Effect
in a Single Study

Ca/cu/Mg the Size of the Treatment Effect
In evaluating a controlled trial of a medical treat-
ment, the outcome measure in the treatment and
control groups is usually expressed as a propor-
tion, rate, or mean. One might be interested in a
drug’s effect, for example, on the proportion of
participants who develop side effects, on the rate
at which subjects die or develop a disease, * or on
their mean level of cholesterol. In the meta-analy-
sis of fibrolytic  therapy performed by Yusuf and
his associates, the outcome measure for the treat-
ment and control groups in each of the component
studies was the proportion of patients with myo-
cardial  infarction who died within a specified peri-
od of time.

The treatment effect in a study is the outcome
measure in the treated group compared with that in
the control group. The comparison between out-
come measures may be a difference, a ratio, or a
related measure. Where the outcome is a propor-
tion, one might be interested, for example, in the
difference in the proportion who died in the
treated and control groups (the proportion dead in
the treatment group minus the proportion dead in
the control group); in the ratio of these proportions
(the proportion dead in the treatment group di-

vided by the proportion dead in the control group);
or in the difference in the rates (rate difference) or
the ratio of the rates (rate ratio) between the treat-
ment and control groups. Where the outcome is a
mean, the treatment effect usually examined is the
difference of the means in the treated and control
groups.

In practice, the treatment effect is often ex-
pressed as: 1) the difference between the observed
and expected number of deaths in the treatment
group, and 2) the odds of death in the treatment
group divided by the odds of death in the control
group (odds ratio). (Odds are related to propor-
tions in that a proportion divided by one minus the
proportion is the odds.) Neither expression is a
simple example of a difference or a ratio of out-
come measures, but they are worth explaining in
detail because they are commonly used in the
evaluation of medical therapies.

The first treatment effect commonly measured
is the difference between the observed and ex-
pected numbers of deaths in the treatment group.
The outcome in the Yusuf meta-analysis  of fibri-
nolytic  therapy was a proportion (the number of
deaths in a treatment or control group divided by
the number of subjects in that group) (table
4-A-l). The observed number of deaths is the nu-
merator in the proportion. Thus, for the Fletcher
study (the first study shown in table 4-A-l), the
observed number of deaths in the treatment group
was one, and the total number of study partici-
pants in the treatment group was 12. Thus, the pro-
portion of observed deaths in the treated group
was 1/12, or 8.3 percent. If the treatment had no
effect, the proportions of deaths in the treatment
and control groups could be expected to be the
same.

The authors of the meta-analysis  computed the
proportion of deaths that would be expected in the
treatment group if the treatment had no effect.
This was accomplished by combining the number
of deaths in the treatment and control groups, then
dividing by the number of participants in both

1 A death ~te is calculated as the number of deaths per unit of person-time. If 100 study participants are observed for 2 years, for example,

and one of them dies during that period, the death rate is 1/200 person-years. The proportion of participants who die in the 2-year period is 1/100.
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study Group I Grow
No. (1) Author (2) Desths (3) Total (4) Deaths (5) Totsl (6) 0- E a ~ V(O - E)b (8)

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

Fletcher
Dewar
1st European
Heikenheimo
Austrian
Italian
Australian
NHLBI SMIT
Frank
Valere
UK
Witchitz
Lasierra
3rd European
Olson
Schreiber
2nd European
2nd Frankfurt
Klein
N, German
Lipshultz
Gormsen
Brochier
European

Totals

1
4

20
22
37
19
51

7
6

11
48

5
1

25
5
1

69
13

4
63

6
2
2

41

463

12
21
83

219
352
164
376

53
55
49

302
32
13

156
28
19

373
102

14
249

43
14
60

172

2,961

4
7

15
17
65
18
63

3
6
9

52
5
3

50
5
4

94
29

1
51

7
3
8

34

553

11
21
84

207
376
157
371

54
53
42

293
26
11

159
24
19

357
104

9
234

41
14
60

169

2.896

-1.6
-1.5
2.6
2.0

-1 2.3C

0.1
-6.4
2.0

-0.1
0.2

-2.8
-0.5
-1.2

-12.1 C
-0.4
-1.5

-1 4.3C
-7.8C
1.0
4.2

-0.7
-0.5
-30C

3.2

-51 .4C

1.0
2.1
7.0
8.9

21.9
8.2

24.2
2.3
2.7
3.9

20.8
2,1
0.9

14.3
2.0
1.1

31.7
8.4
1.0

21.8
2.8
1.1
2.3

14.7

207.1
a O - E refers to the difference between the observed and the expected number of deaths in the treated group (see main text).
b V(O - E) refers to the variance of O  - ‘
c p <0.05

SOURCE: Adapted from S. Yusuf, R. Collins, R. Pete, et al., “Intravenous and Intracoronary Fibrinolytic Therapy in Acute Myocardial
Infarction: Overview of Results on Mortality and Side-effects from 33 Randomized Controlled Trials, ” European Heart Jouma/
6:556-558,  1985. Only data from studies of the effect of intravenous streptokinase are shown,

groups combined. For the Fletcher study, this
number is 5/23 (i.e., (1 +4)/(12 + 1 l)), or 21.7 per-
cent. If the treatment had no effect, 21.7 percent of
the subjects in the treatment and control groups
should have died. The expected number of deaths
in the treated group is 21.7 percent of 12, or 2.6.
Expressed as a formula,

E = rid/N,
where:
■ E is the expected number of deaths in the treat-

ment group if there were no treatment effect,

8
m

●

N is the total number of participants in the trial,
n is the number of treated participants, and
d is the number of deaths in the treated and con-
trol groups combined.

Thus, among the treated participants, one case
was observed and 2.6 were expected. The differ-
ence, -1.6 (i.e., 1- 2.6), is the treatment effect for
the Fletcher study (see table 4-A-l); it suggests
that treatment reduced (by 1.6)13 the number of
deaths that occurred in the treatment group. Cal-
culating the difference in the proportions of deaths

13 me cannot, of Courw, acma]]y  reduce a fraction of a real death. Statistically, however, one is assuming that the 12 meated patien~ in the
study are representative of a larger population. If that population were sampled many times, drawing a sample of 12 people each time, on aver-

age the deaths in each sample would be reduced by 1.6.



1 Fletcher
2 Dewar
3 1st European
4 Heikenheimo
5 Austrian
6 Italian
7 Australian
8 NHLBI SMIT
9 Frank

10 Valere
11 UK
12 Witchitz
13 Lasierra
14 3rd European
15 Olson
16 Schreiber
17 2nd European
18 2nd Frankfurt
19 Klein
20 N. German
21 Lipschultz
22 Gormsen
23 Brochier
24 European

Totals

Summary Treatment Effect

1
4

20
22
37
19
51

7
6

11
48

5
1

25
5
1

69
13

4
63

6
2
2

41

463

12
21
83

219
352
164
376

53
55
49

302
32
13

156
28
19

373
102

14
249

43
14
60

172

2,961

4
7

15
17
65
18
63

3
6
9

52
5
3

50
5
4

94
29

1
51

7
3
8

34

553

11
21
84

207
376
157
371

54
53
42

293
26
11

159
24
19

357
104

9
234

41
14
60

169

2,896

0.16
0.47
1.46
1.25
0.56
1.01
0.77
2.59
0.96
1.06
0.88
0.78
0.22
0.42
0.83
0.21
0.64
0.38
3.20
1.22
0.79
0.61
0.22
1.24

Fixed-Effects Model, odds ratio 0.79 (95-percent confidence interval, 0.69-0.91)
Random-Effects Model, odds ratio 0.79 (95 percent confidence interval, 0.64-1.00)

1.48
0.52
0.15
0.11
0.05
0.12
0.04
0.52
0.38
0.26
0.05
0.48
1.54
0.08
0.50
1.37
0.03
0.14
1.48
0.05
0.37
1.01
0.66
0.07

0.67
1.91
6.80
8.72

20.49
8.18

23.92
1.93
2.67
3.87

20.77
2.06
0.65

13.02
2.02
0.73

31.03
7.35
0.68

21.59
2.73
0.99
1.51

14.53

2.55
0.26
0.38
0.21
0.11
0.06
0.00
1.42
0.04
0.09
0.01
0.00
1.59
0.40
0.00
1.76
0.05
0.54
1.97
0.19
0.00
0.06
1.57
0.21

1.72
0.50
2.61
1.87
2.30
0.52
0.01
2.74
0.11
0.35
0.25
0.00
1.03
5.26
0.01
1.28
1.41
3.94
1.34
4.11
0.00
0.06
2.38
3.05

-1.24
-1.44
2.58
1.93

-11.81
0.10

-6.34
1.84

-0.11
0.23

-2.75
-0.52
-0.98

-11.42
-0.39
-1.14

-14.09
-7.16
0.79
4.21

-0.65
-0.49
-2.26
3.16

198.83 36.86 -47.96
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in the treatment and control groups, -28.1 percent
(i.e., 8.3 to 36.3 percent) would have yielded a
similar conclusion.

The second measure of treatment effect in com-
mon use is the odds of death in the treatment group
divided by the odds of death in the control group
(odds ratio). An odds ratio is, under usual circum-
stances, an approximation of the ratio of the rate of
disease in the treated group to the rate of disease in
the control group (rate ratio or, in more generic
terms, the relative risk). In the Fletcher study (see
table 4-A-2), the proportion of deaths in the treat-
ment group was 8.3 percent (1/1 2), and the odds of
death were (8.3 percent/(100 percent -8.3 per-
cent)), or 0.091. (Note that 1/(12 - 1) is another
way to calculate the odds and is equal to 0.091.)
The odds of death for the control group were 4/7,
or 0.571. The ratio of these two odds is
0.091/0.571, or 0.16, the odds ratio (see table
4-A-2). If the odds of death were the same in the
treatment and control groups, the odds ratio would
be 1. In the Fletcher study, the odds ratio was
much smaller than 1, which suggests that treat-
ment decreased the odds of death. Calculating the
proportion ratio-(1/12)/(4/l 1), or 0.23—would
show that the proportion of cases in the treated
group was about one-quarter of that in the control
group. Note again the similarity in conclusion, re-
gardless of the particular method of calculating a
treatment effect.

Although there are various methods for expres-
sing treatment effects, the choice of the type of
treatment effect calculated is somewhat arbitrary
and is often based on tradition and interpretability
as well as practical and theoretical statistical con-
siderations. As a general rule, so long as the treat-
ment effect is correctly interpreted, the manner of
expressing the treatment effect is not important.

Calculating fhe Precision
of the Measured Effect
For each expression of the size of the treatment ef-
fect, there is an associated value (a variance) that
reflects the precision with which the treatment ef-
fect has been measured. This measure of precision
is similar to the concept of a standard deviation

and is, in fact, calculated as the square of the stan-
dard deviation. If the variance of a treatment effect
is large, the treatment effect has not been precisely
measured.

The variance of a treatment effect reflects the
amount of information in the study. The result of a
small study is imprecise and offers little informa-
tion about the treatment effect. Conversely, the re-
sult of a large study is precise and conveys much
information about the treatment effect. As preci-
sion (information) increases, variance decreases,
and vice versa. In other words, the inverse of the
variance of the treatment effect reflects the infor-
mativeness of the study results.

The variance of a treatment effect is calculated
from a simple formula. Understanding why the
formulas for variances are constructed as they are
is not important for understanding the basic con-
cepts of meta-analysis. Nonetheless, the follow-
ing examples show how variances are calculated.

The treatment effect for the Fletcher study (see
table 4-A-1 ) is -1.6. The variance associated with
this value is

E(l - n/N)(N - d)/(N - 1),
where:

● E is the expected number of deaths in the treat-
ment group if there were no treatment effect,

● N is the total number of participants in the trial,
 n is the number of treated participants, and
● d is the number of deaths in the treated and con-

trol groups combined.
E is equal to rid/N, as explained earlier. Thus, for
the Fletcher data, the variance is 2.6(1 - 12/23)(23
- 5)/(23 - 1), or 1.02 (see table 4-A-1). The square
root of the variance (1.02) is the standard error
(like a standard deviation) of the treatment effect
(O - E), which in this case is 1.01.

Taking the ratio of the treatment effect to its
standard error (-1 .6/1 .01 ) yields -1.58, a statistic
that can be used to test the significance of the treat-
ment effect. The ratio of an observed treatment ef-
fect to its standard error reflects the probability
that an effect as large as the observed treatment ef-
fect would have been found if, in fact, no real treat-
ment effect were present. The ratio is compared
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with values in a statistical table (of the Z distribu-
tion), which shows that if the absolute value of
this ratio is <1.96, the probability of an effect of
this size being observed by chance if no treatment
effect existed is >0.05 (see box 4-2). If the proba-
bility of an observed treatment effect is >0.05, the
analyst accepts the hypothesis that there was no
evidence of a treatment effect in the study.3 For the
Fletcher data, with ratio-1.58, the treatment effect
observed was not significantly different from the
effect of no treatment.

The same example can be used to illustrate how
the variance of an odds ratio is calculated. A popu-
lar variance formula for the odds ratio is compli-
cated (78). In this example, because a much sim-
pler formula (81) works nearly as well, it is
presented instead. The variance can be estimated
by the sum of the inverse of the number of deaths
and nondeaths in the treatment and control group:
1/1 + 1/(12- 1)+ 1/4+ 1/(11 - 4), or 1.48 (see table
4-A-2). The standard error is 1.48, or 1.22. The
statistic to test the significance of the odds ratio is
obtained by dividing the natural logarithm of the
odds ratio4 by its standard error, which is
ln(O. 16)/1.22, or -1.50. As before, because the ab-
solute value of this ratio is <1.96, the probability
of an effect of this size being observed by chance if
no treatment effect existed is >0.05. Thus, the ana-
lyst would accept the hypothesis that there was no
evidence of a treatment effect in this study. Note
that the smallest value of the number of deaths and
nondeaths in the treatment and control group-1
in this example—is the most important in deter-
mining the variance.

Summarizing the Treatment
Effect Across Studies

The two methods used most frequently to summa-
rize treatment effects across studies are the fixed-

effects model and the random-effects model. The
assumptions underlying the fixed-effects model
are that all studies are estimating the same treat-
ment effect and that the difference in the effects
observed across studies results by chance. The as-
sumptions underlying the random-effects model
are that the treatment effect truly differs across
studies and that the goal is to determine the aver-
age of the different effects. Although fixed-effects
models were used frequently in the past, the use of
random-effects models to summarize the treat-
ment effect has been favored recently (70). In
practice, if the results of the studies are homoge-
neous, the two approaches give the same result.

When the results from different studies are
ready to be analyzed jointly, the analyst may
choose either to search for different characteristics
of the study designs or study populations that
might account for the variation in results, or to
evaluate the homogeneity of the results. If the re-
sults prove to be heterogeneous, varying consider-
ably among studies, the analyst has two options:

1. to refrain from summarizing the results across
studies (summarizing, instead, within groups
that have similar results or not calculating a
summary at all, if the results are markedly het-
erogeneous), or

2. to summarize the results across studies using a
random-effects model.

One could also summarize heterogeneous results
using a fixed-effects model, but although this has
been a common practice in the past it is no longer
recommended.

The search for characteristics of the studies or
study populations that might account for variation
in results can be undertaken by grouping the study
results according to the characteristic under study
and summarizing results within groups. The sum-



Meta-Analysis | 121

mary treatment effects are then compared across
groups. Regression techniques that effectively ac-
complish the same goal can also be used.

Evaluating the Homogeneity of Results
Results sometimes vary greatly and inexplicably
from study to study, which may influence how a
meta-analysis is interpreted. If the study results
are markedly heterogeneous, for example, one
might have little confidence in one’s ability to pre-
dict the effect of treatment in any future study.

The evaluation of the homogeneity of results
across studies in a meta-analysis is based on the
homogeneity chi-square statistic(81 ). This statis-
tic is a sum across all studies of the square of the
difference between the study-specific treatment
effects and the summary treatment effect, multi-
plied by the inverse variance of the study-specific
treatment effect. In statistical terms, the homo-
geneity chi-square statistic is as follows:

Thus, the squared difference of each study’s re-
sult from the overall average is weighted by the
precision of the study. In this way, the deviation of
a small study from the summary treatment effect
contributes little to the homogeneity statistic,
whereas the deviation of a large study from the
summary treatment effect contributes much more.
This makes sense intuitively, because smaller
studies are more likely to deviate from an overall
mean by virtue of sampling error alone (4). Devi-
ation of a large study from the overall mean sug-
gests that the studies in the meta-analysis may
have been samples from populations in which the
treatment effects differed. The expected size of the
homogeneity chi-square statistic is based on the
number of studies in the meta-analysis and is
found in a statistical table for values of chi-square.

The statistical evaluation of homogeneity can

be illustrated using the meta-analysis of fibrolytic
therapy discussed previously. The calculation of
the homogeneity chi-square statistic is based on
several columns in table 4-A-2. Column 7 con-
tains the study-specific odds ratio, and column 9
contains the study weight (l/vi). Column 10 con-
tains the squared difference of the logarithm of the
study-specific odds ratio from the logarithm of the
summary odds ratio (described below). Column
11 contains the product of the study weight and the
squared difference of the effects. At the bottom of
column 11 is the sum of the contribution of each
study, which is the homogeneity chi-square statis-
tic. In this example, the chi-square statistic is 36.9.
The value expected under homogeneity is 35.2 or
less. (This is the value from a chi-square table for
23 degrees of freedom and p=O.05. The degrees of
freedom are the number of studies minus 1.) Thus,
the variation in study results is greater than ex-
pected, suggesting that something other than
chance accounts for the differences in the find-
ings. Perhaps the effect of the drug differs depend-
ing on the exact dose used, the patient population,
the length of time the patients were studied, or
some other factor.

One problem with the homogeneity chi-square
statistic is that it may not detect a variation that has
biologic or practical importance. Therefore, a
search for factors related to study results is recom-
mended, regardless of whether statistical homo-
geneity is present.

Combining Results Across Studies
Once homogeneity has been evaluated, the results
across studies may be summarized, if deemed ap-
propriate, using a fixed-effects model or a ran-
dom-effects model. In a fixed-effects model, the
contribution of each study within the meta-analy -
sis to the summary treatment effect is inversely
proportional to its variance. Thus, larger studies
contribute more to the summary treatment effect
because they have smaller variances. Random-ef-
fects models, however, weight the contribution of
individual studies according to their inverse vari-
ance and according to a measure of the variability
of results across studies. In random-effects mod-
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els, as the degree of heterogeneity increases, the
studies tend to be given more equal weight, as in
a simple average. An advantage of the random-ef-
fects summary for heterogeneous results is that
the estimate of the summary effect is less precise
than that calculated in a fixed-effects model, re-
flecting the greater degree of variation in the study
results.

The random-effects model is now generally
considered preferable where substantial hetero-
geneity exists (70). The illustration below of the
method of calculating a summary treatment effect
across studies uses a fixed-effects model, how-
ever, because that procedure is more straightfor-
ward and reflects the essential points about how
the results from different studies are combined in a
meta-analysis.

To illustrate the fixed-effects model, assume
that the treatment effects for the data from the Yu-
suf meta-analysis were homogeneous. The most
straightforward method of combining results
across studies is to calculate the simple average of
the treatment effects, in which the results of each
study carry equal weight. The fixed-effects model,
however, is a weighted average in which each
treatment effect is weighted by the inverse of the
precision of the estimate (inverse variance
weights). The previous section described how to
calculate the observed deaths minus the expected
number of deaths in the treatment group, O - E,
and its variance, v(O - E), for an individual study.
Summing the O - E across studies is a form of in-
verse-variance-weighted summary treatment ef-
fect. Note that if there were no treatment effect, the
sum of O - E would be zero. If the treatment re-
duced the number of observed cases by 10 percent,
the sum would change accordingly. The 0- E of a
study with a large number of treated subjects
would be larger than that of a study with a small
number of treated subjects. In this way, the larger

studies contribute more to the summary treatment
effects

The sum of 0- E for all studies of fibrinolytic
therapy is -51.4 (seethe bottom line of column 7 in
table 4-A-l). (In statistical notation, this is Z(Oi -
Ei), where i indexes the study and the summation
is across all studies.) In other words, there were
51.4 fewer deaths than expected in all the treat-
ment groups combined. The variance of this sum-
mary treatment effect is the sum of the variances
of each treatment effect, which is 207.1 (see the
bottom line of column 8 in table 4-A- 1 ). In statisti-
cal notation, this is Zvi(Oi - Ei). The square root of
207.1 is 14.4, the standard error; taking the ratio of
the summary treatment effect to its standard error
(-51.4/14.4) yields -3.57, which has an absolute
value greater than 1.96 and thus is statistically sig-
nificant at the p<O.05 level. Therefore, the meta-
analysis supports the conclusion that fibrinolytic
therapy is effective in reducing death after myo-
cardial infarction.

Using data from the same example, one can cal-
culate the summary treatment effect as an odds ra-
tio. This approach more directly illustrates the
principle of the weighted average. The formula for
the natural logarithm of the summary odds ratio is

Zwiln(ORi)/Zwi,

where Wi = l/vi (the inverse variance), OR is the
odds ratio, and i indexes across study results. In
other words, the weight for each study result is
multiplied by the natural logarithm of the study’s
odds ratio. This quantity is then summed across all
i studies (see the bottom line of column 12 in table
4-A-2) and divided by the sum of all the study
weights (see the bottom line of column 9 in table
4-A-2). In the example, this yields an answer of
-48.0/199, or -0.24, the natural logarithm of the
summary odds ratio. Exponentiation of the loga-
rithm of the summary odds ratio (e - 024) gives the
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odds ratio, 0.79. The variance of the summary log
odds ratio is l/Xwl, or 0.005 (i.e., 1/199). The
square root of the variance is the standard error of
the logarithm of the odds ratio, or 0.071. Calculat-
ing the ratio of the summary logarithm of the odds
ratio to its standard error (-0.24/0.071) yields
-3.38, which has an absolute value greater than
1.96 and thus is significant at the p<O.05 level.
This significance means that it is unlikely that a
treatment effect this large would have been ob-
served by chance if there truly were no treatment
effect. Thus, the results suggest a benefit of treat-
ment.

The standard error of the logarithm of the odds
ratio can also be used to calculate the confidence
limits of an odds ratio. The width of the confi-
dence interval is proportional to the standard error
of the odds ratio. Thus, a large confidence interval
implies small precision, and vice versa. A confi-
dence limit for an odds ratio that excludes 1 indi-
cates that the treatment effect is statistically sig-
nificant. The 95-percent confidence interval
around the fixed-effects estimate for the example
data is 0.69 to 0.91, which excludes 1 (see table
4-A-2).

The details of calculating a random-effects
summary are beyond the scope of this document,
although the calculation is not markedly more
complicated than the procedures illustrated
above. In this example, the random-effects model
summary treatment effect is an odds ratio of 0.79
(95-percent confidence interval 0.64 to 1.00).
Note that the confidence interval around this esti-
mate is wider than the confidence interval around
the fixed-effects estimate (see table 4-A-l). The
greater width of the confidence interval reflects
the fact that the study results were more variable
than would be expected if chance were the only
reason for variation. The heterogeneity in this ex-
ample was relatively small; if more marked heter-
ogeneity were present, the difference between the

results of the fixed-effects and random-effects
models would be greater (7).

Regression methods can also be used to com-
bine studies’ results (8,39,40,82). The regression
approach allows the shape of dose-response
curves to be estimated and provides a convenient
method for identifying patterns in study results
associated with characteristics of the study
populations or study designs. Both fixed-effects
and random-effects regression models can be
constructed.

The frequentist approach, which is used rou-
tinely in medical meta-analysis, has been used for
summarizing the treatment effects presented in
this appendix. Another method of summarizing
treatment effects is the Bayesian approach (see
box 4-6 in main text). The Bayesian meta-analyst
specifies his or her belief about the size of a treat-
ment effect and the certainty about that belief prior
to examining any of the results of the studies in a
meta-analysis (28,29,77). In the absence of a
strong prior belief, the Bayesian meta-analyst
may find all possible values of the treatment effect
equally likely (and thus has no certainty about its
size). The results of the studies in the meta-analy -
sis are then used to modify the analyst’s belief
about the size of the treatment effect. The result is
an expression of the analyst’s belief about the size
of the treatment effect that primarily reflects the
results of the studies and only minimally reflects
the prior belief. The contribution of the prior be-
lief (or data) relative to the contribution of the new
data (the studies in the meta-analysis) depends on
the strength of evidence from each source. For ex-
ample, when there is much prior information
about the size of a treatment effect and only a few
small studies are in the meta-analysis, the result of
including the new data in the synthesis may not
much alter the estimate of the treatment effect. In
practice, Bayesian methods give quantitative re-
sults that are similar to those from a random-ef-
fects model.
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SUMMARY
One consequence of the desire for better information about the
economic implications of medical technologies and practices has
been the growing practice of collecting and analyzing economic
data in clinical trials. This type of research entails incorporating
economic measures into the prospective data collection activities
of a clinical trial conducted to determine the safety and efficacy of
a technology. Both the economic and clinical data from the trial
are then analyzed to provide information about the treatment’s
cost-effectiveness. Clinical-economic trials-trials that include
both clinical and economic components-can be initiated either
early in a treatment’s development (e.g., before its approval by the
Food and Drug Administration) or after the treatment has been
used in routine clinical practice.

The number of clinical-economic trials is still very small but is
growing rapidly. Many of the methodological and practical is-
sues that arise in these trials also arise in traditional clinical
trials and in other methods of obtaining cost-effectiveness data.
These include, for example, the importance of the economic per-
spective selected by the researcher and the great variations in
methodological techniques that can affect the comparability of
cost-effectiveness results. In addition, however clinical-econom-
ic trials raise some new issues, such as how to deal statistically
with economic data that is more skewed or requires larger sample
sizes for statistical significance than the clinical data from the
same trial. Also, economic data from a clinical trial may reflect
cost- efficacy (15) rather than cost-e festiveness in the real world,
just as clinical trials may reflect clinical efficacy (under highly
controlled and ideal circumstances) rather than clini- 1125
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cal effectiveness. The data from a study that has
strict criteria for selecting patients and is per-
formed at the best academic medical centers may
contrast greatly with the data from a trial that is
conducted in several community hospitals that are
representative of the average U.S. hospital.

Nonetheless, clinical-economic trials offer the
opportunity to examine the potential cost- effec-
tiveness of a technology before it becomes irrevoc-
ably established in everyday practice, and they
can provide sponsors with useful information.
The demand for early information on the costs
and effectiveness of new technologies is driven by
health care policymakers who hope to improve
medical care without increasing its costs; by pro-
viders who want to remain competitive in a cost-
conscious environment; by insurers who must
make decisions about coverage and reimburse-
ment; and by manufacturers who adapt their re-
search and marketing strategies in response to
these concerns. In view of these demands, clini-
cal-economic trials are likely to become increas-
ingly common. The usefulness and validity of clin-
ical-economic trials can be improved through the
futher development of clinical-economic meth-
odology and the establishment of some consensus
standards for methods and dissemination of study
results. 

T he cost of health care in the United States
has risen rapidly in the past decade. The
proportion of the gross national product
(GNP) spent on health care rose from 9.1

percent in 1980 to 14 percent in 1992 (69). As a
nation, we now spend more than $800 billion
annually on health care, which is more per capita
than is spent in any other country.

Concern over the rising costs and the deficien-
cies in our health care system has led to a wide-
spread desire to increase the availability and quali-
ty of care while containing or reducing the costs.
Policies have been implemented to contain costs
and to promote a more rational allocation of re-
sources for health care services. The federal gov-

ernment has established a per-case prospective
payment system (Public Law 98-21) to control the
cost of hospital care for Medicare patients and a
resource-based relative value scale (56) to control
the costs of physicians’ services. State Medicaid
programs have also imposed severe constraints on
payments for medical services. Managed care has
become an important alternative for employers
who are struggling to keep costs down and was in-
corporated into the Clinton Administration’s pro-
posals for health care reform.

Expensive and new medical technologies and
practices (e.g., magnetic resonance imaging (63)
and recombinant erythropoietin (52)) have re-
ceived considerable attention as one factor that
has contributed to the increase in health care costs
(23,45). When used widely, they may not only
raise costs directly but also indirectly, by increas-
ing the use of other services (34). Attempting to
control the costs of new and expensive technolo-
gies, the federal government has implemented po-
licies such as requiring drug manufacturers to of--
fer discounts to state Medicaid programs (75).
Also, although no formal mechanism exists,
Medicare officials have suggested that they may
establish cost-effectiveness as a criterion for cov-
erage (42), as is done in Australia and other coun-
tries (29). The importance of economic evaluation
was recently reconfined in Congress’s mandate
to the Agency for Health Care Policy and Re-
search (AHCPR) when it was reauthorized in
1992 (Public Law 102-410).

Still, many technologies continue to make their
way into routine medical practice without being
accompanied by economic information to pro-
mote cost-effective use. In part, this reflects the
fact that economic information based on experi-
ment and observation has not been widely avail-
able to those who determine the use of health care
technology. The analyses that have been per-
formed have primarily used data on efficacy
derived from clinical trials, but have resorted to
the use of economic data that are not derived em-
pirically and that are sometimes derived outside of
the context of the clinical use of the technology
(60). Most of these economic evaluations of
technologies have been performed using decision
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modeling, claims data analysis, and other second-
ary data analytic techniques.

To date, relatively few economic analyses have
been based on the economic data collected in clin-
ical trials. In part, this reflects concerns about how
adequately the economic consequences of treat-
ment can be appraised at the same time that clini-
cal benefits are evaluated. Nonetheless, integrat-
ing the collection and analysis of economic data in
clinical trials is a growing practice with several
potential benefits:
■

■

m

Clinical trials, particularly randomized trials,
provide a scientifically rigorous method of
assessing the clinical benefits (e.g., efficacy
and safety) of new technologies (38).
Clinical trials conducted for the FDA-approval
process provide opportunities to collect eco-
nomic data at the time when they may be most
needed for planning and guiding the appropri-
ate use of a treatment by health care providers.
In contrast to clinical trials, studies using sec-
ondary data often incorporate data from dispa-
rate and sometimes incompatible sources,
which makes the results difficult to interpret or
apply. Thus, relevant economic data collected
early and rigorously could be especially useful
when coupled with strong experimental designs.

Role in Evaluating Health Technologies
Clinical-economic trials provide helpful data for
organizations and individuals who must decide
how to develop, pay for, or use medical technolo-
gies. The decisionmakers include insurers, pro-
viders, manufacturers, and panels that formulate
national clinical practice guidelines.

Each type of decisionmaker evaluates the eco-
nomic aspects of a particular technology from a
different perspective, which affects what kinds of
economic data are collected and how they are ana-
lyzed and interpreted. An insurer may want in-
formation about the technology’s effect on claims
for health services in order to promote the ap-
propriate use of the technology and to adjust pre-
miums; a provider may be concerned about how
the technology would affect the cost of providing
care; a manufacturer may use economic data to fa-

cilitate the development and application of new
technology, the availability of health insurance
coverage, and the strategies for marketing; a na-
tional guideline panel may use economic data to
arrive at recommendations that meet the public in-
terest in conserving national resources. The con-
sumer’s perspective influences the decision about
which data to collect in a clinical-economic trial
and about how to analyze and interpret the data.

Insurers
Private insurance companies are concerned about
how expensive medical technologies will affect
their ability to set competitive insurance pre-
miums and about whether new technologies will
result in unexpected payments that exceed the rev-
enue from premiums. Early and better informa-
tion about the cost-effectiveness of treatments is
thus increasingly valuable to private insurers who
are attempting to predict and control their costs.
The need will be even greater if managed care or-
ganizations such as health maintenance organiza-
tions (HMOS) continue to spread.

In the future, it is even possible that denials of
payments for particular health care services might
be defended on the ground that the benefits are
small in relation to the costs or that other services
could result in equal benefits at lower costs. Data
on cost-effectiveness would be crucial in such a
debate.

Public health insurance programs, such as
Medicaid and Medicare, are under pressure to
control the rising costs that have resulted from in-
creased enrollment and the expansion of federally
mandated benefits. Like their private counter-
parts, public insurers are concerned about the
costs arising from the widespread use of expen-
sive technology. Data on the economic conse-
quences of such technology are needed for in-
formed decisions about coverage and payment
policies. Rules requiring public insurers to pro-
vide or withhold coverage based on cost-effec-
tiveness (e.g., the proposed addition of cost-effec-
tiveness to the current “reasonable and necessary”
criteria for Medicare coverage of medical services
[54 FR 4302]) must be based on credible econom-
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ic and clinical data and must be promulgated in a
timely fashion.

Published economic analyses of treatments re-
ceived by the Medicare population (e.g., refer-
ences 51, 64) suggest that the medical community
is increasingly aware of the importance of evaluat-
ing the cost implications of expensive new
technology from the perspective of third-party
payers. Many of these studies, however, are pub-
lished after the technologies and policies for pay-
ing for them have become implemented in routine
clinical practice—when both practice styles and
payment policies are much more difficult to alter
than they would have been in the initial stages of
the technology’s dissemination. For example, if
early clinical trials revealed that using recombi-
nant erythropoietin to treat the anemia caused by
chronic kidney disease could reduce the costs of
hospitalization and transfusion-related illnesses
in dialysis patients, the Medicare program—as the
principal payer for the care provided to patients
with end-stage renal disease—might be willing to
pay more for the use of the drug. Thus, early in-
formation about the economic effects of treat-
ments under study in clinical trials could promote
the spread of cost-effective technology.

Providers
An important result of the pressure for cost con-
tainment has been the establishment of the Medi-
care prospective payment system, under which
providers receive predetermined payments for
Medicare beneficiaries’ hospital stays (Public
Law 98-21 ). Many state Medicaid programs have
also adopted per-case prospective payment sys-
tems. This payment method may sometimes dis-
courage hospitals from using expensive new
technology because the increased cost it entails
does not bring commensurate revenue in the short
term (3,70). Consequently, hospital administra-
tors want to know whether purchasing and using
new technology would not only improve patients’
health but also pay for itself. Assessing the eco-
nomic implications prior to purchasing a new
technology has become more common as changes

in reimbursement levels have increased the pres-
sure for limiting costs.

Hospitals’ pharmacy and therapeutics commit-
tees, which are responsible for determining which
drugs are placed on the hospitals’ formularies, fre-
quently rely on economic analyses in making their
decisions. For example, such committees deter-
mine whether patients with acute myocardial in-
farction will usually be given recombinant tissue
plasminogen activator or streptokinase, whether
low-osmolality or high-osmolality contrast agents
will be used in radiologic-imaging examinations
(such as computed tomography and cardiac ca-
theterizations), and whether the expensive new
anti-emetic drug odansetron will be used instead
of traditional anti-emetic drugs.

Manufacturers
Because new medical treatments may be less like-
ly to be used if they are too costly, manufacturers
are increasingly concerned about producing
technology that is not only safe and efficacious but
also cost-effective. In Australia, for instance,
pharmaceutical manufacturers must submit evi-
dence that products are cost-effective before they
can be included on the government’s list of reim-
bursed products (12). As more countries adopt
such requirements in the future, manufacturers
will want to be able to use data from clinical-eco-
nomic trials that address the issues of different in-
ternational markets. The growing market pressur-
es have led a growing number of manufacturers to
evaluate the cost implications of new technologies
at earlier stages of development in order to:

●

avoid making substantial investments in prod-
ucts that are unlikely to be covered by insur-
ance or accepted by providers,
ensure that data on the economic implications
of the technologies are available for marketing
purposes, and
facilitate the establishment of prices that will
provide adequate returns on the manufacturers’
investments, while maintaining the technolo-
gies’ economic viability.
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In some cases, manufacturers might also use eco-
nomic information to help make other internal de-
cisions as well. For example, a pharmaceutical
manufacturer developing a drug with possible
applications for a number of different diseases
might find economic data valuable for deciding
which of the possible indications for the drug it
should seek Food and Drug Administration (FDA)
approval for.

Guideline Panels
Expert panels convened by federal agencies (and
other organizations) routinely develop clinical
practice guidelines based on information about
the safety and effectiveness of medical technolo-
gies. The use of information about the costs and
cost-effectiveness of technologies by such panels
is less common but not unknown, and it may in-
crease.

Since 1977, for instance, the National Institutes
of Health (NIH) has convened conferences to de-
velop statements of consensus about important
management issues in medical care. Although the
primary purpose of these statements is to com-
ment on the efficacy and safety of treatments, 16
of these statements have used the word cost- effec-
tiveness, and three conferences have addressed the
question of cost-effectiveness (19). Cost issues
were discussed at 53 of the 93 consensus develop-
ment conferences held between 1977 and 1992
(19).

One of the functions of AHCPR, which was es-
tablished in 1989, is to develop clinical practice
guidelines (Public Law 101-239). Although the
original mandate emphasized the reduction of
variations in medical practice and outcomes as a
goal, rather than cost containment, legislation
reauthorizing the agency in 1992 directed it to in-
corporate cost-effectiveness information into its
technology assessments, where feasible, and to
consider health care costs when developing prac-
tice guidelines (Public Law 102-410).

A recent AHCPR guideline on cataract man-
agement in adults contains a section on the cost of
care, but the panel that developed the guideline
found no published data regarding the cost of pre-

operative, intraoperative, or postoperative care
(72). Some panels clearly desire the economic
data that could be generated from clinical trials,
and the demand for such information may increase
in the future.

Current Applications
A variety of medical technologies—such as phar-
maceuticals, devices, procedures, and other ser-
vices—have been assessed in economic compo-
nents of observational or experimental clinical
trials. The fact that these trials have addressed di-
verse populations (e.g., children and elderly
people or inpatients and outpatients) and various
illnesses suggests that economic analysis is
broadly applicable in clinical studies. The diversi-
ty reflects the needs of those who use economic
data (often the sponsors) and the capacity and in-
terests of the different types of organizations that
actually conduct the evaluations (box 5-1 ).

Several recent clinical-economic trials spon-
sored by industry and conducted at academic
institutions have assessed both the financial and
medical effects of new pharmaceuticals:

m

m

In a recent study sponsored jointly by Schering-
Plough and Sandoz, for instance, researchers at
the Memorial Sloan-Kettering Cancer Center
examined the costs and benefits of granulocyte
microphage colony stimulating factor (GM-
CSF) as an adjuvant therapy in relapsed Hodg-
kins disease (28).
A study sponsored by Hoechst-Roussel Phar-
maceuticals, Inc., and conducted at the Univer-
sity of Southern California School of Medi-
cine, was designed to ascertain the costs and
medical outcomes of treating spontaneous bac-
terial peritonitis with short courses of antibiot-
ics as compared with long courses of antibiot-
ics (59).
Researchers at the Johns Hopkins Medical
Institutions evaluated the relative cost-effec-
tiveness of low-osmolality and high-osmolal-
ity radiographic contrast media in patients un-
dergoing cardiac angiography (50) in a study
sponsored by Sanofi Winthrop, a manufacturer
of radiographic contrast media.
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Those who use economic analyses sometimes sponsor and perform their own clinical-economic

trials, as do manufacturers and other sponsors. Academic and government researchers also perform

the analyses in clinical-economic trials funded by outside sponsors.

Manufacturers. Manufacturers face tremendous incentives to prospectively evaluate the economic

implications of new technologies in order to ensure that economic data are available at the time the

products are launched. The trials may be initiated by any of several departments with the firms, includ-

ing the clinical research and marketing departments, Because most manufacturers currently lack the

extensive expertise necessary for conducting such studies, academic institutions or other private enti-

ties are usually given grants or contracts to conduct them, but many manufacturers are recruiting ex-

perts (e.g., doctoral- or master’s-level health economists) to improve their in-house capabilities.

Academia. The economic analysis of medical technology has evolved into a discipline in some uni-

versities in response both to concern for health policy and financing and to demands from industry

(27,51 ,55,62). Many of the analytic techniques applied in economic analyses, whether performed in the

context of clinical trials or not, have been developed by academicians, which makes universities a

source of expertise. The demand for economic information has led to an initial collaboration between

academia and health care providers, especially within academic medical centers. Inasmuch as aca-

demic medical centers are often the loci for clinical trials of the efficacy and safety of emerging technol-

ogies, economic evaluations in conjunction with these trials are natural extensions.

Private consulting firms. Other private sector organizations, such as consulting firms and think

tanks, are often called upon to perform economic analyses of medical technologies. The funding for

this work has come, in large part, from manufacturing firms. A firm conducting a clinical trial-either

internally or through a grant or contract with an academic organization or health care provider—might

turn to consulting firms with expertise in health policy and economics. These firms might be asked to

identify the reimbursement and marketing issues associated with a new product and then to collaborate

with the investigators who are designing the clinical trial to collect economic information that will be

useful for launching the product.

Government. The government is an important sponsor for biomedical research in general, but aside

from a few studies funded by the Agency for Health Care Policy and Research, government sponsor-

ship of economic analysis in clinical trials has been limited. Some institutes of the National Institutes of

Health have occasionally permitted the collection and analysis of economic data within their clinical

trials, although the funding for the economic components has come from elsewhere (such as founda-

tions and AHCPR). The potential exists for more such trials, inasmuch as the National Cancer Institute,

the National Heart, Lung, and Blood Institute, and the National Institute on Aging occasionally consult

with extramural scientists on economic issues and implications and also have intramural scientists (in-

cluding economists) engaged in economic studies other than clinical trials. These scientists often per-

form post-hoc analyses of data using economic modeling. Although the Health Care Financing Admin-

istration and other public payers are becoming important consumers of economic information from

clinical trials, there IS little evidence that they are conducting or sponsoring such studies.

SOURCE: Neil R Powe and Robert I Griffiths, 1995.
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Other types of manufacturers have also pro-
vided funding, technical support, and equipment
to researchers collecting economic data in clinical
trials, for example:
■

m

■

Support Systems International, which makes
air-fluidized beds, provided equipment, con-
sultations, and technical services to researchers
who compared the cost-effectiveness of home
air-fluidized therapy with that of conventional
home therapy for pressure sores (65).
Burron Medical, Inc. sponsored a study
comparing the time and cost of filling syringes
with automated versus manual methods (l).
Researchers at the Nuffield Department of Ob-
stetrics and Gynecology at Oxford received a
loan of equipment to compare the costs and out-
comes of videopelviscopy with those of laparo-
tomy for treating ectopic pregnancies (4).

Several economic studies have also been per-
formed by health care providers to justify their
own costs or to improve efficiency:
●

●

m

A study conducted by the First Hill Orthopedic
Clinic in Seattle, for example, demonstrated
that despite requiring relatively long hospital
stays, total hip arthroplasty for patients older
than 80 was a cost-effective alternative to plac-
ing the patients in nursing homes (5).
A Department of Veterans Affairs (VA) study
demonstrated that the costs of VA-hospital-
based home care for the terminally ill were
comparable to those of community home care
or hospice care, and that patients and caregivers
expressed the greatest levels of satisfaction
with hospital-based home care.
A cost-effectiveness study comparing erythro-
mycin with mupirocin as treatments for impeti-
go in children, conducted by researchers in the
Department of Pediatrics at the Johns Hopkins
Medical Institutions, evaluated not only the
costs of the medical treatments but also the

nonmedical costs incurred by the families as a
result of the illness (58).

Public agencies and private philanthropic orga-
nizations have also played important roles in con-
ducting or sponsoring clinical trials with econom-
ic components.

The World Health Organization, for example,
was one of the sponsors of a study in which the
use of biobrane was compared with the use of
l-percent silver sulfidiazine in the outpatient
management of partial-thickness bums (22).
The National Center for Health Services Re-
search ] sponsored several clinical studies with
economic components. The studies investi-
gated the costs and benefits of cyclosporine rel-
ative to prednisone and azathioprine in improv-
ing the results of renal transplantation (61).

These assessments reflect the diversity of ap-
proaches to economic analysis of medical
technology such as study design (e.g., perspective
of the analysis and types of costs considered). The
scope of these trials demonstrates that providers,
payers, and patients are concerned with economic
issues in all types of health technology applica-
tions. Despite the variety of health technologies
studied, however, a recent study indicates that few
clinical trials (0.2 percent) include economic anal-
yses (2) and that no relationship has been estab-
lished between the methodology for economic
analysis and the quality of the research. Therefore,
clinical-economic analyses have so far produced
few sound data to which health care policy makers
can turn for guidance.

METHODOLOGICAL CONSIDERATIONS
Conducting clinical-economic trials to assess the
cost-effectiveness of emerging technologies en-
tails a number of methodological considerations
that can challenge researchers and affect the use-
fulness of the information generated by the trials.

1 NCHSR was eliminated with the establishment of the Agency for Health Care Policy and Research In 1989.
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| Analytic Framework

Traditional   Clinical
vs. Clinical-Economic Trials
Because a clinical-economic trial is a particular
type of clinical trial, many of the methodological
and practical issues that arise in traditional clinical
trials also pertain to clinical-economic trials. The
nonrandom allocation of treatments to groups of
patients can bias both economic and clinical find-
ings, because important characteristics of the pa-
tients in the experimental and control groups may
differ. Also, clinical trials, particularly those con-
ducted in the early stages of a technology’s devel-
opment, require designs that may diverge from
normal clinical practice. The early clinical trials of
the drug recombinant human erythropoietin (18),
for example, included only a small number of rela-
tively healthy dialysis patients (those without sys-
temic illnesses) and were performed in institu-
tions where patients were likely to receive
superior care. Although the early trials yielded
very encouraging results, a subsequent study of
more than 50,000 patients suggested that the effi-
cacy demonstrated in the early trials might not be
as high for the general population of dialysis pa-
tients, in part because of differences in the patient
populations, the physicians’ practices, the regula-
tory influences, and the quality of care (53).

What distinguishes clinical-economic trials
from traditional clinical trials is the incorporation
of resource usage and costs as outcome measures
and their subsequent availability for further analy-
sis. These economic measures and the rationale
for collecting them pose distinct issues for re-
searchers. Hypotheses to be tested in a clinical-
economic trial include a technology’s effects on
both the patients’ health and the costs of treat-
ment. The clinical trial’s protocol and setting may
place their own special constraints on the collec-
tion of relevant data about costs.

Economic data can be collected prospectively
in longitudinal studies ranging from observation-
al studies to experimental studies (e.g., random-
ized controlled trials). Although the traditional
definition of clinical trials excludes studies with

historical control groups, some of the consider-
ations that apply to clinical-economic studies
probably extend to studies without control groups
or to studies with historical controls. The purpose
of collecting economic data in observational stud-
ies in which no direct comparisons are made be-
tween technologies is usually to identify or enu-
merate the costs of applying specific technologies
or the costs associated with specific illnesses. An
economic comparative trial, whether experimen-
tal or observational, compares the costs or cost-ef-
fectiveness of two or more alternative strategies
for managing a condition or disease. These dis-
tinctions affect the types of conclusions research-
ers can draw about comparative efficiency and
outcomes, because comparative studies yield in-
formation on relative outcomes.

Clinical-economic trials may also be viewed in
the same way as other economic analyses. Such
trials are most commonly performed as part of
cost-effectiveness analyses, which assess the
comparative costs and effectiveness of alternative
technologies (see box 5-2). Within this frame-
work, the trials can be thought of as providing a
way to incorporate economic measures into pro-
spective clinical studies. The economic measures
include: 1) resources consumed as a result of the
application of medical technologies, and 2) the
costs of those resources from different perspec-
tives.

Types of Resource Consumption and Costs
Any resources consumed in providing  health care,
or as a result of illness, cannot be used for other
purposes. Resources are typically valued by econ-
omists in terms of the next best alternative uses,
known as the opportunity costs. Because the op-
portunity costs are reflected in the price one is
willing to pay for using resources, the resources
are usually valued in dollars, but economists may
also speak of the value of the resources in terms of
utility. Dollars and utilities are simply different
ways of valuing the resources that are consumed.

It is important to distinguish between account-
ing and economic costs (20). Accounting costs are
the monetary outlays associated with the con-
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The demand for evaluating the costs and benefits of medical technology has led to three basic

types of comparative health economic analyses: cost-identification, cost-benefit, and cost-effectiveness

(10,15,73), Each method requires economic data that may be collected during a clinical trial.

Cost-identification analysis enumerates all the costs of applying a technology to a specified popula-

tion under a particular set of conditions (such as inpatient care). The analysis is usually performed in

conjunction with a longitudinal and observational clinical study that does not compare the benefits of

one technology with those of alternative technologies. Researchers examine the natural history, in an

economic sense, of the group of patients in the study. The resources expended by the providers and

the patients for the technology and all associated interventions are measured, and the overall costs are

calculated. Analysts can also enumerate the contributions of different types of resources (labor, sup-

plies, and capital), as well as the contributions of particular subgroups of patients, to the overall costs.

Researchers can determine, for example, whether labor costs are greater than capital costs or whether

the costs of therapy are similar for young and old patients, male and female patients, black and white

patients, or high- and low-risk patients. Cost-identification studies are also performed to obtain pilot

data for use in planning experimental trials or comparative studies (54). Cost-identification data can

also be integrated with other clinical data (from outside the trial) using modeling or simulation ap-

proaches to compare technologies.

Cost-benefit analysis enumerates and compares both the costs of applying the technology and the

net savings resulting from its therapeutic benefits. One strength of this type of analysis is that it provides

a rule for deciding whether to adopt or reject a technology from a strictly economic perspective. Health

care providers may want to know not only that a particular drug prevents a certain number of heart

attacks per year at a specific cost, but also that the drug saves money for the provider or the insurer. If

the sum of the benefits is greater than the sum of the costs of using the technology, the net benefit is

positive and the technology should be adopted. One limitation of this approach, however, is that the

therapeutic benefits must be expressed in monetary terms. Placing dollar values on decreased mortal-

ity or morbidity is highly controversial, and existing techniques may systematically undervalue or over-

value the lives of individuals in certain groups (such as very young, elderly, or impoverished people).

Cost-effectiveness analysis also entails the explicit valuation of the costs and therapeutic benefits of

applying medical technology and compares net costs to net benefits. In contrast to cost-benefit analy-

sis, however, cost-effectiveness analysis expresses therapeutic benefits in such reduced-mortality or

-morbidity measures as years-of-life-saved or quality-ad justed-years-of-life-saved, The strength of this

approach is that it obviates the need to assign dollar values to life-years saved or to reduced morbidity.

At the same time, however, it produces no explicit decision rule for adopting or rejecting the technology.

Whether a technology whose cost-effectiveness ratio is $100,000 per life-year saved is adopted de-

pends on whether the decisionmaker considers a year of life to be worth at least $100,000.

Cost-identification analyses may be most appropriately incorporated into observational trials, while

cost-benefit and cost-effectiveness analyses may be more appropriately incorporated into experimental

trials whose objectives include either comparing the costs and benefits of alternative technologies or

comparing the costs and benefits of a technology with those that would occur without intervention.

SOURCE Neil R. Powe and Robert   I. Griffiths, 1995
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sumption of resources, whereas economic costs
include not only the monetary outlays but also the
opportunity costs. For example, the accounting
cost of an illness includes only the cost of the treat-
ment, while the economic cost includes both the
cost of the treatment and the loss of earnings that
results from the patient’s morbidity or mortality.
A distinction can also be drawn between fixed
costs and variable costs (67). Variable costs
change (at least in the short term) in accordance
with the extent to which health services are pro-
vided, whereas fixed costs are independent of the
quantity of health services provided. Variable
costs typically include labor and supplies, while
fixed costs often include equipment. Economic
analysts also distinguish average costs from mar-
ginal or incremental costs. Average costs include
both the fixed costs and the variable costs appor-
tioned across all units of a particular resource,
whereas marginal costs are the additional variable
costs of providing additional services.

The total value of resources consumed for
health care can be categorized as direct medical
costs, direct  nonmedical costs, and indirect eco-
nomic costs (15,73).
●

●

●

Direct medical costs result from the consump-
tion of medical resources in applying a technol-
ogy to produce health care services. For instance,
magnetic resonance imaging entails the use of
capital equipment (the imaging machine), staff
time to operate the equipment, and professional
time to interpret the results. Medical complica-
tions arising from the use of some technologies
may also result in the consumption of addition-
al resources, which are counted as direct medi-
cal costs of applying the technology.
Direct nonmedical costs are associated with the
application of a technology but do not result
from the consumption of medical resources.
Such costs may include expenditures for travel
or parking, food, lodging, or child care in con-
junction with medical treatment (43). For sev-
eral types of chronic debilitating illnesses, the
direct nonmedical costs can be substantial.
Indirect economic costs result from the excess
morbidity or mortality associated with the ap-

plication of a technology or with its side ef-
fects. Excess mortality or morbidity frequently
entails an individual’s loss of the opportunity to
produce valued resources, goods, or services.
Often referred to as the loss of human capital,
such costs include lost wages resulting from
decreased life expectancy or earning ability re-
ductions resulting from disability.

The cost savings associated with a technology
are measured in terms of the expenditures that are
obviated by the technology’s therapeutic benefits.
If the application of one technology eliminates the
need for an inferior alternative or for related
technologies, the medical-resource costs of apply-
ing the inferior technology may be counted among
the savings of the superior technology. If the
technology’s therapeutic benefits decrease the use
of medical resources, the costs of the unused re-
sources are additional savings. If the application
of a technology eliminates the need for a second
technology that is associated with side effects, the
medical resource costs of treating those side ef-
fects may be counted among the savings
associated with the first technology. In radiologic
procedures, for example, fewer adverse reactions
result from the use of low-osmolality contrast me-
dia than from the use of conventional high-os-
molality contrast media, which means that the
cost of managing complications may be lower
with the former than with the latter.

Similar principles apply to valuing the indirect
cost savings associated with applying one
technology in lieu of another. The increased earn-
ings associated with incremental gains in life ex-
pectancy or reduced morbidity may be counted
among the savings. For instance, if applying a
technology increases a patient’s life expectancy
by two years, during which the individual is ex-
pected to earn $60,000, the indirect savings would
be $60,000.

Depending on the purpose of a clinical-eco-
nomic trial, the availability of data, or the avail-
ability of resources for conducting the study, re-
searchers may assess a limited range of resources
or costs. The resulting picture of the technology’s
economic implications may therefore be incom-
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plete, and decisionmakers who try to use the data
may not understand what has been included in the
analysis.

| Selection of an Economic Perspective
An important initial step in any clinical trial is to
determine the perspective of the analysis. Analy-
ses can be performed from the point of view of so-
ciety, of the health care provider (clinic, hospital,
or physician), of the payer (Medicare, a private in-
surance company, or an HMO), or of the patient.
The exact methods of collecting economic data
and the types of economic data collected may vary
for different perspectives.

Choosing a perspective is critical in the design
of a clinical-economic trial, because the perspec-
tive dictates what resources will be examined,
what types of cost data will be collected, how the
analysis will be structured, and ultimately what
kinds of conclusions and recommendations will
emerge. A common problem with economic anal-
yses is the failure to establish or clarify the analyt-
ic perspective (24). This failure can result in the
collection and synthesis of economic data that are
not pertinent to some decisionmakers. For exam-
ple, using data on a provider’s billed charges to es-
timate the costs of some resources (from the
payer’s perspective) and using a provider’s own
cost data to estimate the costs of other resources
(from the provider’s perspective) yields a hybrid
result that represents the view of neither the payer
nor the provider.

In addition, there is a common misconception
that only one correct perspective exists for mea-
suring costs. Some analysts believe that the soci-
etal perspective is best because it addresses the
public good. Although the societal perspective
may be favored for national allocative decisions
and may address the public interest, it does not al-
ways address the needs of specific decisionmak-
ers, such as third-party payers, employers who
pay for care through health premiums or self-in- .
surance, providers who must decide whether a
technology is worth using, or patients who face
out-of-pocket costs. The correct perspective is the

one that will yield information of relevance to the
decisionmaker, whoever that might be.

Another misconception is that the conclusions
drawn from a clinical-economic trial will be the
same from all perspectives. In fact, however, con-
clusions can vary substantially. For example, one
cost-benefit analysis performed in a clinical-eco-
nomic trial of the use of low- versus high-osmolal-
ity contrast media in cardiac catheterizations sug-
gests that the higher material cost of using
low-osmolality contrast media is partially offset
by the reduction in the costs of managing adverse
reactions, but that the offset is lower from the hos-
pitals’ perspective than from society’s perspective
and that it may not be realized by third-party
payers (50).

| Resource Measurement Methods
In addition to clinical information (such as risk
factors and outcomes), two types of data are re-
quired for a clinical-economic trial: the medical
and nonmedical resources that are consumed and
the costs of those resources (from the chosen per-
spective). Quantitative measures of patient prefer-
ences for clinical benefits (patient utilities) pro-
vide another important measure of economic
outcomes, but the appropriateness of performing
utility measurements on persons enrolled in clini-
cal trials is still the subject of debate. A clinical
trial may not always be the appropriate setting for
eliciting patients’ preferences for outcomes or
treatment, inasmuch as the process of the trial may
itself influence patients’ responses.

Of the several ways to collect data on the re-
sources consumed in the context of a clinical trial,
some are better suited than others to particular
purposes. Which approach is most useful depends
on the characteristics of the technology, the pa-
tient population, the clinical setting, and the per-
spective of the analysis.

Reviewing Charts
The medical records of the patients enrolled in a
trial can be reviewed to abstract data about a vari-
ety of resources (8,25), including admissions to
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the hospital, the use of laboratory or imaging tests,
other ancillary services (e.g., electrocardiograms,
foley catheters and respiratory or physical thera-
py), any consultations by specialists, and the days
spent in a special care unit (e.g., an intensive-care
unit or a laminar-air-flow room). Regardless of
whether the review is performed to document out-
patient or inpatient services, the medical records
must be complete, and those persons reviewing
charts must be trained in medical record abstrac-
tion to avoid problems such as overcounting re-
sources because of imprecise documentation. (For
example, if the time of day is recorded inaccurate-
ly, abstracters may have difficulty determining
whether separate documentation refers to the
same test.)

Chart reviews can be problematic where there-
cordkeeping is below standard or where the re-
cords are kept in different places. Problems also
arise when test results are not recorded in the med-
ical record until weeks after the tests have been
performed and the orders do not document the
submission of samples for testing (e.g., when a
physician sends blood for thyroid-function tests
directly to the laboratory without entering the in-
formation in the order sheet). Abstracters face oth-
er difficulties if they must use records at more that
one place (e.g.. in a multicenter study) and the or-
ganization of the records varies from site to site.
An assessment of the interrater and intrarater reli-
ability of the record abstracts is important for any
study that uses data from charts.

One limitation of medical records is that they
generally do not provide data on direct non-medi-
cal resources or on the resources used to estimate
indirect costs. The records may also fail to docu-
ment such direct medical costs as nonprescription
drugs taken at patients’ homes.

Examining Patients’ Bills
Patients’ bills are often the source of documenta-
tion on the use of medical resources (61,65). In
some cases, bills can back up poor recordkeeping,
but they only capture the resources that are
charged to the patient or to a third-party payer.
Many of the resources that are consumed never ap-

pear on patients’ bills, either because the provid-
ers do not receive additional reimbursement for
the resources or because the provider sometimes
neglects to bill for reimbursable services. At the
same time, some of the resources that appear on
patients’ bills may never have been used for those
patients. The extent to which these errors occur
may vary from one institution to the next.

Using patients’ bills to ascertain the consump-
tion of medical resources maybe most appropriate
for assessing costs from the perspective of a third-
party payer, because the bills reflect the resources
for which the payer will be asked to pay. Patients’
bills may not be so useful for identifying costs
from the provider’s viewpoint, inasmuch as some
of the resources consumed may not appear on the
bills. Another limitation is that bills from institu-
tional providers do not document the provision of
physicians’ care, which is usually billed separate-
ly. In addition, physicians’ bills maybe generated
from multiple sources, which makes it difficult to
collect data on all the care provided by physicians.

Interviewlng Providers or Patients
Another technique for obtaining data on resources
is to ask providers about the services they per-
formed or ordered for patients, or to ask patients
about the services they received (65). Although
interviews are straightforward when used to iden-
tify a few obvious and highly visible resources,
they can be complex if they include many eco-
nomic aspects of treatment, such as complications
of treatment, disability, and work loss. Detailed
interview protocols with branching logic may
have to be developed. In addition, providers who
participated in only a limited aspect of the pa-
tients’ care may have no information about the
broader and longer-term consequences of the
treatment.

In such circumstances, questionnaires regard-
ing the consumption of medical resources should
be administered soon after the services have been
provided in order to avoid problems with recall. In
addition, patients’ questionnaires should be sim-
plified to capture only general categories of re-
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source consumption, because most patients can-
not provide detailed information either because
they were too sick to comprehend their physi-
cians’ explanations or because they were never in-
formed in a detailed way (e.g., they knew that they
had blood tests or x-rays, but not whether they had
complete blood counts or magnetic resonance
imaging).

Interviews with patients are particularly useful
when patients are served by several health care
providers or have multiple sources of payment
that are not captured by a single data collection
system. To minimize difficulties with recall, pa-
tients can also keep diaries or logs of the health
care resources they use. Finally, interviews may
be the only way to identify the use of resources
that comprise direct nonmedical costs or indirect
economic costs (such as days lost from work).

Conducting Time-and-Motion Studies
In some studies, researchers must measure the
process of producing health services on a more de-
tailed chronological basis (e.g., minute-by-min-
ute) and note all of the labor and nonlabor re-
sources that are expended (17,26,47). To measure
the effect of a device for patient-controlled analge-
sia versus nurse-delivered analgesia for patients
who have had recent surgery, for instance, re-
searchers might examine how many minutes
nurses use for each strategy to relieve postopera-
tive pain. Typically, in a time-and-motion study,
the nurses would be directly observed and the
tasks timed with a stopwatch (1).

Although time-and-motion studies yield very
accurate results, they are expensive to perform,
because they require intensive observation by the
researchers. Another concern is that those being
observed may alter their behavior in response to
the observation.

| Cost Assignment Methods
Once the researchers have measured the resources
that are consumed by participants in a clinical-
economic trial, they must assign the appropriate
costs to those resources. It is widely recognized

that the actual costs of providing health care ser-
vices are likely to differ substantially from the
charges that providers submit to patients or third-
party payers (20). Charges often reflect what the
market will bear, rather than the true cost of there-
sources consumed in providing health care ser-
vices. Therefore, charges are often set arbitrarily
and may vary substantially among facilities
whose costs for producing health services are sim-
ilar. Furthermore, submitted charges are not al-
ways fully paid. The amount paid can vary by
payer, delivery system (e.g., negotiated discounts
by a managed care insurer), and geography (e.g.,
state-mandated inpatient rate-setting in Mary-
land). These factors demand that researchers do
more than simply collect information about what
charges were submitted.

In estimating the total costs associated with a
medical technology or clinical management strat-
egy, researchers often take one or both of two ap-
proaches.

1.

2.

They may build up the costs from the level of
the individual resources (such as a dose of peni-
cillin or an hour of a nurse’s time), an approach
often referred to as microcosting.
They may assign costs to resources at an aggre-
gated (bundled) level of resources (such as a
hospitalization or a clinic visit). Under this ap-
proach, investigators often use cost-to-charge
ratios specific to the institutions or cost centers
to estimate the actual costs from the charges.

One practical concern is the availability of sys-
tems that can yield data on the various types of
costs incurred by institutions or providers. Al-
though the systems of some hospitals and clinical
practices are sophisticated (40), those of others are
archaic. This may limit researchers’ ability to per-
form studies in some settings or limit the type of
data that can be collected (e.g., charges versus
costs), which may explain why so many studies
have reported on charges rather than costs
(5,22,28,46,48,49,65,74).

Microcosting
A very time-consuming process of collecting cost
data, microcosting usually requires investigators
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to work with the staff of a hospital or clinic to iden-
tify the expenses for various resource inputs, such
as capital, labor, and supplies ( 17,32,33,54). In an
institution where purchasing and hiring decisions
are decentralized, this process may entail contact
and discussions with a large number of organiza-
tional units (e.g., the pharmacy, nursing, cardiolo-
gy, laboratory medicine, physical therapy, and
professional-fee billing departments).

Some institutions or departments may have so-
phisticated methods of evaluating the true costs of
producing services. For example, the pharmacy
may have developed standards for valuing the
pharmacists’ time, the ancillary supplies, the ma-
terial used in acquiring a dose of antibiotic from
the supplier and getting it to the bedside and into
the patient. A detailed and well-documented,
centralized cost accounting system can help a
great deal. Researchers sometimes turn to pub-
lished estimates of costs—using, for example, the
Drug Topics Redbook to arrive at the cost of mate-
rials for pharmaceuticals. Although the publica-
tion provides useful approximations, in that it lists
wholesale costs, the discounts often given to
health care institutions by suppliers are not re-
flected. To assess the use of outpatient resources,
researchers might conduct a local survey of pro-
viders and calculate the average cost (or charge)
for a service (58).

Additional methodological issues in micro-
costing concern the allocation of overhead costs
(also referred to as indirect accounting costs). Av-
erage costs include overhead, but analysts may
differ on the extent to which certain categories of
overhead—such as departmental overhead (e.g.,
the department manager’s salary) and hospital-
wide overhead (e.g., the chief executive officer’s
salary) should be included (39,54). Different ap-
proaches to the inclusion of various types of over-
head may yield vastly different results. Standard-
ization is lacking.

Assigning the Costs of
Aggregated Resources
Whether assigning costs on an aggregate level is
appropriate depends on the study’s perspective

and the availability of data. For instance, aggrega-
tion at the hospital discharge level may be ap-
propriate in assigning Medicare’s cost for a hospi-
tal admission using payments based on diag-
nosis-related groups (DRGs). Cost-to-charge ra-
tios provide a convenient way to estimate the actu-
al costs for medical services from the charges to
payers. A ratio of .80 would imply that the true
cost of a service is 80 percent of its charge.

Although cost-to-charge ratios are commonly
used to estimate the cost of hospital services (8),
there is some debate about how the methods are
used. Many researchers have used the ratios from
Medicare cost reports, which are widely available,
but some investigators advocate the use of depart-
ment-specific ratios, while others believe that the
less complex institutional level ratios are ade-
quate. The distinction is that department ratios
purport to value like services the same (e.g., the
cost-to-charge ratio for a chest x-ray is the same as
that for a knee x-ray, but differs from the ratio for a
blood glucose test), whereas institutional level ra-
tios value all services the same (e.g., the ratio is
the same for a CT scan and an antibiotic). Thus,
institutional-level cost-to-charge ratios may not
account for the fact that expensive devices or
drugs often have lower ratios than other resources.
In addition to obtaining ratios from Medicare cost
reports, researchers have used ratios that were
generated for purposes other than cost reporting to
the Medicare program and that relied less on the
grouping of dissimilar services.

Assigning the Costs of Professional  Services
Data on the costs of professional services can also
be obtained in different ways. The actual costs of
physicians’ services are difficult to obtain. The
new resource-based relative value scale (imple-
mented by Medicare as a basis for physician pay-
ment) (35) may be helpful in this regard. It is pos-
sible to estimate the actual costs by using the
average reimbursements for a geographic area
(e.g., by looking at payments by Medicare inter-
mediaries) or from fee schedules maintained by
third-party payers.
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At the institutional level, it may be possible to
identify the actual fees reimbursed by different
third-party payers or an average for various payers
over a specified period. Some studies have calcu-
lated average reimbursements from billed
amounts by using a ratio of collected-to-billed
charges (40). In examining physicians’ costs,
knowledge of physicians’ billing practices (such
as bundling of services) and coding is important.

Assigning Indirect Economic Costs
Researchers estimating indirect economic costs
may find it difficult to obtain information about
incomes and benefits directly from patients. Al-
ternative sources used by investigators include
standard industry profiles merged with primary
data (such as the numbers of days lost from work
and the nature of patients’ occupations).

VALIDITY AND RELIABILITY
The validity of conducting economic analysis dur-
ing a clinical trial reflects the degree to which the
data used for estimation reflect the actual re-
sources or costs of providing services. Its reliabil-
ity reflects the degree to which investigators
would obtain the same results if the study were re-
peated on the same population of patients and pro-
viders. Because of the relative newness of eco-
nomic data collection in clinical trials of medical
treatments, the literature contains few methodo-
logic studies that compare approaches for obtain-
ing economic data. Furthermore, because costs—
unlike some clinical variables-change over time,
both reliability and validity can be difficult to as-
sess.

Several of the detailed methodological issues
and choices described above can potentially affect
the validity and reliability of data based on clini-
cal-economic trials. In addition, there are other is-
sues that relate to the basic characteristics of eco-
nomic data collected during the course of a
clinical trial of a technology’s efficacy. Some of
these broader issues are described below.

| Statistical Distributions of Costs
One particularly problematic issue in measuring
and analyzing the use of medical resources is the
way in which resource utilization and costs are
distributed. The distributions typically are skewed,
either with a few persons using a few services (or
not using any services) or with a few persons using
large amounts of resources. Unfortunately, exclud-
ing the patients who use considerable resources
may be undesirable because they are important to
decisionmakers.

In view of the large variance in costs, large
numbers of study participants are usually needed
for adequate statistical power. A potential pitfall
of incorporating an economic component into a
clinical trial is that the sample size needed to test
economic hypotheses may exceed that needed to
test clinical hypotheses, because of differences in
the clinical and economic variables. Several bios-
tatistical techniques, such as transformations of
data to achieve normality (e.g., through logarith-
mic calculations) or the use of hierarchical models
(14), are useful both in sample-size calculations
and in the analysis of highly skewed data. Some
researchers have suggested that in fact costs in
trials often need not, and should not, be measured
to the same level of statistical precision as health
effects in clinical trials (13a,47a).

The problem of disparate sample sizes can be
exacerbated by interim findings on the efficacy
side of the trial. Clinical trials often have rules for
terminating trials when clinically and statistically
significant differences in clinical outcomes are
observed. For instance, a trial might be stopped
when the new treatment is shown to be efficacious
at a predefine level of statistical significance af-
ter only half the anticipated trial participants have
been enrolled. Although stopping a trial because
of the clinical results may conserve resources or
satisfy ethical considerations, the early termina-
tion of a clinical-economic trial could prevent re-
searchers from drawing conclusions about cost-
effectiveness if the sample patients had not
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reached the level needed for examining important
economic outcomes.

| The Influence of Clinical Protocols
on the Use of Resources

Another important consideration in estimating the
use of resources in clinical trials is the extent to
which clinical protocols might influence the use
and costs of resources. For example,  early studies
of a new technology often include the perfor-
mance of  laboratory or radiologic tests to monitor
patients for serious or unknown side effects. This
monitoring is often driven by the clinical research
protocol, which can be influenced by the need for
data to assist in the FDA approval process. The
monitoring can significantly alter the validity of
an economic analysis, however, because the re-
sources consumed in the monitoring process do
not always become a necessary component of rou-
tine clinical practice. This is true for both the treat-
ment group and the control group in a randomized
trial.

In the Women’s Health Study conducted by
NIH to assess hormonal therapy, for instance,
women undergo frequent office followups, elec-
trocardiograms, endometrial biopsies, and mam-
mograms to monitor the safety of hormonal thera-
py. The exclusion of these resources from the data
collection or from the accounting of costs is often
proposed as a way to solve the problem, but the
monitoring can have more profound effects when
abnormal tests lead to further testing or treatment.

Studies that examine the use of aggregated re-
sources without examining the components and
their relationship to clinical events are more likely
to encounter this flaw than studies that take care to
attribute the use of resources to clinical events
(51). One solution in a multicenter study might be
to modify the clinical protocol at some of the insti-
tutions and examine how the resource consump-
tion varies depending on whether a center uses the
standard or modified protocol. Although exclud-
ing some costs may seem reasonable, however,
recommendations for dosing and safety monitor-
ing of complications after FDA approval are often
based on the protocol established in the clinical

trials. Therefore, investigators collecting and ana-
lyzing economic data may wish to perform sensi-
tivity analyses-that is, to perform their analyses 
more than one way, based on the inclusion or ex-
clusion of certain categories of resources.

I Standardization in Multicenter Trials
Increasingly, large clinical trials are conducted at
multiple sites. Multicenter studies raise important
issues of standardization, and the best centers for
collecting clinical data are not always the best cen-
ters for collecting economic data. Although inves-
tigators may easily develop standardized criteria
for the collection and determination of clinical
events (e.g., electrocardiographic and cardiac en-
zyme evidence for acute myocardial infarction),
the standardization of costs is difficult because of
differences in accounting systems across sites.
Some centers may have sophisticated methods of
ascertaining their costs or specific billing in-
formation, for instance, while other centers do
not. Researchers may also find it difficult to stan-
dardize the measurement of costs for different
types of providers (e.g., HMOs versus fee-for-ser-
vice practices, hospital outpatient departments
versus physicians’ offices, or VA hospitals versus
private hospitals) and for different geographic
areas (e.g., states with inpatient rate regulation
versus states with market competition, or Cana-
dian facilities versus U.S. facilities).

| The Effect of Masking
on the Use of Resources

Because it minimizes bias related to treatment, the
double-blind trial—in which both patients and
physicians are unaware of who is receiving which
treatment alternative-is considered an important
component of the evaluation of the efficacy and
safety of a therapy. In assessing the economic im-
plications of a treatment in normal practice, how-
ever, an equally important consideration is the fact
that awareness of the treatment can influence pro-
viders to use resources in a different fashion.

Suppose, for instance, that radiologists in clini-
cal practice were more likely to initiate aggressive
and expensive treatments for contrast-induced
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complications if they knew that the patients had
received high-osmolality rather than low-os-
molality contrast media. In a masked clinical trial,
the radiologists might show less restraint in their
use of medical resources to manage complica-
tions, because they could not be certain which
contrast media had been used. Uncertainty as to
treatment (as well as more intensive observation)
in the clinical trial might influence radiologists to
provide more treatment than they would in normal
practice. As a result, the masking might increase
the costs.

I The Timing of Clinical
and Economic Outcomes

The economic consequences of treatment choices
may extend far beyond the time horizon of a clini-
cal trial. For example, thrombolytic therapy (e.g.,
recombinant tissue plasminogen activator) ad-
ministered for an acute myocardial infarction can
cause a stroke, a clinical endpoint, and the patient
could require long-term nursing care, the cost of
which could extend for many years. If the clinical
protocol stipulated that followup on a patient
would end in the event of a stroke, the full eco-
nomic consequences would not be obtained.

Clinical benefits and costs may accrue at differ-
ent times in the course of an illness, and clinical
benefits or costs may accrue at different times for
each treatment strategy being compared in a clini-
cal-economic trial. An analysis of the benefits and
costs accruing at different times must take this
into account by adjusting the observed costs for
the time value of money. Benefits and costs that
accrue now are worth more than they would be if
they accrued in the future. The procedure for ad-
justing for the time value of the resources or costs
is referred to as discounting, in which benefits and
costs incurred in the future are valued in current
dollars (73).

Discounting is unnecessary if the time covered
by the analysis is short (e.g., less than one year).
When discounting is necessary, the rate at which
to discount is often controversial because the
choice can greatly influence the conclusion about
a technology’s cost-effectiveness. Different con-

sumers of economic data (including those only af-
fected in the future) might advocate different
rates. Therefore, analyses might examine the sen-
sitivity of conclusions drawn from clinical-eco-
nomic trials to the rate of discounting.

| Generalizability
The external validity (i.e., generalizability) of the
economic data collected in clinical-economic
trials is of great concern. Studies are often per-
formed at individual institutions that are part of,
or affiliated with, academic medical centers,
where two possible problems influence generaliz-
ability.

First, the medical practice may not be similar to
that in many other institutions. For example, phy-
sicians at teaching institutions may order more
tests and consume more resources as a result of
their teaching or research activities, which may re-
sult in an overestimation or underestimation of
costs. More discretionary testing raises cost esti-
mates, although more careful testing may prevent
complications of treatment and, therefore, result
in the trading of an upfront outlay for a potential
reduction in the long-run use of resources. Institu-
tions that adopt technologies early may have the
most experience in their application. This experi-
ence could lead physicians to select patients more
ideally suited for treatment or to be better at identi-
fying or managing side effects. This might trans-
late not only into better outcomes than are realized
in general medical practice (51) but also into the
more efficient use of resources.

Second, in addition to differences in physi-
cians’ practices, the costs of resources vary across
institutions of different sizes (economies of scale
or scope), location (geographic variation in re-
source inputs), and organizational characteristics
(for-profit versus not-for-profit institutions).
Manufacturers that perform economic studies in
different countries must be aware of the variability
in medical practices, medical costs, and the medi-
cal infrastructures required to support use of new
technologies.

Other factors to consider are that, for the pur-
poses of clinical trials, investigators may be able
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to obtain related medical services (such as moni-
toring tests) at discounted prices or costs. The dis-
counts may not reflect the true economic cost in
everyday practice.

It is worth noting that cost-effectiveness analy-
ses based on synthetic or modeled analyses that
use the best data available from various published
and unpublished sources, including opinions (55),
are not immune from the problem of limited gen-
eralizability. They, too, may be limited because
they project how resources would be used under
optimal circumstances. The effects of the assump-
tions that are made in using such data and the va-
lidity of the estimates of the cost-effectiveness or
cost-benefit that are generated are often unknown.

PROSPECTS

I Research Needs
The analysis of economic data in clinical trials is
afield still in its infancy. In view of how many en-
tities are interested in performing studies and what
kinds of techniques can be used in the process,
there is a need for studies that compare the results
generated by different methodologies and tech-
niques. Few studies have addressed the reliability
and validity of cost assignment methods by
comparing different methods of obtaining, calcu-
lating, or modeling costs (32). Such studies are
badly needed in order to improve our understand-
ing of how alternative methods affect the results
of economic analyses in clinical trials.

Such studies would compare alternative meth-
ods of collecting both resource-utilization data
and cost data (including modeling) for the same
technologies. The studies would also explore the
degree to which summary measures, such as cost-
benefit or cost-effectiveness ratios, are affected by
the data collection methods. This could be done
by analyzing the benefits (or effectiveness) and
costs that were measured within the same trial us-
ing different techniques.

The extent to which the characteristics of a
technology dictate the best approach to collecting
data on resources and costs is unclear. The ap-
proaches required by diagnostic technologies may

differ from those required by therapeutic technol-
ogies. Inpatient and outpatient treatments may
also require different approaches to resource mea-
surement and the assignment of costs. The best ap-
proach for one ailment (such as cardiovascular
disease) may differ from that for another (such as
arthritis), and chronic diseases that have longer
durations may require different approaches from
those required by acute diseases.

Another gap in the literature is the lack of stud-
ies examining the relative gain from careful atten-
tion to the precision of assessments. This is impor-
tant because the costs of collecting data usually
rise with more detailed assessments. We also need
to understand how much generalizability in-
creases when economic data are collected from
more than one institution, inasmuch as it costs
more to collect data from multiple sources. Future
studies could assess whether methodological
shortcuts are possible and yield valid results.

It is not clear that the private sector, particularly
industry, can or will support the necessary meth-
odological development or the particular applica-
tions to research in this field. Although it may be
able to support a specific evaluation related to a
particular need, the private sector has little incen-
tive to take on the tasks of developing methods or
examining the economic issues from more than
one perspective.

No government agency has currently embraced
the responsibility for supporting the development
of methods for collecting economic data in clini-
cal trials and for integrating them into clinical
trials. In part, this reflects the fact that specific
funding has been limited or that it competes with
other programmatic areas. AHCPR has a mandate
for examining the cost of health care services, and
NIH has the authority and are supporting large-
scale clinical trials of new therapies, but neither
agency has undertaken primary responsibility for
research that intersects these areas.

| Standardization
The quality of economic analyses is of consider-
able concern as the methodology evolves (30)
with no established guidelines on appropriate
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techniques and no consistency in technique across
studies. If information about cost-effectiveness is
to be useful as a criterion for decisions such as
whether a drug is to be included in a hospital for-
mulary, or whether a procedure should be covered
by insurance, some standards for the types of data
and the methods of obtaining them must be devel-
oped (41). Questions to be addressed include
whether more than one perspective should be con-
sidered in economic analyses, what types of costs
should be considered, and (in order to make allo-
cative decisions) what constitutes the appropriate
patient or provider population for an economic
study?

Because there are few standards for the proper
conduct of clinical-economic studies, studies are
susceptible  to accusations of bias, particularly if
the study results favor the sponsor product or in-
terests. Much of the concern relates to the fact that
invalid or unreliable approaches (such as the in-
complete enumeration of resources or costs) may
be used selectively to obtain particular desired re-
sults. Some of this concern could be alleviated
with greater methodological standardization.

There may also be pressures to refrain from
publishing results that are unfavorable to the
sponsors’ interests. The degree of publication
bias—the tendency for over-representation in the
published literature of studies with statistically
significant results, or studies whose results favor
currently accepted theories—in the cost-effective-
ness field generally is unknown, but some observ-
ers believe that studies are less likely to be pub-
lished if they fail to show that a medical treatment
saves money or is significantly cost-effective.
Publication bias limits the number of studies and
results that can be compared by decisionmakers,
and it may lead users to draw incorrect conclu-
sions about a technology’s overall cost-effective-
ness. In addition, it may lead researchers to take
methodologically inferior approaches that are
more likely to yield positive results.

Conversely, where results favor the sponsor,
they sometimes may be disseminated (e.g., used
in marketing efforts) without having been ade-
quately peer-reviewed. Both of these factors make
it difficult for decisionmakers to trust cost-effec-

tiveness findings. To address these problems,
some researchers have advocated the develop-
ment of rules of conduct for the dissemination as
well as the performance of clinical-economic re-
search (30).

| Cost-Effectiveness of
Clinical-Economic Trials

Not all clinical trials are good candidates for eco-
nomic data collection and analysis. Adding an
economic component to a clinical trial adds to the
cost of the trial (see box 5-3). In view of the con-
siderable expense of clinical-economic analyses
and the limitations in generalizing from them, the
collection and analysis of economic data in clini-
cal trials may not always be the best way to reach
conclusions regarding anew technology cost-ef-
fectiveness.

Nonetheless, economic information is badly
needed by patients, providers, and payers alike as
the nation grapples with the question of how to
provide good care at the lowest cost. The clinical-
economic trial generates explicit information
about which alternative treatment options are the
most cost-effective, and it can provide this in-
formation early in the life of a new technology, be-
fore its use becomes widespread.

Equivalence trials may be particularly ap-
propriate contexts in which to conduct clinical-
economic studies. In contrast to a difference clini-
cal trial, which attempts to demonstrate a
difference between two therapies, an equivalence
trial is an attempt to discover whether one treat-
ment strategy is equivalent to another, perhaps
more expensive, strategy. The combined BARIE/
SEQOL study, described in box 5-3, is an example
of an equivalence trial in that investigators are
seeking to establish whether angioplasty—an al-
ternative with potentially lower initial costs—is
clinically and economically equivalent to coro-
nary artery bypass surgery.

| Conclusions
The demand for early information on the costs and
effectiveness of new technologies is driven by
health care policy makers who hope to improve
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Economic evaluations within clinical trials add to the cost of the clinical trials, although the additional

(or incremental) costs of collecting economic data are less than they are for studies designed strictly to

answer economic questions. A clinical trial funded by the National Institutes of Health illustrates this

point. The Bypass and Angioplasty Revascularization Investigation (BARIE) is a $35-million, 1,800-pa-

tient, 14-center clinical trial that is randomizing patients to receive either angioplasty or coronary artery

bypass surgery for symptomatic multivessel coronary artery disease. The trial’s major endpoints are

death and other morbid cardiovascular events. The study began in 1988, and researchers finished re-

cruiting patients in 1991; The five-year followup will be analyzed in 1996. An evaluation of the econom-

ics and the patients’ quality of life (SEQOL) (31) was added to the study and funded by the Robert

Wood Johnson Foundation at $4.25 million, which was roughly 12 percent of the cost of the clinical trial.

There are five major determinants of the costs of an economic evaluation in a clinical trial:

1.

2.

3.

4.

5.

The number of additional research personnel needed for collecting and analyzing data. Few investiga-

tors with backgrounds in clinical medicine or epidemiology have also had formal training in such disci-

plines as health economics, accounting, or health care finance, but the research staff must include per-

sonnel with the training to design and help carry out the economic component of the trial.

The number of study participants and the duration of patient followup necessary for observing the care.
As is true for any clinical study, a clinical-economic evaluation’s cost usually varies positively with the
length of the observation period and the number of patients studied.
The type and comprehensiveness of the economic data elements collected (such as the number of per-

spectives chosen and the types of costs included). If investigators want greater detail about the use of

resources (e.g., ambulatory as well as inpatient services), the costs of data collection rise when the ef-

forts of the current clinical research is fully expended.

The extent to which the use of resources can be measured from automated databases rather than by

hand. Comprehensive data systems are extremely efficient, which makes the per-patient cost of collect-

ing economic data decrease as the number of patients rises. Most systems, however, are insufficient for

the valid identification of resources and costs (e.g., they may include only data on charges or average

costs rather than data on marginal costs). This means that the investigators may have to abstract data on

resources from patients’ records, patients’ bills, or surveys of patients; and to collect data on costs from

cost (or expense) reports or from manufacturers’ invoices.

The extent to which modeling and data collection outside the trials are necessary to answer economic or

cost-effectiveness hypotheses. Often, the amount of data needed to perform a cost-effectiveness or oth-

er economic analysis cannot be generated solely from the patients who are enrolled in a trial. For exam-

ple, if the researchers need data on patients’ preferences for each of the possible outcomes associated

with a technology, some of the data may need to be obtained from patients who are not participating in

the trial.1 The substantial modeling of data from the clinical trials to simulate or project economic implica-

tions for a collection of providers, a region, or the nation can be a Iabor-intensive task that is possible only

after the results from the primary data collection are available.

ITh~Preferen~~softrial  paflicipantsmay  differ from those of patients who were not eligible forthetrial.  patientS’ preferencescould

also be affected by the trial participation ilself.

SOURCE: Neil R. Powe and Robert 1. Griffiths,  1995.
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medical care without increasing its costs; by pro-
viders who want to remain competitive in a cost-
conscious environment; by insurers who must
make decisions about coverage and reimburse-
ment; and by manufacturers who adapt their re-
search and marketing strategies in response to
these concerns. In view of these demands, clini-
cal-economic trials are likely to become increas-
ingly common.

There are tradeoffs between the limitations in-
herent in clinical-economic trials and the need to
anal yze a treatment cost-effectiveness before the
technology becomes widely (and perhaps irrever-
sibly) adopted by the medical community. This
suggests that there is not one optimal time in the
life cycle of a technology to perform a clinical-
economic trial, but that researchers and users must
understand the limitations in the data (that is, the
conditions under which data are generated) and be
willing to adjust the estimates in accordance with
new medical knowledge or practice patterns.

Despite the demand for sound economic in-
formation about medical technologies, the field
may not develop in tandem with the needs of poli-
cymakers. The need for more methodological re-
search and standardization in particular are poten-
tial barriers to the development and wider use of
economic evaluation methods in clinical trials.
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